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H I G H L I G H T S

• Good agreement between experimental and numerically predicted reference temperature.
• Less material volume required for numerical determination of reference temperature compared to experimental determination following ASTM E1921.
• Fracture toughness scatter underestimated by model.
• Additional statistically distributed input parameters required to further improve model predictions.
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A B S T R A C T

The availability of irradiated material for the fracture-mechanical characterization of reactor pressure vessel
steels in the context of surveillance programs is severely limited. Additional efforts are necessary to reduce the
amount of material required for the determination of the reference temperature based on the Master Curve
methodology. The objective of this study is the further development of a method for identifying the parameters of
a cohesive zone model to simulate the fracture-mechanical behavior within the ductile-to-brittle transition re-
gion. A novel approach is proposed where statistically distributed numerical fracture toughness values are ob-
tained by means of random spatial distributions of cohesive elements with either brittle or ductile fracture
properties throughout the cohesive zone. Thereby, a numerical reference temperature is determined based on the
ASTM E1921 standard and compared to the reference temperature obtained from tests on miniaturized CT
specimens. It is shown that with the presented approach the reference temperature of a reactor pressure vessel
steel can be predicted with high accuracy. Less material is required for the calibration of the model parameters
than for an experimental determination of the reference temperature. Further development of the model is
required to accurately predict the experimentally observed fracture toughness scatter within the transition
region.

1. Introduction

The reactor pressure vessel (RPV) is an integral part of most currently
active nuclear power reactors. It is crucial for nuclear safety as it shields
the environment from radiation that results from nuclear fission within
the reactor core. Due to their favorable mechanical and physical prop-
erties, RPVs are usually made from low-alloy ferritic steels. The main
drawback of those materials is that with increasing neutron fluence,
their ductile-to-brittle transition (DBT) region is shifted towards higher
temperatures. This shift can pose a risk for the safe operation of the

reactor due to embrittlement of the RPV. Therefore, periodic testing of
the structural steels for their fracture-mechanical behavior following
standards such as ASTM E1921 [1] is mandatory to monitor the
toughness degradation [2–4]. Small specimen testing has become a ne-
cessity to increase the service lifetime of existing Generation II reactors,
as the number of irradiated standard-sized specimens available from
surveillance programs is severely limited [5,6]. Numerical models for
the simulation of the fracture process can be utilized to further reduce
the material requirements for future surveillance programs. The cohe-
sive zone model (CZM) is well suited for simulating the
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fracture-mechanical behavior of ferritic steels in the DBT region, as it
can be applied for both ductile and brittle fracture. With this model,
damage is only considered within a cohesive zone that is connected to
the bulk of the material. Failure of the cohesive elements leads to sep-
aration of the adjacent continuum elements. The mechanical behavior of
the cohesive elements follows a traction-separation-law (TSL), the shape
of which depends on the type of fracture simulated.

One of the limitations of the conventional CZM is that it allows only
for deterministic fracture-mechanical investigations and the statistical
nature of fracture in the transition region is not incorporated directly
into the FEmodel. In the unified cohesive zone approach by Chakraborty
and Biner [7], temperature and failure probability dependent cohesive
zone parameters are introduced in order to predict the ductile-to-brittle
transition of RPV steels. To calibrate the model parameters for simula-
tions in the transition region, a linear relationship is assumed between
the cohesive strength and the energy release rate depending on the cu-
mulative failure probability. The fracture toughness scatter is predicted
by this assumed functional relationship, but not by the FE model itself.
While the unified CZM was shown to accurately predict the fracture
toughness at a given temperature and cumulative failure probability, for
a complete prediction of the macroscopic fracture behavior of RPV
steels, statistically distributed input parameters must be considered.

A novel probabilistic approach is presented to numerically predict
the fracture toughness of RPV steels in the DBT region by modeling the
cohesive zone on the mesoscale. The model can be used to generate

statistical fracture toughness results in order to determine a numerical
value for the reference temperature T0 following the ASTM E1921
standard. Additionally, the finite element model allows for the detailed
mechanical and fracture-mechanical investigation of testing geometries
at every stage of loading. Compared to the experimental determination
of T0, the calibration of the probabilistic CZM is expected to require less
testing material, which may contribute to reducing the cost of surveil-
lance programs in the future. In this study, the objective is to apply the
developed approach to predict the reference temperature of the RPV
steel SA-508 Cl.3 and compare the result to the T0 obtained from small
specimen testing. Furthermore, the capability of the model to predict the
experimentally observed fracture toughness scatter in the DBT region is
assessed.

An overview of the probabilistic approach is given in Fig. 1. Initially,
an existing parameter identification method by Mahler and Aktaa [8,9]
is applied to determine the plastic flow curves, the cohesive strength and
cohesive energy for the fracture-mechanical simulations in the transition
region. The calibration of the cohesive zone parameters is based on tests
using smooth and notched tensile specimens as well as miniaturized
fracture-mechanical specimens. The fracture mechanics tests are per-
formed using miniaturized compact tension (MCT) specimens to obtain
T0, which is later compared to the numerical reference temperature for
model verification. Quantitative fractographic analysis is carried out by
means of scanning electron microscopy (SEM) to determine the fraction
of micro-void coalescence on the cleavage-dominated fracture surfaces

Fig. 1. Overview of the probabilistic CZM approach. First, the cohesive zone parameters and the ductile fracture ratio are calibrated by means of tensile and fracture
mechanics tests with subsequent SEM fractography. Simulations in the DBT region with randomly generated cohesive zone layouts are performed to obtain sta-
tistically distributed fracture toughness values. A numerical T0 is determined according to ASTM E1921 and compared to the experimental reference temperature for
model verification.
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of the MCT specimens. The resulting temperature-dependent ductile
fracture ratio (DFR) is used in the calibration of the probabilistic CZM.
Identification of the cohesive zone parameters is performed near the
lower shelf and on the upper shelf to be able to accurately simulate both
slow-stable crack growth and unstable fracture. Subsequently, meso-
scale modeling of the cohesive zone is carried out for the probabilistic
fracture simulations. Based on the DFR, the cohesive zone is divided into
elements with ductile fracture properties that are calibrated on the
upper shelf and elements with brittle fracture properties that are cali-
brated near the lower shelf. A random spatial distribution of the cohe-
sive elements is generated for each simulation, leading to statistically
distributed fracture toughness results. The main advantage of the
probabilistic CZM is that the mean fracture behavior at any temperature
in the lower DBT region can be predicted using only two sets of cohesive
zone parameter calibrations. Thereby, the approach may contribute to a
reduction of the material volume required for the fracture-mechanical
characterization of RPV steels based on the Master Curve methodology.

2. Material

The material used for the experimental and numerical investigations
in this work is the commercial low-alloy RPV steel SA-508 Cl.3 in the
unirradiated condition. A block of the material was cut from the
replacement closure head of the RPV of the José Cabrera power plant in
Spain. The basic constituent elements of the steel are listed in Table 1.
The base metal was fabricated by means of the electric furnace process.
It was vacuum steam degassed, quenched and a fine grain size was
produced by controlled aluminum additions.

Tensile tests on smooth round bar specimens were performed at RT
and − 80 ◦C to determine the material’s yield strength σYS, ultimate
tensile strength UTS and percentage reduction of area RA, which are
listed in Table 2. The test temperatures were selected in order to develop
one material model for simulations on the upper shelf (RT) and one for
simulations near the lower shelf (− 80 ◦C). The geometry of the speci-
mens is shown in Fig. A.1. Young’s modulus was obtained using the
equation

E = 204 − T/16 GPa, (1)

which is derived in ASTM E1921 for ferritic steels.
The edge-tracing method described in [10] is applied to determine

the plastic flow curves at the given test temperatures. A Pixelink CMOS
camera system with a backlight is used to record the deformation of the
specimen contours during testing. For testing, a universal testing ma-
chine by SCHENCK with a 63 kN load cell is used in combination with a
liquid nitrogen cooled climate chamber by Instron for low temperature
tests. The accuracy of the temperature control unit is within 2 ◦C. The
average true stress and true strain are obtained from the diameter
reduction in the neck. Subsequently, the Bridgman correction [11] is
applied to transform the average true stress into a uniaxial true stress.
The flow curves are shown in Fig. 2 and used as input for the simulations
of the notched tensile specimens and the fracture-mechanical tests on
MCT specimens.

3. Model parameter identification

The calibration of the cohesive zone parameters is a two-step pro-
cedure. First, tensile tests on notched round bar specimens are per-
formed to determine the cohesive strength σc at both temperatures.
According to Cornec et al. [12], σc is equal to the maximum axial stress

at the experimental fracture point. The maximum axial stress is deter-
mined by simulating the tensile tests and evaluating the stress field at
fracture strain. Subsequently, the cohesive energy Γc is used to fit the
numerical force-displacement and crack growth data of the MCT simu-
lations to the experimental results.

In a study by Li and Yuan [13], it was shown based on simulations of
side-grooved CT specimens that the assumption of a linear triaxiality
dependence of the cohesive zone parameters significantly improves
crack growth predictions in the ductile regime over simulations using
constant parameters. Brocks [14] stated that the triaxiality dependence
of Γc is negligible as the plastic strain energy is much larger than the
separation energy in simulations of ductile crack growth. Furthermore,
Mahler and Aktaa [9] simulated both stable crack extension and un-
stable fracture of T91 steel using a KLST geometry and concluded that
triaxiality dependence of σc must be considered only if macroscopic
plastic deformation is visible in the force-displacement curve. They
showed that the numerical results are improved by using a constant σc if
unstable fracture occurs in the elastic regime. Based on these findings,
triaxiality dependence of σc is assumed at RT, while a constant σc is used
at -80 ◦C. Meanwhile, Γc is considered to be triaxiality independent at
both temperatures.

3.1. Cohesive strength

In Fig. A.1, the geometries of the notched round bar specimens for
the calibration of σc are shown. In order to evaluate the maximum axial
stress at a triaxiality representing the stress state in front of the crack tip
of a fracture mechanics specimen, the notch root radius should be as
small as possible. Due to manufacturing constraints for the wires used
for electric-discharge-machining, the notch root radius is limited to a
minimum of 0.1 mm. Therefore, 0.1 mm notched round bars are used for
the calibration of the constant σc at − 80 ◦C. For the determination of the
triaxiality-dependent σc at RT, tests on 0.1 mm notched round bars are
complimented by tests on 0.2 mm notched round bars and the smooth

Table 1
Basic constituent elements of the RPV steel SA-508 Cl.3 (wt%, Fe balance).

Si C Mn P S Cr Mo Ni Al Cu V Sn Co N2 As

0.24 0.19 1.37 0.008 0.002 0.15 0.52 0.93 0.014 0.04 <0.01 0.005 0.008 0.007 0.008

Table 2
Mechanical properties of SA-508 Cl.3 at RT and − 80 ◦C.

Temperature E [GPa] σYS [MPa] UTS [MPa] RA [%]

RT 202.8 431 577 70.8
− 80 ◦C 209.0 498 676 66.4

Fig. 2. Plastic flow curves of SA-508 Cl.3 at RT and − 80 ◦C to be used for the
simulations of the tensile tests and fracture mechanics tests on the upper and
lower shelves.
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round bars that were used for determining the plastic flow curves. The
experimental setup described in Section 2 is used for the tests on notched
round bar specimens.

The simulated axial stress and triaxiality at the point of experimental
fracture are shown in Fig. 3(a) and (b) respectively for a round bar
specimen with 0.1 mm notch root radius tested at RT. It can be seen that
the maxima of both field quantities are located in the center of the notch
where the diameter is minimal. Three notched round bars of each type
and two smooth round bars were tested at RT and then simulated to
obtain the triaxiality dependence of σc shown in Fig. 3(c). The linear
dependence is fitted by

σc = 449.6⋅h+ 945.8 MPa, (2)

where h denotes the stress triaxiality. In addition to the tensile tests at
RT, a single 0.1 mm notched round bar was tested at − 80 ◦C for the
calibration near the lower shelf. At the point of experimental fracture,
the σc obtained from the simulation is 2005.5 MPa at a triaxiality of 1.7.

3.2. Cohesive energy

Fracture-mechanical tests on the MCT geometry shown in Fig. A.2
were performed in [10,15] prior to the numerical investigations carried
out in this work. The specimens were tested in the transition region at
− 80, − 70 and − 60 ◦C according to ASTM E1921–21 with the experi-
mental setup described in Section 2. Three additional tests at − 45 ◦C
were performed in this work for the development of the probabilistic
CZM. A reference temperature of T0 = − 31.5 ◦C was obtained from a

total of 22 valid KJc results. The force-displacement curves of the indi-
vidual tests at -80 ◦C are used together with the median fracture
toughness from theMaster Curve to fit the numerical results by adjusting
Γc. In addition to the fracture-mechanical tests performed in the tran-
sition region, tests on MCT specimens at RT were carried out in the
current work following ASTM E1820-20 to determine J-Δa pairs for the
crack resistance curve. As with the low temperature calibration, Γc is
identified by fitting the numerical force-displacement and crack resis-
tance curves to the experimental results.

3D quarter models of the MCT specimen, as shown in Fig. 4(a), are
developed for the simulations at low temperature and RT respectively.
Model reduction is achieved by applying appropriate symmetry condi-
tions in the xy and xz-planes. Loading is introduced by rigid wedge-
shaped pins, which are shown in brown. Additionally, a straight initial
crack with a crack length to width ratio of a0/W = 0.5 is assumed. The
difference between the low temperature and the RT model is the length
of the cohesive zone, which is a strip of zero-thickness cohesive elements
starting from the initial crack front

(x = 0 mm). For the RT model, the length of the cohesive zone is set
to 2 mm to be able to capture extensive stable crack growth. In case of
the low temperature simulations, no significant stable crack extension is
expected prior to instability. To reduce the simulation time, the cohesive
zone length is reduced to 0.3 mm. The calculations are performed using
the finite-element software ABAQUS/Standard 2019.

The TSL shapes used for the simulations are shown in Fig. 4(b) for
both − 80 ◦C and RT. First introduced by Hillerborg et al. [16], a
triangular shape is used for the low temperature simulations to facilitate

Fig. 3. Simulated axial stress (a) and triaxiality (b) at the point of experimental fracture of a round bar specimen with 0.1 mm notch root radius tested at RT. Both the
maximum axial stress and the maximum triaxiality are located in the center of the specimen. (c) Cohesive strength vs. triaxiality data points from simulations of
smooth and notched round bar specimens at RT. Approximately linear triaxiality dependence of the cohesive strength is obtained.
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unstable crack growth. The trapezoidal TSL by Tvergaard and Hutch-
inson (1992) [17] with a region of constant cohesive stress is used for the
simulation of ductile tearing at RT. Following the recommendations by
Scheider [18], a high initial stiffness is used for both models. The region
of constant cohesive stress of the trapezoidal TSL extends to 30 % of the
critical separation δc to obtain a moderate unloading slope.

An unstable crack growth criterion is required for the simulations at
− 80 ◦C to identify the point of instability where the fracture toughness
KJc can be determined. In Fig. 5(a), it is shown that the simulated crack
growth rate da/dCOD starts to increase rapidly once σc is reached by the
crack opening stress in front of the crack tip. Therefore, the global crack
growth rate exceeding 1 mm/mm is used as the criterion for the initia-
tion of unstable crack extension. The exact point at which this criterion

is met depends on the cohesive energy, which means that the numerical
fracture toughness can be precisely fitted to the experimental result by
adjusting Γc. At − 80 ◦C, the median fracture toughness from the
experimental Master Curve, size-adjusted to a 1T CT geometry (25 mm
thickness), is 79.9 MPa

̅̅̅̅̅
m

√
. The simulation yields a value of 79.7

MPa
̅̅̅̅̅
m

√
with a cohesive energy of 0.94 N/mm. Satisfactory agreement

between the experimental and numerical force-COD curves is achieved,
as shown in Fig. 5(b). The average force from the experiments is slightly
underestimated by the simulations.

Regarding the simulations at RT, both the experimental force-COD
and crack resistance curves are fitted simultaneously. A comparison
between the experimental and numerical curves is shown in Fig. 6(a)
and (b) respectively. An acceptable agreement is obtained using Γc =

Fig. 4. (a) 3D quarter models of the MCT geometry for low temperature simulations (brittle fracture) and RT simulations (ductile crack growth). The cohesive zones
are represented by the highly refined regions along the xz plane. (b) TSL shapes used for the fracture mechanics simulations at low temperature (− 80 ◦C) and RT
respectively. A triangular shape is used for brittle fracture at − 80 ◦C, while a trapezoidal shape is used for ductile crack growth at RT.

Fig. 5. (a) Simulated crack growth rate against COD showing point of unstable fracture where crack growth rate increases exponentially. (b) Experimental vs
numerical force-COD curves at -80 ◦C showing good agreement. The numerically predicted unstable fracture points are marked by the crosses.

T. Metzler et al. Journal of Nuclear Materials 605 (2025) 155556 

5 



2.25 N/mm, with the average experimental force being slightly over-
estimated by the simulation at the beginning of plastic deformation and
underestimated at a COD above approximately 2.5 mm. Seven MCT
specimens were tested to different displacement levels to determine
J-Δa pairs according to the basic procedure of ASTM E1820–20. The
simulated curve is shown to closely follow the experimental points.

3.3. Ductile fracture ratio

The DFR is required for determining the number of cohesive ele-
ments with ductile properties, which will be randomly distributed
among the cohesive elements with brittle properties in the probabilistic
CZM approach. Calibration of the temperature-dependent DFR is per-
formed by quantitative fractographic analysis of the MCT specimens that
were tested in the transition region to determine T0. As shown in the
SEM micrograph in Fig. 7, the fracture surfaces consist of a mixture of
trans- and intergranular cleavage facets and regions of micro-void coa-
lescence, which is commonly referred to as quasi-cleavage [19]. The

transgranular cleavage facets make up most of the fracture surfaces,
while the regions of ductile fracture appear as patches of dimple rupture
or tear ridges along the edges of individual cleavage facets. Secondary
cracking is also observed on the fracture surfaces.

In Fig. 8(a), the process for determining the DFR from an individual
fracture surface is shown. High-resolution micrographs are taken in a 3
× 5 pattern in front of the tip of the fatigue pre-crack, and the respective
fracture mode is identified at 16 equidistant points within each micro-
graph. In this way, a total of 240 data points are generated per specimen,
which are assumed to be an averaged representation of the fracture
surface. An example analysis for an MCT tested at − 60 ◦C is shown in
Fig. 8(b). Approximately 87 % of the fracture surface consists of trans-
granular cleavage facets, followed by regions of ductile fracture with 7.7
%. Secondary cracks and patches of intergranular fracture form the rest
of the fracture surface.

The DFR, which is equal to the fraction of ductile fracture regions, is
determined for all specimens that provided valid KJc results for the
evaluation of T0. In Fig. 8(c), the resulting temperature dependence of

Fig. 6. (a) Experimental and numerical force-COD curves at RT showing good agreement. (b) Experimental and numerical crack resistance curves at RT showing
good agreement.

Fig. 7. SEM micrograph of a fracture surface of an MCT specimen tested at − 45 ◦C showing multiple fracture modes: Transgranular and intergranular cleavage,
micro-void coalescence, secondary cracks and the fatigue pre-crack.
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the DFR is shown. A significant scatter is observed at the individual test
temperatures with a maximum difference of 3.3 % at − 60 ◦C. However,
a positive correlation between DFR and temperature with a coefficient of
determination of R2 = 0.77 is obtained by means of linear regression.
The regression line

DFR(T) = 0.00173⋅(T − T0) + 0.1199 (3)

will be used in the probabilistic CZM to control the number of cohesive
elements with ductile properties in the cohesive zone.

4. Mesoscale modeling of the cohesive zone

In addition to the DFR, the shapes and sizes of a number of ductile
fracture regions are measured in the quantitative fractographic analysis
for modeling the layout of the cohesive zone. As shown in Fig. 7, the
regions of micro-void coalescence cover a large range of sizes and can be
of any shape. Due to the high computational cost of the simulations, the
minimum size of the elements in the cohesive zone is limited, which
means that only rectangular shapes of ductile element clusters can be
modeled. It is found that the average size of the ductile fracture regions
is about 50 µm in thickness direction and 18 µm in crack growth di-
rection for all temperatures between − 80 and − 45 ◦C. Therefore, the
ductile cohesive elements are grouped into clusters of the same size. This
is achieved by using an element length of 50 µm in thickness direction,
resulting in a total of 40 elements between the mid thickness and the
side surface of the MCT, and 12 elements in crack growth direction with

a respective length of 1.5 µm.
Based on the DFR, the number of cohesive elements with ductile

properties, and consequently the number of ductile clusters, is deter-
mined. For instance, at − 60 ◦C, a DFR of 0.071 is obtained from Eq. (3),
meaning that 7.1 % of cohesive elements are assigned ductile properties
and the rest is assigned brittle properties. In the last step, the ductile
clusters are randomly distributed over the cohesive zone and the
remainder of the elements are assigned brittle properties. The CZM pa-
rameters calibrated at -80 ◦C are applied to the brittle elements, while
the parameters identified at RT are applied to the ductile elements.
Examples of randomly generated cohesive zones at − 80 and − 45 ◦C are
shown in Fig. 9(a) and (b) respectively. The ductile clusters are shown in
red, while the blue area consists of brittle elements. Additionally, the
crack growth direction is marked by the black arrows starting from the
initial crack front.

5. Results

Simulations with the probabilistic CZM are performed within the
DBT region at the temperatures used for the experimental determination
of T0. The number of simulations per temperature is equal to the number
of corresponding MCT tests to obtain a numerical prediction of T0 that
can be compared to the experimental result. At each temperature, the
respective flow curve and the DFR following Eq. (3) are used, while the
CZM parameters for the ductile and brittle elements remain the same. A
new spatial distribution of ductile cohesive element clusters is randomly
generated for each simulation. The procedures specified in ASTM

Fig. 8. (a) Procedure for determining the ductile fracture ratio. 15 micrographs are taken in a 3 × 5 grid in front of the fatigue pre-crack. Within each micrograph,
the respective fracture mode at 16 individual, evenly distributed locations is evaluated to obtain a total of 240 data points. Ductile fracture ratio is defined as the
number of points located within regions of micro-void coalescence divided by the total number of data points. (b) Fracture mode distribution of an MCT specimen
tested at − 60 ◦C showing that most of the fracture surfaces consist of transgranular cleavage facets, followed by regions of micro-void coalescence. (c) Temperature
dependence of the ductile fracture ratio between − 80 and − 45 ◦C. While significant scatter is observed at each temperature, the mean temperature dependence is
assumed to be linear.
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E1921–21 are applied to the numerical fracture toughness predictions
KJc,num as if they were results from physical tests, including data
censoring. For the determination of individual KJc,num values the un-
stable fracture criterion specified in Section 3.2 is applied.

A numerical reference temperature of − 32.3 ◦C is predicted, which is
in good agreement with the experimental T0 of -31.5 ◦C determined
based on the experimental MCT results shown in [15] and three addi-
tional tests at − 45 ◦C. In Fig. 10, the experimentally determined Master
Curve (a) is compared to the numerical prediction (b). In addition to the
Master Curves, the individual censored and uncensored fracture
toughness results, the tolerance bounds at failure probabilities pf of 5
and 95 % and the censoring limit KJc,limit are shown. While the mean
fracture behavior at the respective temperatures appears to be well
predicted, it is clear that the considerable scatter observed experimen-
tally is not achieved by the simulations. In Table 3, the median values
KJc,1T,med of the experimental and numerical size-corrected fracture
toughness results and the corresponding standard deviations σKJc,1T are
listed for each test temperature. The numerical KJc,1T,med are between 17
% below and 11 % above the experimental values, leading to the satis-
factory prediction of T0. However, the numerical σKJc,1T values are be-
tween 60 and 88 % below the experimental standard deviations. In the

following, the scatter of the numerical fracture toughness results is
investigated further.

To evaluate the distribution of KJc,1T,num predicted by the probabi-
listic CZM, a statistical analysis of 50 simulations at − 60 ◦C is performed
and the probability distribution that best describes the data set is
determined. The χ2 goodness of fit test is passed by the three-parameter
Weibull distribution with the probability density function

Fig. 9. Examples of randomly generated cohesive zones using the averaged cohesive element cluster size at − 80 ◦C (a) with a DFR of 0.036 and − 45 ◦C (b) with a
DFR of 0.097. Ductile clusters are shown in red and brittle clusters in blue. At − 45 ◦C, individual clusters can be seen to form larger clusters due to their proximity.

Fig. 10. (a) Experimental Master Curve obtained from 22 tests on MCT specimens with two censored test results at − 60 and − 45 ◦C respectively. (b) Numerically
predicted Master Curve from 22 MCT simulations using the probabilistic CZM. Two numerical fracture toughness results were censored at − 60 ◦C and three at − 45
◦C. The fracture toughness scatter at each test temperature is significantly underestimated by the model.

Table 3
Experimental and numerical median fracture toughness values and corre-
sponding standard deviations at each test temperature.

T [ ◦C] KJc,1T,med [MPa
̅̅̅̅̅
m

√
] σKJc,1T [MPa

̅̅̅̅̅
m

√
]

Exp. − 45 99.93 27.62
Num. ​ 90.11 3.40
Exp. − 60 76.64 23.45
Num. ​ 81.06 5.60
Exp. − 70 62.16 6.81
Num. ​ 56.35 1.33
Exp. − 80 54.08 9.28
Num. ​ 44.85 3.69
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wherem is theWeibull modulus, K0 is the scale parameter andKmin is the
threshold parameter. In Table 4, the fitted parameters of the simulated
distribution are listed and in Fig. 11(a), a histogram of the 50 KJc,1T,num
results is shown together with the curve of the probability density
function. The numerical fracture toughness scatter, which covers a range
between 73 and 99 MPa

̅̅̅̅̅
m

√
, is well described by the fit.

In addition to the numerical fracture toughness distribution, the
distribution of the KJc results of the nine MCT tests performed at − 60 ◦C
is evaluated. The experimental fitting parameters are listed in Table 4
and both distributions are compared to the distribution specified in the
ASTM E1921 standard. In the Master Curve approach, it is assumed that
the fracture toughness scatter of ferritic steels in the transition region
follows a three-parameter Weibull distribution with m = 4 and Kmin =

20 MPa
̅̅̅̅̅
m

√
. For the given RPV steel at − 60 ◦C, K0 = 75.5 MPa

̅̅̅̅̅
m

√
is

obtained from the experimental Master Curve. Considerable differences
between the three parameter sets are observed. The Weibull modulus
and scale parameter of the simulated distribution are significantly
reduced compared to the ASTM distribution, while the threshold
parameter is increased. Regarding the experiments, the Weibull
modulus is similar to the simulated value, while the remaining param-
eters lie between the other distributions. It is noted that the experi-
mental distribution may not accurately represent the statistical fracture-
mechanical behavior of the material due to the small data set size of nine
KJc,1T results.

The differences between the three-parameter Weibull distributions
are highlighted by their cumulative failure probability curves, which are
shown in Fig. 11(b). By the increased slope of the simulated curve, it can
be seen that the numerical fracture toughness scatter is reduced
compared to both the experimental and the ASTM distribution. Specif-
ically at high cumulative failure probabilities, a large deviation is
observed between the numerical and the experimental distribution due
to the outliers present in the experimental data set. The fracture
toughness corresponding to a cumulative failure probability of 95 % is
94.8 MPa

̅̅̅̅̅
m

√
for the simulated distribution, while a value of 124

MPa
̅̅̅̅̅
m

√
is obtained experimentally. For a cumulative failure probability

of 5 %, a fracture toughness of 74.5 MPa
̅̅̅̅̅
m

√
is predicted by the model,

which is significantly higher than the experimental value of 54.4
MPa

̅̅̅̅̅
m

√
. Regarding a 50 % cumulative failure probability, both the

numerical and the experimental distribution are shifted towards lower
fracture toughness values compared to the distribution assumed in the
standard. A median KJc,1T,num of 82 MPa

̅̅̅̅̅
m

√
is predicted by the simu-

lations, while the median KJc,1T from the MCT tests is 79 MPa
̅̅̅̅̅
m

√
. A

median KJc,1T of 89 MPa
̅̅̅̅̅
m

√
is obtained from the ASTM distribution.

This confirms that the average fracture-mechanical behavior of the
material is well described by the probabilistic model.

6. Discussion

Based on the comparison of the experimental and numerical Master

Curves and the statistical analysis of the numerical fracture toughness
distribution, it was shown that, while the mean fracture behavior is
affected by the presence of the ductile clusters in the cohesive zone, the
impact of their random spatial distribution on the scatter of KJc,num is
rather small. While the numerical fracture toughness scatter is caused
exclusively by the presence of the ductile clusters, in the case of physical
specimens a number of uncertainties contribute to the observed scatter.
The experimentally obtained distribution of KJc in the transition region
is caused primarily by brittle cleavage-initiating particles located in
front of the crack tip, which are not considered in the present model.
Therefore, to increase the numerical fracture toughness scatter, the next
modeling step should be to introduce a small, randomly located region
of reduced fracture resistance into the cohesive zone in addition to the
ductile element clusters. This region can be thought of the “weakest
link” triggering the initiation of unstable crack growth. The shape and
size of this region can be determined based on fractographic analyses of
the cleavage initiation sites found on the fracture surfaces of broken
MCT specimens. Another factor that can be expected to contribute to the
fracture toughness scatter is the pre-crack shape and size. According to
Li et al. [20], pre-crack non-uniformity has an effect, albeit a weak one,
on the fracture toughness of MCT specimens. In the present model, a
straight pre-crack with fixed a0/W is used for all simulations, while the
pre-cracks of physical MCT specimens may differ considerably in both
shape and size. In order to increase the numerical fracture toughness
scatter, additional statistically distributed input parameters, such as the
initial crack length and pre-crack curvature, should therefore also be
taken into account in future iterations of the probabilistic model.

The main advantage of the probabilistic CZM compared to other
approaches for modeling the ductile-to-brittle transition in ferritic
steels, such as Beremin-type models [21] or the unified CZM by Chak-
raborty and Biner [7], is the direct numerical prediction of the statisti-
cally distributed fracture toughness. As with experimental testing, the
fracture toughness distribution obtained using the probabilistic model is
the result of random variations of the local fracture-mechanical prop-
erties of the material in front of the crack tip. These random variations
are modeled based on the DFR, which is obtained by fractographic
analysis of broken fracture mechanics specimens. In contrast to the other
models, the predicted fracture toughness is therefore not dependent on
statistical assumptions, but only on experimentally determined model
parameters. Regarding the accuracy of the results, the probabilistic
model in the present form was shown to predict the reference temper-
ature within 1 ◦C of the experimental value. However, as explained
above, additional development efforts are required to achieve satisfac-
tory predictions of the fracture toughness scatter that are comparable to
similar numerical models.

In addition to predicting the fracture toughness of RPV steels in the
transition region, a main objective of the probabilistic approach is to
require less material for the numerical determination of the reference
temperature than for an experimental determination according to ASTM
E1921. Experimental Master Curve evaluations of the material SA-508
Cl.3 from four different laboratories were analyzed by Naziris et al.
[15], showing that of a total of 71 MCT tests, 77 % were valid and
required no censoring. Within this round robin, an approximate T0 was
given as an orientation for selecting the initial test temperature. Without
this orientation, it can be assumed that at least three additional tests
might have been required per laboratory for finding the optimal test
temperature range. Based on this data set, and assuming a minimum of
eight uncensored KJc values to obtain a valid T0, an average of 14 MCT
specimens can be considered the minimum required for determining T0

Table 4
Parameters of the numerically predicted three-parameter Weibull distribution,
the distribution of theMCT test results and the distribution assumed in the ASTM
E1921 standard at − 60 ◦C.

Distribution m [-] K0 [MPa
̅̅̅̅̅
m

√
] Kmin [MPa

̅̅̅̅̅
m

√
]

Simulated 1.7 11.8 72.4
Experimental 1.6 37.3 49.0
ASTM E1921 4.0 75.5 20.0

f
(
KJc,1T,num

)
=

m
(K0 − Kmin)

(
KJc,1T,num − Kmin

K0 − Kmin

)m− 1

exp
(

−

(
KJc,1T,num − Kmin

K0 − Kmin

)m)

, (4)
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experimentally. Regarding the probabilistic CZM approach, smooth and
notched round bar specimens are required in addition to MCT specimens
to calibrate the model parameters. The flow curves are needed at each
temperature of interest within the transition region and at RT, while the
calibration of the cohesive zone parameters is only necessary at a tem-
perature near the lower shelf and at RT. Besides, the determination of
the DFR at multiple temperatures in the transition region is required.

In Table 5, the minimum expected number of tests of each type of
specimen for the experimental determination of T0 following the stan-
dard and for the numerical determination with the probabilistic CZM is
summarized. Considering that the envelope of each round bar specimen
requires about 13 % less material volume than an MCT, and assuming
that probabilistic simulations are to be performed at three temperatures
in the DBT region, the minimum material volume required for cali-
brating the probabilistic CZM corresponds to 12 MCT specimens.
Consequently, the material requirement is on average lower than for an
experimental determination of T0.

The material volume required for the probabilistic CZMmay increase
considerably if the investigated RPV steel is inhomogeneous. However,
this is also the case for an experimental determination of T0. An
advantage of the probabilistic CZM is that the MCT tests in the transition
region can be used to calibrate the DFR even if the KJc results would have
to be censored according to the ASTM E1921 standard. A disadvantage is
the complexity of the parameter calibration procedure and the resource
intensity of the simulations due to requiring a very small element size in
the cohesive zone. Determining the DFR is also time-consuming, as each
of the 240 points on a single fracture surface must be considered indi-
vidually.

7. Conclusion

A novel probabilistic cohesive zone model approach was introduced
to simulate the fracture behavior of the RPV steel SA-508 Cl.3 in the
ductile-to-brittle transition region. The approach is based on randomly
generated spatial distributions of cohesive elements with either brittle or
ductile fracture properties throughout the cohesive zone for predicting
statistically distributed fracture toughness values. Calibration of the
cohesive zone parameters is required near the lower shelf and on the
upper shelf in addition to a ductile fracture ratio that is identified by
means of quantitative fractography. The model was shown to accurately
predict the mean fracture toughness of the material at multiple tem-
peratures in the transition region. A numerical reference temperature
was determined based on ASTM E1921 that is within 1 ◦C of the refer-
ence temperature obtained from tests on miniaturized CT specimens.
However, the model was found to significantly underestimate the

experimentally observed fracture toughness scatter. At − 60 ◦C, the scale
parameter of the numerically predicted Weibull distribution is 11.8
MPa

̅̅̅̅̅
m

√
compared to the experimental value of 37.3MPa

̅̅̅̅̅
m

√
, indicating

a lower variability of the simulated fracture toughness results. It is
assumed that this underestimation is due to the fact that no fracture-
initiating particles are modeled in the cohesive zone and that a
straight pre-crack of constant length was used for all simulations. By
considering these aspects in future model iterations, an increase of the
numerical scatter can be expected.

Due to the limited availability of irradiated testing material, one of
the main objectives of the probabilistic cohesive zone model approach is
to reduce the material volume required for determining the reference
temperature. It was shown that the calibration of the model parameters
requires less material than is necessary for an experimental determina-
tion of the reference temperature based on ASTM E1921 using minia-
turized CT specimens.
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Table 5
Minimum number of tests of each type of specimen required for the experi-
mental determination of T0 and the numerical determination with the proba-
bilistic CZM.

Approach Specimen type Ntests
[-]

Determination
of

Experimental (ASTM
E1921)

MCT 14 KJc

Probabilistic CZM Smooth round bar 4 Flow curves, σc
0.1 mm notched round
bar

2 σc

MCT 7 Γc, DFR
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Appendix A. Specimen geometries

Fig. A.1. Round bar specimens for tensile testing. Specimens for tensile testing: Smooth round bar (a), 0.2 mm notched round bar (b), 0.5 mm notched round bar (c).
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Fig. A.2. MCT specimen with 4 mm thickness for fracture mechanics testing.
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