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 A B S T R A C T

This study introduces a computational framework for determining a directionally-dependent effective pore 
radius in porous membranes, enabling precise predictions of capillary-driven wicking behavior, particularly 
in lateral flow assays (LFAs), a type of medical rapid test widely used for point-of-care testing. By utilizing 
digital twins generated from 3D high-resolution imaging techniques like confocal laser scanning microscopy 
and computed tomography, the structural properties of porous polymeric membranes are examined at the 
pore scale. The primary focus of this work is the determination of the effective pore radius, a critical 
parameter for accurately modeling capillary-driven wicking behavior. To achieve this, a phase-field approach 
is employed to simulate two-phase imbibition processes, allowing for the precise derivation of the effective 
pore radius while explicitly accounting for directional anisotropy. These parameters are then incorporated into 
a macroscopic Darcy-based wicking model to forecast wicking behavior at the application scale. Experimental 
validation demonstrates that this methodology provides accurate predictions of wicking behavior across various 
membrane samples, while also accounting for directionally-dependent wicking effects. This targeted approach 
enables a deeper understanding of the relationship between pore-scale structure and macroscopic fluid flow. 
Additionally, the method demonstrates its versatility by allowing the extraction of wetting properties, such 
as surface energy and contact angle. This computational approach serves as a cost-effective alternative to 
experimental analyses and offers valuable insights for optimizing porous membrane designs for LFAs and other 
applications that require precise control of liquid flow.
1. Introduction

Wicking, the capillary-driven imbibition of a wetting fluid into a 
porous microstructure [1], is a key process underpinning the function-
ality of many industrial and medical applications, including lateral flow 
assays (LFAs). LFAs, such as the widely used COVID-19 rapid tests 
during the pandemic, highlight the benefits of point-of-care testing 
(POCT) devices. These devices have experienced increasing demand 
due to their ease of use, cost-effectiveness, and suitability for rapid 
diagnostics. The operation of LFAs is based on the capillary-driven flow 
(wicking) of test liquids, such as urine or saliva, through open-pored, 
highly porous polymeric membranes (PPMs) made of nitrocellulose 
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(NC). These membranes not only efficiently guide the liquid sample 
to the test line but also act as self-contained microfluidic pumps, 
directing both the sample and detector particles toward the detection 
zone, where the test result is displayed through a color signal. Despite 
the widespread use and large-scale production of LFAs, the interplay 
between liquid flow and the microstructural properties of the integrated 
porous membranes is not yet fully understood. To enhance test de-
sign, it is crucial to characterize the microstructural features of these 
membranes at the pore scale (micrometer level) and investigate their 
influence on the macroscopic wicking behavior (centimeter level). Un-
derstanding these interactions will facilitate the optimization of LFAs, 
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enhancing their performance and reliability while making a significant 
contribution to global health [2].

There are various models for describing the macroscopic wick-
ing behavior in porous microstructures. The two most widely used 
approaches rely on the Lucas–Washburn equation and Darcy’s law, 
which are thoroughly covered in the scientific literature [3–5]. These 
approaches share the requirement for effective structural parameters 
to predict the wicking process. They employ a bottom-up approach, 
wherein information is propagated from the smallest relevant scale to 
successively larger scales [6], utilizing effective parameters to bridge 
the scale gap. To effectively apply these approaches, precise deter-
mination of effective parameters is essential. These parameters, such 
as porosity and permeability, can either be determined through ex-
perimental investigations or derived as fitting parameters [7]. Both 
scenarios require expensive experimental studies. In contrast to tradi-
tional methods that rely on the experimental determination of effective 
parameters, a computational approach can be adopted by utilizing 
algorithmic and numerical data analysis tools. A method proposed by 
Altschuh et al. [8] utilizes a digital twin of the porous microstructure to 
extract structural parameters, enabling the prediction of macroscopic 
wicking behavior. Digital twins are virtual representations of real-
world objects, generated by processing data obtained from 3D imaging 
techniques. A commonly used 3D imaging method for porous media is 
high-resolution computed tomography (CT) [8–10]. During CT scans, 
the microstructure is illuminated layer-by-layer with a high-energy X-
ray beam from various angles. The resulting data is then reconstructed 
to create a 3D digital representation of the microstructure. Further, 
confocal microscopy can be used to reconstruct the 3D microstructure 
under certain conditions. For instance, using an immersion oil with a re-
fractive index matching that of the nitrocellulose makes the membrane 
transparent. This enables the detection of fluorescent particles within 
the depth of the sample through a scanning process [11,12]. By directly 
analyzing a digital twin of the microstructure, it bypasses the need for 
potentially time-consuming and expensive experimental measurements 
of effective parameters. Additionally, digital twins can provide detailed 
information about the pore space geometry, which can be crucial for 
accurately predicting complex wicking behavior.

Specifically, for modeling the capillary-driven wicking process, the 
representation of the capillary pressure 𝛥𝑝c is of central importance. 
As the driving mechanism for wicking, this pressure is usually modeled 
using the Young–Laplace equation [13], which describes capillary ef-
fects at the pore scale—that is, at the level of individual pores within 
the porous structure. This describes the pressure difference acting on 
the interface between two immiscible fluids in contact with a solid, as 
follows: 

𝛥𝑝c =
2𝛾lg cos (𝜃e)

𝑟c
⋅ (1)

The surface energy between the interacting fluids is denoted by 𝛾lg, 
while 𝜃e represents the equilibrium contact angle between the fluid–
fluid interface and the solid. Thereby, the capillary pore radius 𝑟c
plays a pivotal role in modeling this pressure. For closed axisymmetric 
capillaries, an analytical connection between 𝑟c and the geometric pore 
radius can be derived [14]. However, due to the complex pore structure 
of open-pored, highly porous PPMs, the geometric pore radius 𝑟p is 
insufficient for an accurate capillary pressure modeling. Furthermore, 
the flow paths within the porous membranes are not straight and 
parallel but exhibit a tortuous nature. Therefore, a distinction must be 
made between the geometric radius and the effective capillary pore 
radius in complex porous structures [15]. Experiments [16] as well 
as simulations [8,10] have shown that for such structures, the ratio 
between the geometric and an effective capillary pore radius can be 
mapped by a correction factor 𝐹 (𝑟l, 𝑟p), which is dependent on the mean 
ligament radius 𝑟l and the geometric pore radius 𝑟p
𝑟 = 𝐹 (𝑟 , 𝑟 ) ⋅ 𝑟 . (2)
c l p p

2 
Thereby, Altschuh et al. [8] derived the correction factor presented 
in Eq.  (2) by simulating the capillary rise in simplified structures. This 
approach for calculating a correction factor showed good agreement 
with experimental wicking profiles when comparing the prediction 
of the wicking behavior based on a digital twin in PPMs. However, 
this approach fails to account for the directional dependence of the 
capillary pressure within PPMs. To overcome this limitation, a method 
is proposed to determine an effective capillary radius 𝑟eff through two-
phase imbibition simulations based on a phase-field approach, directly 
applied to a digital twin of the porous structure. By varying bound-
ary conditions, directional dependence can be explicitly incorporated. 
The resulting effective parameters will be validated by comparing 
simulations of macroscopic wicking behavior with experimental data. 
Additionally, an application example of the proposed method will be 
demonstrated by estimating the wetting properties, 𝛾lg and 𝜃, through 
an experimental wicking analysis conducted in a PPM.

The presented determination of a directionally-dependent effective 
capillary radius is based on the PhD Thesis [12], which is written in 
German. To reach a broader audience, some results of the work are 
summarized and recapitulated in this article.

2. Materials and methods

2.1. Mathematical modeling

In the following subsection, the phase-field approach for simulating 
two-phase fluid flow at the pore scale will first be explained. Subse-
quently, the mathematical model for predicting wicking behavior at the 
macroscopic scale will be presented.

2.1.1. Two-phase phase-field approach
The behavior of wetting in porous media can be understood from 

both a mechanical and an energetic perspective. Mechanically, the 
capillary force, which is the pressure drop across a curved surface, 
causes the fluid to be drawn into the pore space. This process, described 
at the pore scale in terms of capillary pressure 𝛥𝑝c, can be understood 
as the driving mechanism for imbibition or wetting in porous media. 
Energetically, spontaneous wetting is driven by the difference in total 
surface energies, 𝛥𝛾 = 𝛾sg − 𝛾sl, where 𝛾sg and 𝛾sl denote the interfaces 
between a solid substrate (s) and the gas (g) and liquid (l) phases, 
respectively. When the surface energy difference 𝛥𝛾 > 0 is positive, the 
system minimizes its total free energy by allowing the liquid to wet 
the substrate. These two perspectives are interconnected by Young’s 
equation, 𝛾lg cos (𝜃e) = 𝛾sg − 𝛾sl, which relates the difference in total 
surface energies 𝛥𝛾 to the equilibrium contact angle 𝜃e and the surface 
energy 𝛾lg between the liquid and the gas phase [17].

The investigation of wetting dynamics and the development of free 
surface curvatures in open-pored cross sections can be comprehensively 
conducted using a two-phase phase-field method. This approach utilizes 
a Ginzburg–Landau free energy density functional [18,19] as its foun-
dation. In this method, two order parameters, 𝜙g(𝐱, 𝑡) for gas and 𝜙l(𝐱, 𝑡)
for liquid, are employed. These parameters range from 1 within the 
liquid phase to 0 outside it. Given the constraint 𝜙l(𝐱, 𝑡)+𝜙g(𝐱, 𝑡) = 1, a 
single order parameter 𝜙(𝐱, 𝑡) = 𝜙l(𝐱, 𝑡) = 1−𝜙g(𝐱, 𝑡) suffices to describe 
the system.

In the following phase-field model [20], a diffuse interface is cre-
ated between the gas and liquid phases, with the order parameter 
smoothly transitioning from 𝜙(𝐱, 𝑡) = 1 in the liquid to 𝜙(𝐱, 𝑡) = 0 in 
the gas, enabling the interface’s position to be monitored over time 
and space. Furthermore, the model incorporates a wetting boundary 
condition [20] to account for the surface energy differences 𝛥𝛾 on the 
substrate, which is essential for describing wetting behavior. This com-
prehensive two-phase phase-field approach is encapsulated as follows: 

𝐹 (𝜙) = ∫𝛺

(

𝜖𝛾lg|∇𝜙|
2 + 1

𝜖
𝑤(𝜙) + 𝑓g(𝜙)

)

d𝛺

+ 𝑓w(𝜙) d𝑆.
(3)
∫𝜕s𝛺
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In this scenario, 𝛺 signifies the spatial domain, and 𝜖 is a parameter 
that defines the thickness of the diffuse interface. The term 𝛾lg|∇𝜙|2
represents the gradient energy density, while 𝑤(𝜙) is the multi-obstacle 
potential, both of which contribute to the free surface energy of the 
liquid–gas interface. The expression 𝑓g(𝜙) = 𝐠 ⋅ 𝐱𝜌𝐼(𝜙) captures the 
hydrostatic pressure, which varies with the position of the interface in 
space 𝐱, the density 𝜌 and the gravitational force 𝐠. The function 𝐼(𝜙) =
𝜙3(6𝜙2 − 15𝜙+ 10) interpolates values across the diffuse interface [20]. 
This specific formulation ensures smooth transitions between phases 
while maintaining numerical stability. Notably, the first derivative of 
𝐼(𝜙) vanishes in the bulk phases (𝜙 = 0 and 𝜙 = 1), which prevents 
artificial forces at equilibrium and preserves the physical consistency 
of the phase-field representation.

To model the energy effects on the substrate surface 𝜕s𝛺, the energy 
formulation 𝑓w(𝜙) is applied, described as follows: 
𝑓w(𝜙) = 𝛾gs + (𝛾ls − 𝛾gs)𝐼(𝜙). (4)

Through a straightforward analysis of the liquid–gas interface and the 
substrate surface, it is evident that the imposed wetting boundary 
condition adheres to Young’s law [20]. The evolution of the interface, 
dependent on both time and space, is derived by minimizing the free 
energy functional presented in Eq.  (3) using variational calculus. This 
minimization process leads to partial differential equations known as 
the Allen–Cahn equations, which can be expressed as follows: 

𝜏𝜖
𝜕𝜙
𝜕𝑡

= 2𝜖𝛾lg𝛥𝜙 − 1
𝜖
𝜕𝑤
𝜕𝜙

(𝜙) −
𝜕𝑓g
𝜕𝜙

(𝜙), in 𝛺, (5)

where 𝜏 represents a relaxation parameter, which describes the mobil-
ity of the diffuse interface. The wetting boundary condition reads as 

−2𝜖𝛾lg∇𝜙 ⋅ 𝐧 + (𝛾gs − 𝛾ls)
𝜕𝐼
𝜕𝜙

= 0 on 𝜕s𝛺. (6)

Here, the normal vector to the substrate surface 𝜕s𝛺 is denoted as 
𝐧.

2.1.2. Macroscopic flow model for wicking processes
The primary reason for employing macroscopic flow models is to 

provide straightforward analytical equations for complex flow prob-
lems. Additionally, these models are crucial for connecting different 
length scales.

There are three principal methods used to describe the fluid flow, 
all of which rely on capturing the process by incorporating key effects 
such as friction, gravity, and capillarity into the momentum balance 
equation. Given that porous membranes are assumed to be completely 
wetted and their intricate structure cannot be represented by a simple 
bundle of aligned capillaries, a model based on Darcy’s law is uti-
lized [21]. In this context, the force balance is formulated as follows: 

𝜌
𝑑(ℎℎ̇)
𝑑𝑡

+
𝜑
𝐾
𝜂ℎℎ̇ + 𝜌𝑔ℎ =

2𝛾lg cos (𝜃e)
𝑟eff

. (7)

The equation balances inertial forces (first term), viscous friction (sec-
ond term), and gravitational forces (third term) on the left side against 
the capillary force (fourth term) on the right side. Fluid properties 
like dynamic viscosity 𝜂 and surface energy 𝛾lg, along with the fluid–
substrate interaction characterized by the contact angle 𝜃e, influence 
these forces. The effective microstructure of the porous medium is 
captured by the permeability 𝐾, porosity 𝜑, and an effective pore radius 
𝑟eff. This work focuses on understanding the role of the effective pore 
radius. Characteristic parameters for the imbibition process include 
the propagation distance ℎ and velocity ℎ̇, which are compared with 
experimental results.

Note that in the current formulation of the model, no distribution 
of pore sizes or pore network heterogeneity is considered. The model 
assumes a homogeneous porous medium with a single effective pore 
radius 𝑟  to describe the capillary dynamics. The effects of pore 
eff

3 
distribution, such as varying pore sizes and pore connectivity, are not 
accounted for in this macroscopic approach. However, this limitation 
will be addressed in future work, where the impact of pore distribution 
on the wicking behavior will be explored in more detail.

Depending on the relative magnitudes of these forces, some terms 
in Eq.  (7) can be neglected. A common approach to quantify the 
dominant forces is by estimating the Bond number (Bo), as described 
in [22] 

𝐵𝑜 =
Body force

Surface energy force =
𝜌𝑔ℎmax𝐿

2𝛾lg
(8)

and the Weber number (We) [23] with 

𝑊 𝑒 = Inertial force
Surface energy force =

𝜌ℎ̇2𝐿
𝛾lg

, (9)

where 𝐿 is the characteristic length scale of the system and ℎmax
describes the maximum vertical height of a rising water column. Ge-
ometric pore sizes, ranging from 1 μm to 10 μm, are chosen as the 
characteristic length scale 𝐿 due to the specific porous polymeric 
membranes of interest. Furthermore, the experimental setup in this 
study (detailed in Section 2.4) involves a membrane sample with a 
maximum vertical height of ℎmax = 0.04m. Assuming a total wicking 
time of 140 s to fully wet a vertical distance of ℎmax, the resulting 
mean wicking velocity ℎ̇ is approximately 0.286mm s−1. For clarity, the 
140 s wicking time is an average value for the observed membranes, 
as provided by the manufacturer. Additionally, the chosen liquid (see 
Section 3.2.2) has a higher density and lower surface energy compared 
to water. These combined factors lead to a low Weber number (𝑊 𝑒 ≪
1), indicating negligible inertial effects. However, the resulting Bond 
number, Bo = 0.22, is not significantly less than 1, suggesting that 
surface energy forces might not be the sole dominant factor. This 
implies that neglecting gravitational forces might not be appropriate. 
Consequently, the governing equation for imbibition in this case should 
represent a balance between viscous, gravitational, and capillary forces: 

𝜑
𝐾
𝜂ℎℎ̇ + 𝜌gℎ =

2𝛾lg cos (𝜃e)
𝑟eff

. (10)

If the tortuos flow path ℎ𝑡 of the height ℎ is further considered in 
the viscous term of the momentum balance as described in [24], the 
following relationship results from Eq.  (10): 
𝜑
𝐾
𝜂ℎ𝑡ℎ̇𝑡 + 𝜌gℎ =

2𝛾lg cos (𝜃e)
𝑟eff

. (11)

The tortuos flow path ℎ𝑡 and the propagation distance ℎ are here linked 
by the tortuosity 𝜏 to 
ℎ𝑡 = 𝜏ℎ (12)

and 
ℎ̇𝑡 = 𝜏ℎ̇. (13)

For the applied force balance, a fully analytical solution is given in [21] 
as follows: 

ℎ(𝑡) = 1
𝑐

[

1 +𝑊 (−𝑒−1−
𝑐2 𝑡
𝑏 )

]

. (14)

Here, 𝑊 (𝑥) is the Lambert function and the variables 𝑏 and 𝑐 represent 
two coefficients for the gravity and viscosity terms, respectively [4]. 
They can be defined as 

𝑏 =
𝑟eff

2𝛾lg cos (𝜃e)
𝜑𝜂𝜏2

𝐾
(15)

and 
𝑐 =

𝑟eff
2𝛾lg cos (𝜃e)

𝜌g. (16)

Eqs. (14)–(16) serve as a macroscopic model for predicting wicking 
behavior in porous structures. Effective structural properties such as 
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permeability 𝐾, porosity 𝜑, tortuosity 𝜏, and effective pore radius 𝑟eff
are derived from 3D digital twins of porous polymeric membranes. The 
wetting properties, including viscosity 𝜂, contact angle 𝜃𝑒, and surface 
energy 𝛾lg, are based on manufacturer specifications.

The macroscopic flow model presented here is primarily applied 
in the study of wicking processes within porous media, which is of 
significant interest in a variety of industrial and scientific domains. For 
instance, this model can be applied to predict the transport of liquids 
in porous materials such as membranes and filters, which are widely 
used in fields like water filtration, battery technology, fuel cells, and 
textile engineering. In these applications, understanding how a liquid 
propagates through the porous structure is critical for optimizing the 
performance of the material.

2.2. Generating digital twins of porous polymeric membranes (PPMs)

A method is introduced for constructing digital twins of real mem-
brane structures using advanced imaging techniques. The reconstruc-
tion process relies on high-resolution three-dimensional (3D) tomo-
graphic scans of actual membranes. Two methods were employed to 
obtain image data: (i) A membrane structure was directly characterized 
using confocal laser scanning microscopy (CLSM) to capture its detailed 
morphology and (ii) data for two additional membrane structures 
were obtained from the literature [10], where the authors employed 
computer tomography (nano-CT) for imaging the microstructure. This 
integration allows to expand the morphological dataset and investigate 
a broader range of membrane properties.

The investigated PPMs are unsupported and impregnated nitrocel-
lulose membranes for lateral flow assays, produced by the company 
Sartorius Stedim Biotech GmbH, Göttingen, Germany. Three different 
membrane samples are investigated: Sample A and B, taken from the 
literature [10], are of the same membrane type (commercially available 
as UniSart® CN140) and sample C is based on a non commercially 
available modification of the membrane type UniSart® CN140. As 
specified by the manufacturer, the membrane type UniSart® CN140 
has a nominal pore size of 8 μm and a thickness of ∼135 μm, while the 
impregnation of the intrinsic surface provokes the hydrophilic wetting 
behavior.

2.2.1. Microstructure imaging using CLSM
This section describes the preparation process for a membrane 

sample to enable its microstructure visualization using confocal laser 
scanning microscopy. For details regarding the imaging procedures 
employed for the two additional datasets acquired via nano-CT, the 
reader is referred to the work of Altschuh et al. [8].

Sample preparation was conducted according to the following pro-
tocol. First, the membrane sample to be microscoped (dimensions: 1 cm
× 0.5 cm) was dried in an oven at 50 ◦C for at least two hours under 
ambient pressure. Subsequently, the specific IgG-bound dye (Goat anti-
Mouse IgG (H+L) Cross-Adsorbed Secondary Antibody, Alexa Fluor®555, 
Invitrogen®, A21422 from Thermo Fisher) was diluted to a concen-
tration of 40 μgmL−1 in adsorption buffer (pH = 8.0, 5 mM borate, 
150 mM NaCl, 1% sucrose). The membrane specimen was subsequently 
incubated in 1mL of the dye solution for approximately 48 h at 8 ◦C. 
Afterwards, the incubated membrane was dried for at least two hours at 
50 ◦C until completely dry. As the final step of sample preparation, the 
dried membrane was dripped with Zeiss immersion oil Immersol 518 F.

For subsequent microscopy, a Leica TCS SPE microscope was em-
ployed. An excitation wavelength of 555 nm was selected to match 
the Alexa Fluor®555 fluorescent dye. To reconstruct the membrane 
structure, an image resolution of 80 nm∕Pixel was consistently used, 
whereby an image area of 163.84 μm × 163.84 μm was microscoped 
across the entire membrane thickness of ∼135 μm. The preparation and 
microscopy of the membrane structure were developed and performed 
by the company Sartorius Stedim Biotech GmbH.
4 
2.2.2. Reconstruction of the digital twin
To enable reliable segmentation of the image stack into pore and 

structural regions, a careful pre-processing of the 8-bit images is re-
quired. The aim of this processing is to minimize unwanted artifacts 
such as intensity gradients along the image stack axis and image noise.

In a first step, each image of the stack was normalized to its maxi-
mum gray value. This normalization serves to compensate for intensity 
gradients, which are commonly observed in confocal laser scanning 
microscopy, and which correspond to the thickness of the membranes. 
To further suppress image noise, a Gaussian filter with a fixed standard 
deviation of 𝜎 = 450 nm was applied according to Altschuh et al. [8,10]. 
The subsequent segmentation into foreground (structure) and back-
ground (pores) requires the definition of a suitable threshold. Although 
methods as described by Otsu et al. [25] and Huang et al. [26] are 
widely used, they are less suitable for the CLSM data, which do not 
exhibit a clear bimodal gray value distribution. Therefore, the following 
segmentation method described by Ley et al. [11] was chosen. To 
determine the optimal threshold, an iterative procedure was applied. 
The threshold was increased step by step, and after each increase, 
the porosity of the segmented structure was calculated. The threshold 
that resulted in a porosity closest to the experimentally determined 
porosity was defined as the final threshold. The experimental porosity 
was determined using the weighing method as described in [11]. As 
final step, the segmented image stack is merged to form a 3D voxel 
structure. A complete computational characterization of the membrane 
structure obtained by CLSM was performed, encompassing a lateral 
area of 160 μm × 160 μm and the entire membrane thickness. This 
comprehensive analysis satisfies the requirements for a representative 
volume element (RVE) as defined by Altschuh [10] for such membrane 
types. The two membrane datasets used from the literature [10], ob-
tained via computed tomography, were reconstructed using the same 
workflow with the exception of the initial intensity filtering step, which 
was not necessary.

2.3. Computational determination of structure characteristics

Image analysis algorithms are employed to characterize the relevant 
structural properties based on the full voxel representation of the digital 
twins. The computational implementation of these algorithms is carried 
out within the Pace3D [27] framework.

2.3.1. Porosity
Porosity, a crucial structural parameter in membrane science, is of-

ten correlated with the material’s overall behavior. To quantify porosity 
𝜑, the voxel values 𝐼b(𝐱) at positions 𝐱, which equal 𝐼b(𝐱) = 1 represent 
the pore space and are summed across the entire domain. 

𝜑 = 1
(𝑁x ⋅𝑁y ⋅𝑁z)

⋅
𝑁x
∑

𝑖=1

𝑁y
∑

𝑗=1

𝑁z
∑

𝑘=1
𝐼b(𝐱) =

𝑁P
𝑁

, (17)

where 𝑁p is the number of voxels in the pore space, 𝑁x, 𝑁y, 𝑁z are 
the numbers of voxels along the 𝑥-, 𝑦-, and 𝑧-direction, and 𝑁 is the 
total number of voxels in the domain.

2.3.2. Tortuosity
A simulated calculation of the directionally-dependent tortuosity 

is performed by solving for the electric potential 𝛷 within the pore 
space of a porous structure. The local gradient of the potential field, 
∇𝛷, within the pore space is determined using the following Laplace 
equation: 
∇ ⋅ (−𝜎P∇𝛷) = 0. (18)

The intrinsic conductivity 𝜎P is assumed to be given, and as an bound-
ary condition, a potential difference of ▵ 𝛷 = 1.0V is set at two opposite 
domain boundaries. At the interface between the pore space and the 
structure, a homogeneous Neumann boundary condition is defined, 
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Table 1
Effective structural properties of the three observed porous NC membranes, including the porosity 𝜑 and the directionally dependent properties: 
tortuosity 𝜏, permeability 𝐾 and the effective pore radius 𝑟eff (calculated using the method outlined in Section 3.1).
 Sample 𝜑 𝜏𝑥 𝜏𝑦 𝐾𝑥𝑥 𝐾𝑦𝑦 𝑟eff,x 𝑟eff,y  
 (–) (–) (–) (10−13 m2) (10−13 m2) (μm) (μm)  
 A 0.82 1.198 1.214 7.78 7.30 10.45 11.09 
 B 0.82 1.211 1.214 6.86 6.45 9.57 9.80  
 C 0.90 1.119 1.128 23.00 21.71 21.62 23.67 
which allows no flux perpendicular to the surface. By applying Ohm’s 
law to the current 𝐼 resulting from ∇𝛷, the effective resistance 𝑅 and 
thus the effective conductivity 𝜎eff can be determined with 

𝜎eff =
𝐼
∇𝛷

𝐿
𝐴

⋅ (19)

Here, 𝐿 represents the total length of the domain under investigation 
and 𝐴 denotes the corresponding cross-sectional area. Utilizing the 
known porosity 𝜑 the tortuosity can be calculated as follows [28]: 
𝜏 = 𝜑

𝜎P
𝜎eff

. (20)

By varying the boundary condition, the tortuosity can be determined 
for all three spatial directions. The calculations are performed using the 
simulation environment Pace3D [27]. A validation of the implemented 
algorithm, which is based on the work of Hoffrogge et al. [29], can be 
found in [10].

2.3.3. Permeability
As a material property, permeability quantifies the inverse of the 

resistance of porous materials to the flow of fluids, including both 
Newtonian and non-Newtonian fluids. In general, the permeability 𝐊
is a second rank tensor [30], which is symmetric when the coordinate 
system is aligned with the principal axes of the tensor. Since wicking is 
characterized by a single main flow direction, only the mean values in 
the flow direction are considered, while the corresponding indices in 
the equation are neglected. To determine the permeability, fluid flow 
simulations are performed in the pore space by defining a pressure 
difference ∇𝑝 across the considered PPM layer with a thickness 𝑠 and 
solving the Stokes equations for the steady-state velocity distribution 
𝐯 = (𝑢x, 𝑢y, 𝑢z)𝑇

𝜂∇2𝐯 − ∇𝑝 = 0⋅ (21)

By applying Darcy’s law, the permeability is then calculated as follows: 

𝐾 =
𝜂𝑈𝑠
𝛥𝑝

, (22)

where 𝜂 describes the dynamic viscosity and 𝑈 denotes the Darcy 
velocity in the main flow direction (e.g. 𝑈 = 𝜑 ⋅ 𝑢̄x). By varying the 
pressure boundary conditions 𝛥𝑝, the diagonal elements 𝐾𝑥𝑥, 𝐾𝑦𝑦 und 
𝐾𝑧𝑧 of the permeability tensor 𝐊 can be determined. The fluid flow 
solver is implemented within the simulation environment Pace3D [27]. 
A validation of the permeability determination methodology is detailed 
in [31].

All extracted effective structure properties of the three observed 
membrane samples A, B and C are listed in Table  1. Thereby, only fluid 
flow along the lateral directions 𝑥 and 𝑦 is of interest, as the 𝑧-direction 
represents the membrane thickness.

2.4. Experimental setup for detecting wicking behavior

To assess membrane quality and categorize membranes based on 
wicking speed, standardized wicking experiments were conducted. 
Membrane samples measuring 25mm × 75mm were clamped in a 
suspension device and immersed in a thin film of test liquid. Capillary 
forces drive liquid imbibition into the porous structure. The height ℎ of 
the advancing liquid front was recorded over time 𝑡 through imaging. A 
scheme of the setup is illustrated in Fig.  1. The time required to wet a 
distance of 40mm was defined as the wicking time 𝑡w, while the overall 
curve shape characterizes the wicking behavior.
5 
Fig. 1. Schematic representation of the observation process for liquid imbibition in 
a porous membrane, known as a wicking experiment (left), and the corresponding 
wicking curve obtained by tracking the liquid front over time (right).

3. Results

3.1. Determination of a directionally-dependent effective pore radius

To accurately represent the capillary pressure in porous structures, 
the determination of the effective pore radius 𝑟eff from Eq.  (11) is essen-
tial. An approach was developed that calculates the mean curvature 𝐻
of the free interface 𝛺𝑙𝑔 in a fully resolved porous structures using two-
phase phase-field simulations. From this, an effective pore radius 𝑟eff is 
calculated, which describes the radius of a closed circular capillary with 
an equivalent mean curvature, with the following geometric coherency 

𝑟eff =
cos 𝜃
𝐻

⋅ (23)

Thereby, the mean curvature 𝐻 of the interface between the two phases 
liquid and air is based on the underlying phase field 𝜙(𝐱) and can be 
calculated with the simulation software Pace3D [27] due the following 
relation [10] 

𝐻 = 1
𝑁𝐼

𝑁𝑥
∑

𝑖=1

𝑁𝑦
∑

𝑗=1

𝑁𝑧
∑

𝑘=1

1
2
∇

∇𝜙(𝐱)
|∇𝜙(𝐱)|

with 𝐱 ∈ 𝛺𝑙𝑔 , (24)

where the number of voxels 𝑁𝐼  in the diffuse interface 𝛺𝑙𝑔 between 
the liquid and gas phase is considered. Since the curvature 𝐻 is 
only evaluated within the interface region 𝛺𝑙𝑔 , where the phase field 
variable 𝜙 smoothly transitions between phases, its gradient ∇𝜙 is 
never exactly zero. This ensures that division by |∇𝜙(𝐱)| remains well-
defined. To determine the mean curvature 𝐻 , the wetting of a porous 
structure from an infinite fluid reservoir is simulated. For this purpose, 
the two-phase Allen–Cahn phase-field model presented in Section 2.1.1 
is applied with an energetic wetting boundary condition and without 
gravitational influence. Using a Neumann boundary condition with the 
normal derivatives of the order parameter 𝜕𝜙∕𝜕𝑛 = 0 on the symmetry 
planes and an initial partial filling (see Fig.  2(a)), complete wetting 
of the considered structure in the observed wetting direction 𝑥 can be 
mapped. The driving mechanism for wetting the structure is based on 
the minimization of the free surface in Eq.  (3). Based on the simulation, 
the mean curvature 𝐻𝑥,𝑖 of the free surface at each time step 𝑖 is 
calculated by solving Eq. (24). As soon as the fluid has wetted 90% 
of the total structure length 𝑙𝑥 after 𝑛 time steps, an averaged mean 
curvature 𝐻𝑥 is calculated 

𝐻𝑥 = 1
𝑛
∑

𝐻𝑥,𝑖, (25)

𝑛 𝑖=1
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Fig. 2. Calculation of the effective pore radius 𝑟eff,𝑥 in 𝑥-direction. In Fig. (a) the initial partial filling for simulating the wetting of the fully resolved structure is shown, which 
is realized by means of a Neumann boundary condition. Fig. (b) exemplarily shows the measurement of the mean curvature 𝐻𝑥,𝑖 of the free surface as well as the mean value of 
the curvature 𝐻𝑥 determined according to Eq.  (25). Furthermore, in (b1) and (b2) the free surface of the fluid is shown at two different time points.
Table 2
A complete list of simulation parameters employed in the validation study for the 
calculation of an effective pore radius.
 Parameter 𝛾lg (mNm−1) 𝜃 (◦) 𝛥𝑡 (μs) 
 Value 72 50 5.208  

as exemplarily shown in Fig.  2(b). Finally, the directionally-dependent 
effective pore radius 𝑟eff,𝑥 can be determined using Eq. (23). By chang-
ing the boundary conditions, 𝐻𝑦 and 𝐻𝑧 and thus 𝑟eff,𝑦 and 𝑟eff,𝑧 can be 
further calculated.

3.2. Validation of directionally-dependent effective pore radius determina-
tion

This section focuses on validating the method described in the 
previous section for calculating a directionally-dependent pore radius.

3.2.1. In a simplified porous structure
As a first proof of concept, capillary rise was simulated in a sim-

plified cylindrical geometry, as shown in Fig.  2(a), to validate the 
proposed method for determining a directionally-dependent effective 
pore radius 𝑟eff. The simulation results were then compared to the 
analytical Jurin equation [14] for calculating the resulting equilibrium 
height ℎeq, taking into account the gravitational acceleration 𝑔 and the 
fluid density 𝜌, calculated as 

ℎeq =
2𝛾lg cos (𝜃)
𝜌𝑔𝑟eff,𝑥

⋅ (26)

The simulation domain has a size of 15mm×26mm×26mm with a spatial 
resolution of 𝛥𝑥, 𝛥𝑦 und 𝛥𝑧 equals 50 μm∕cell. The Neumann boundary 
condition 𝜕𝜙∕𝜕𝑛 = 0 is defined in the 𝑥-direction, and periodic bound-
ary conditions are defined on the remaining boundaries. All cylinders 
have the same diameter. In total, six structures are investigated, with 
the radius of the cylinders varying from 0.5mm to 1.75mm. For the 
validation study, a contact angle of 𝜃 = 50◦ was adopted based on 
the findings of Zhdanov et al. [32]. Table  2 presents all the relevant 
simulation parameters.

Fig.  3(a) shows the wetting in equilibrium state of a cylinder struc-
ture with a cylinder radius of 1.25mm. The comparison of the analytical 
solution of the capillary rise ℎeq calculated according to Eq.  (26) and 
the simulated capillary rise ℎsim is shown in Fig.  3(b). The necessary 
effective pore radius 𝑟eff,𝑥 for Eq.  (26) is calculated using the procedure 
described in Section 3.1. The prediction and the simulation show good 
agreement with a maximum deviation of 5.7%.
6 
3.2.2. Prediction of wicking behavior in PPMs
In the following, the experimental wicking results are compared 

to the model predictions based on Eq. (14) by applying the proposed 
method for determining a directionally-dependent effective pore radius 
𝑟eff. In total, three different membrane samples and their corresponding 
experimental data sets are used, thereby the digital twins of Sample A 
and B are based on computer tomography scans [8]. Each membrane 
will be compared with experimental wicking data in the lateral 𝑥-
direction. The digital twin of sample C is based on CLSM. In order 
to validate the directionally-dependent characteristic of the method 
to extract an effective pore radius, experimental wicking experiments 
were obtained in both lateral directions 𝑥 and 𝑦 for sample C. Pore-
fil® was used as the test liquid. Commonly employed for capillary flow 
porometry measurements [33], Porefil® is a perfluoroether with low 
surface energy of 𝛾lg = 16mNm−1, a contact angle of zero between the 
liquid–air interface and the solid surface, a viscosity of 𝜂 = 2.2mPa s
and a density of 𝜌 = 1800 kgm−3. This combination results in slow 
wicking behavior, which is advantageous for detecting the liquid front 
and further dynamic changes of the contact angle and the surface 
energy during the wicking process can be neglected [8]. Consequently,
Porefil®  provides controlled conditions that allow the validation of the 
prediction of the wicking behavior.

Fig.  4 examines the wicking behavior along the 𝑥-direction for sam-
ple A and B. Thereby, Fig.  4(b) and (c) present both the experimentally 
determined results and various modeling approaches for the temporal 
evolution of the wicking behavior for sample A and B, respectively. 
In total, three experimentally determined wicking curves are available 
in [10] for sample A and B. However, since these show a very good 
agreement, only one experiment is displayed for better clarity. To illus-
trate the necessity of an effective pore radius for modeling the driving 
capillary force in Eq.  (14), first of all, for sample A the wicking behavior 
was modeled with the mean geometric pore radius 𝑟p = 1.73 μm [10]. It 
is illustrated in Fig.  4(b), that the modeled wicking time is significantly 
underestimated, as the capillary force is significantly overestimated 
with the geometric pore radius. This can be attributed to the open-
pored and highly porous nature of the membrane. Furthermore, the 
prediction of the wicking is modeled with an effective capillary radius 
of 𝑟c = 1.73 μm, based on the correction factor 𝐹 (𝑟l, 𝑟p) from Eq.  (2) 
and a mean ligament radius of 𝑟l = 0.72 μm [10]. This approach, as 
already shown in [8], offers a very good agreement with the exper-
imental values. However, a directionally-dependency of the capillary 
force cannot be mapped with the method by Altschuh et al. [8]. This 
anisotropic behavior can be considered with the approach presented 
in this work for calculating an effective pore radius 𝑟eff. For sample 
A and B, the experimentally determined wicking profiles along the 
lateral 𝑥-direction agree convincingly with the macroscopic modeling 
approach based on Eq. (14) and the method for calculating an effective 
pore radius 𝑟eff. Thereby, at a wicking distance of 40mm, the rela-
tive deviation between the modeled and experimental wicking time 
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Fig. 3. Fig. (a) shows the simulated wetting in equilibrium state of a cylinder structure with a cylinder radius of 1.25mm, considering the effect of gravity. In (b), the analytical 
capillary rise determined by the Jurin Eq. (26) is compared to the simulated capillary rise as a function of the effective pore radius 𝑟eff,𝑥. The maximum deviation between the 
simulated and analytical solution is 5.7%.
Fig. 4. Fig. (a) shows the fully resolved digital twin of the microstructure of Sample A during the two-phase wetting simulation, in order to extract an effective pore radius 
in 𝑥-direction. Fig. (b) shows the comparison of the wicking experiment and the different modeling approaches for predicting the wicking behavior of sample A. The capillary 
pressure was mapped considering the mean geometric pore radius 𝑟p, the capillary radius 𝑟c, and the approach presented in this work (see Section 3.1) for determining a 
directionally-dependent effective pore radius 𝑟eff,𝑥. In (c) only the wicking prediction based on the effective pore radius for sample B is compared to the experimental results. For 
both Samples, Porefil®  was used as the wicking fluid.
is −0,98% for sample A and 3,05% for sample B. It should be noted 
that the wicking prediction is based exclusively on effective structural 
parameters without any adjustment to experimental values.

To illustrate the potential for representing directional dependency, 
additional wicking experiments were conducted with a third sample C, 
in both, the lateral 𝑥- and 𝑦-direction. For each direction, three identical 
experiments according to the method described in Section 2.4 are car-
ried out. An experimentally observed directionally-dependent wicking 
behavior can be seen in Fig.  5(a). The wicking time in the lateral 𝑦-
direction is systematically longer compared to the 𝑥-direction. Since 
the three respective experiments in Fig.  5(a) yield consistent results, 
only one experiment is shown in the following for better overview.

Fig.  5(b) compares the experimental and modeled wicking behavior 
of sample C, based on its effective structural properties. The model 
incorporates the capillary effect described by Eq.  (14), utilizing the 
7 
directionally-dependent effective pore radius 𝑟eff determined according 
to the method outlined in Section 3.1. Thereby, a very good agree-
ment between the model and experiment for the wicking behavior can 
be observed. The deviations in lateral directions are well captured, 
with an overestimation of 3,7% in the 𝑥-direction and an underes-
timation of 6,1% in the 𝑦-direction at a wicking height of 39mm. 
Due to temporary limitations in the automated tracking system, the 
wicking measurements were terminated at a height of 39mm. There-
fore, the reported wicking times correspond to this specific height. 
The fact that the anisotropic wicking behavior can be successfully 
modeled by the directionally-dependent structural parameters suggests 
that this observed structural anisotropy is responsible for the observed 
directionally-dependent wicking behavior.
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Fig. 5. Fig. (a) shows the wicking experiments for sample C in the lateral 𝑥- and 𝑦-directions. Porefil® was used as the wetting fluid. In Fig. (b), the modeled wicking behavior 
is compared to the experimental results. The modeling is based on the effective structural parameters of sample C extracted from the obtained digital twin.
3.3. Wetting properties

The interaction of a liquid with the intrinsic surface of a porous 
structure results in the formation of the contact angle 𝜃. This angle 
is determined by Young’s equation [34], which describes the balance 
of forces between the surface and interfacial tensions. Spontaneous 
wetting of the structure and the associated liquid flow occur when the 
contact angle lies within the range of 0◦ < 𝜃 ≤ 90◦. To counteract the 
hydrophobic properties of NC membranes and enable uniform wetting, 
the diagnostic membranes are treated with surfactant-based wetting 
agents [35,36]. As the surfactant concentration increases, the surface 
energy and contact angle decrease [37]. The treatment with surfactants 
can be achieved during the production process either by adding the 
wetting agent to the casting solution or by subsequent immersion in a 
wetting agent bath. The latter is referred to as impregnation, assuming 
that the surfactants are located on the intrinsic membrane surface.

When using water as the wicking fluid, interaction between the 
surfactants and the free surface must be expected during the wetting 
process. Due to their hydrophobic molecular part, the surfactants can 
enrich at the free liquid surface, which in turn leads to a variation of 
the surface energy and thus, contact angle properties. This process is re-
ferred to as dynamic modification of wetting properties and can also be 
induced by adding surfactants to the wicking fluid [10]. To investigate 
the influence of such a surfactant treatment on the imbibition process 
with water as wetting liquid, parametric studies were conducted using 
the NC membrane of sample C. The results of the computations prove 
the capability of the proposed method to calculate wetting properties, 
which would otherwise require costly experimental analysis.

3.3.1. Influence of impregnation process on wicking behavior
In [38], the influence of surfactant concentration on the wicking 

process with water is investigated by Starov et al. For porous NC 
membranes, it has been shown that below a critical pore radius, the 
capillary process remains unaffected by the addition of surfactants. 
Therefore, it is experimentally investigated for sample C whether this 
critical pore radius is not undercut and the surfactant addition has 
an influence on the wicking behavior. The wicking behavior in the 𝑥- 
and 𝑦-directions is investigated for this sample, both with and without 
impregnation of the intrinsic membrane surface. Distilled water with 
a surface energy of 𝛾lg = 72mNm−1, a viscosity of 𝜂 = 1mPa s and a 
density of 𝜌 = 998 kgm−3 was used as the wicking fluid. All wicking 
experiments were carried out according to the standardized wicking 
experiment described in Section 2.4, with each investigation consisting 
of three experimental runs.

Fig.  6(a) and (b) show the wicking profiles for membrane sample 
C without and with impregnation, respectively. It is clearly evident 
that the experiments are reproducible and that, as with the investiga-
tions using Porefil®, a slower wicking behavior occurs in 𝑦-direction 
compared to the 𝑥-direction both without and with impregnation. 
Furthermore, it is clear that impregnation accelerates the wicking 
8 
behavior. For a wicking height of 40mm, the average wicking time in 
the 𝑥-direction changes from 98.69(102) s to 71.93(107) s due to impreg-
nation, and in the 𝑦-direction from 126.14(85) s to 96.64(214) s. Thus, it 
was experimentally proven that the critical pore radius is not undercut 
and that surfactant addition by impregnation has a significant influence 
on the wicking behavior.

3.3.2. Derive wetting properties
In the following investigations, the wicking behavior with impreg-

nation will be examined in more detail, as this corresponds to the 
real-world application in lateral flow assays. A new approach is pre-
sented that allows for the determination of averaged wetting properties 
for the wicking behavior of water on a specific NC membrane type. The 
actually dynamic wetting process is simplified by assuming a constant 
average surface energy 𝛾 lg and a constant average contact angle 𝜃.

To determine the averaged wetting properties of the membrane of 
sample C considering an impregnation, the experimentally determined 
wicking times in the 𝑥-direction 𝑡W,𝑥 = 71.93(107) s and perpendicular 
in 𝑦-direction 𝑡W,𝑦 = 96.64(214) s at a wicking height of 40mm are 
used. Furthermore, the effective structural parameters from Table  1 
and the macroscopic model from Eq.  (14) are used. In this model, the 
wetting properties, surface energy 𝛾lg and contact angle 𝜃, are defined 
as averaged variables, resulting in the time evolution function 𝑡W(𝛾 lg, 𝜃). 
Thus, a relative deviation 𝛿𝑡W(𝛾 lg, 𝜃) of the projected wicking time 
𝑡W(𝛾 lg, 𝜃) and the experimentally determined wicking time 𝑡W can be 
calculated as follows: 

𝛿𝑡W(𝛾 lg, 𝜃) =
|𝑡W(𝛾 lg, 𝜃) − 𝑡W|

𝑡W
⋅ 100%. (27)

Fig.  7(a) shows this relative deviation for membrane sample C and 
the wicking behavior in the 𝑥-direction as a contour plot. The isolines 
display the possible combinations of average surface energy and contact 
angle with the corresponding relative deviation. The isoline where the 
projected wicking time matches the experimental one is highlighted 
in red. If the same procedure is now applied to the wicking behavior 
in 𝑦-direction, a combination of surface energy 𝛾 lg,min and contact 
angle 𝜃min, can be found, where the total deviation in both the 𝑥- and 
𝑦-directions is minimized 

min

(

|𝑡W,𝑥(𝛾 lg, 𝜃) − 𝑡𝑥|
𝑡𝑥

+
|𝑡W,𝑦(𝛾 lg, 𝜃) − 𝑡𝑦|

𝑡𝑦

)

. (28)

For the membrane of sample C, this procedure results in an averaged 
contact angle of 𝜃min = 19.3◦ and an averaged surface energy of 𝛾 lg,min
= 64.5mNm−1. Fig.  7(b) compares the projected wicking behavior both 
in the 𝑥- and 𝑦-direction with the experimental data with distilled water 
as wicking fluid. The results show good agreement, considering the 
obtained average contact angle 𝜃 and surface energy 𝛾 .
lg



W. Kunz et al. Materials Today Communications 46 (2025) 112463 
Fig. 6. In Fig. (a), the wicking experiments for sample C are shown in the lateral 𝑥- and 𝑦-directions without an impregnation. In Fig. (b), the same investigations were carried 
out, whereby the membrane sample was impregnated with surfactants on the intrinsic membrane surface. For all experiments, distilled water was used as the wicking liquid.
Fig. 7. In Fig. (a), the relative deviation 𝛿𝑡W,𝑥(𝛾 lg , 𝜃) between the projected wicking time 𝑡W,𝑥(𝛾 lg , 𝜃) and the experimentally determined wicking time 𝑡W,𝑥 in the 𝑥-direction is 
presented as a contour plot for sample C, depending on the contact angle 𝜃 and the surface energy 𝛾 lg, as described by Eq.  (27). Fig. (b) illustrates the comparison between the 
experimental and predicted wicking behavior in 𝑥- and 𝑦-direction for sample C, using the wetting properties 𝜃 and 𝛾 lg, which are determined using Eq. (28).
4. Discussion

This study presents a novel methodology for determining a
directionally-dependent effective pore radius in porous membranes, 
enabling accurate prediction of the capillary driven wicking behavior 
in lateral flow assays. By employing 3D digital twins created from 
high-resolution imaging techniques like confocal laser scanning mi-
croscopy and computed tomography, effective structural properties of 
nitrocellulose membranes were examined at the pore scale. Thereby, 
the effective pore radius is determined by simulating a two-phase 
imbibition process within the pore space of the digital twin, utilizing a 
phase-field approach. By changing the initial partial filling, an effective 
pore radius in each lateral direction can be determined. Subsequently, a 
macroscopic wicking model based on a Darcy approach was employed, 
integrating the effective properties to predict wicking behavior on an 
application scale. The validation of the prediction with experimental 
data indicates that the introduced effective pore radius significantly 
enhances the modeling of capillary-driven wicking compared to using 
the geometric pore radius. Furthermore, compared to the state of the 
art [8], it improves the ability to capture the directional dependency 
of porous structures. The study validates the robustness of the method 
by achieving close agreement between predicted and experimental 
wicking behavior, with deviations below 6% across multiple samples. 
The proposed method highlights the importance of incorporating direc-
tional anisotropy when modeling wicking behavior, as evidenced by 
the differences in experimental wicking times observed in lateral di-
rections. This finding is critical for optimizing LFA membrane designs, 
where precise control over liquid flow is essential.

The presented approach can further be used to assess wetting prop-
erties such as the average contact angle and surface energy, showcasing 
its versatility and potential to lessen reliance on costly experimental 
9 
techniques. By employing computational methods, the research quan-
tifies the influence of individual material parameters on the wicking 
process, provides insight into the underlying physical mechanisms, and 
contributes to the design of more efficient and reliable LFAs, while 
addressing key challenges in the characterization of porous materials.

5. Conclusion

This study successfully introduces a computational framework for 
the accurate prediction of wicking behavior in open-pored porous mem-
branes, with specific focus on porous polymeric membranes, used for 
LFAs. By employing 3D digital twins derived from advanced imaging 
techniques, the method enables the determination of a directionally-
dependent effective pore radius, a parameter critical for modeling 
capillary-driven fluid flow in complex porous structures. The proposed 
approach overcomes the limitations of current capillary pore radius-
based models by incorporating structural anisotropy, resulting in highly 
accurate predictions of wicking behavior. The successful validation 
of the methodology, evidenced by its accurate prediction of wicking 
behavior across various porous membrane samples and its ability to 
extract wetting properties such as contact angle and surface energy, 
underscores its robustness and broad applicability. This computational 
approach not only reduces the reliance on costly and time-consuming 
experimental analyses but also provides a deeper understanding of 
the relationship between pore-scale structure and macroscopic fluid 
dynamics. The results pave the way for improved membrane design 
and selection in LFAs, ensuring more efficient and reliable performance. 
Furthermore, the presented characterization method has potential ap-
plications in other fields where porous materials play a key role, such 
as filtration, catalysis, and tissue engineering.
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