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Kurzfassung: Large Language Models (LLMs) werden zunehmend in
privaten, beruflichen und schulischen Kontexten eingesetzt und
unterstitzen eine heterogene Gruppe an Nutzenden bei sprachbezogenen
Aufgaben wie dem Formulieren von E-Mails oder der Erstellung von
Gliederungen fur Prasentationen. Dabei ist die technische Funktionsweise
von LLMs fiir einen relevanten Teil der Nutzenden unklar, sodass naive
Erklarungsansatze und falsche Annahmen Uber die technischen
Hintergriinde, Moglichkeiten und Grenzen dieser Technologie existieren.
Um diese Wissenslicke zu schlie3en, wurde eine Webanwendung
entwickelt. Ziel dieser Anwendung ist es, durch interaktives Lernen die
technische Funktionsweise von LLMs fur Nutzende ohne IT-Kenntnisse
niederschwellig und anschaulich zu erklaren und erfahrbar zu machen. Das
Lern- und Interaktionskonzept basiert auf dem Vergleich von je zwei
Versionen desselben Sprachmodells (GTP 3.5), deren Konfigurationen sich
in einem Konfigurations-Hyperparameter unterscheiden und infolge dessen
verschiedene Textausgaben erzeugen. Durch eine bewertende Einordnung
der Ausgaben der Modellversionen werden sowohl das Konzept der
Parametrisierung als auch technische Grundlagen und die Auswirkung
spezifischer Hyperparameter anschaulich erklart. Ubergeordnetes Lernziel
ist es, interessierten Nutzenden ein laiengerechtes technisches Verstandnis
von LLMs zu vermitteln, um eine realistische Einschatzung der Technologie
vornehmen zu kdnnen und bei der zuklnftigen Nutzung unterstitzt zu
werden. Die Anwendung wurde unter Laborbedingungen mit Fokus auf
Usability und Lernerfahrung evaluiert. Um den intendierten
Wissenszuwachs und ein gesteigertes Verstdndnis von LLMs zu
guantifizieren wurde ein Leistungstest entwickelt und zu zwel
Messzeitpunkten (Pré-/Post-Messung) prasentiert. Die Ergebnisse werden
berichtet.

Schlisselwdorter: Large Language Models, Kl-basierte Bildung, Al
Literacy, Hyperparamter
1. KI-Kompetenz und Fachwissen als Nutzungsvoraussetzung von LLMs

Generative Kl-Anwendungen und grof3e Sprachmodelle (engl. Large Language
Models, kurz LLMs) haben seit der Verdéffentlichung von ChatGPT durch OpenAl im
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November 2022 eine rasante Verbreitung erfahren und werden gegenwartig im
privaten, schulischen als auch beruflichen Kontext flr verschiedene Aufgaben
eingesetzt (Friha et al., 2024; Kalla et al, 2023): LLMs unterstitzen
Programmierer:innen beim Schreiben von Code (Joel et al., 2024), erzeugen
personalisierte Anschreiben im Bewerbungskontext (Zinjad et al., 2024) und
Ubersetzen umfangreiche Texte in Sekunden (Naveen, 2024). Insbesondere der
Einsatz im schulischen und akademischen Kontext wird kritisch diskutiert und ist von
sowohl Chancen als auch Risiken gepragt (Sharma, & Yadav, 2022; Yu, 2023). Im
Zentrum des Diskurses steht die Forderung nach dem Ausbau Kl-bezogener
Kompetenzen, um einen selbstbestimmten und reflektierten Umgang mit generativen
KI-Technologien zu ermdglichen. Die Steuerung durch natirlichsprachliche
Eingabeaufforderungen (,Prompts®) reduziert zwar die notwendigen technischen
Fahigkeiten, allerdings fuhrt dies auch dazu, dass Nutzende die Systeme einerseits
bedienen kbnnen, andererseits die zugrundeliegende technische Funktionsweise nicht
verstehen (Wienrich & Carolus, 2021). Dabei handelt es sich beim Grundverstandnis
um eine relevante Dimension im Umgang mit KI-Systemen: Kil-Literacy-
Kompetenzmodelle (zum Beispiel Carolus et al., 2023; Laupichler et al., 2023; Long &
Magerko, 2020) weisen abstrahiert stets die folgenden drei Kerndimensionen auf: 1)
Grundverstandnis Uber Kl erlangen, 2) KI-Systeme kritisch einordnen und 3) Ki-
Systeme kompetent und sachkundig einsetzen. Mit der neu entwickelten Hey-KI-
Anwendung sollen bezogen auf den Anwendungsbereich von LLM-basierten
Chatapplikationen jene Kerndimensionen abgebildet werden.

2. Hey-KI-Anwendung: LLMs verstehen durch den Einfluss von
Konfigurations-Hyperparametern

Das ubergeordnete Lernziel der Hey-KI-Anwendung besteht darin, Nutzenden die
grundlegende technische Funktionsweise von LLMs zu vermitteln, um so eine
eigenverantwortliche und informierte Nutzung von textbasierten generativen KiI-
Anwendungen zu ermoglichen. Das Lern- und Interaktionskonzept basiert auf dem
Vergleich von je zwei Versionen desselben Sprachmodells (GTP-3.5 Turbo; OpenAl,
2022), deren Konfigurationen sich in einem Hyperparameter unterscheiden und infolge
dessen verschiedene Textausgaben erzeugen. Konfigurations-Hyperparameter
werden genutzt, um das grundsétzliche Verhalten von LLMs zu beeinflussen,
beispielsweise wie deterministisch versus zufallig die erzeugten Ausgaben sind.

In der Hey-KI-Anwendung werden funf Konfigurations-Hyperparameter abgebildet:
1) Prompts: Nutzenden wird erklart, dass es mehrere Varianten an Prompts gibt. Mit
dem Begriff Prompt, wie er im alltaglichen Sprachgebrauch genutzt wird, sind
Ublicherweise User Prompts gemeint. Sie stellen die herkémmliche Eingabemodalitat
zur Interaktion mit einem LLM-basierten Chatbot dar. In Abgrenzung dazu werden
System Prompts eingeflhrt, die eine Gbergeordnete grundséatzliche Konfiguration von
Modelleigenschaften darstellen. Die definierten Eigenschaften sind meist fur die Dauer
einer Sitzung bestédndig und werden fir gewohnlich vom Modell selbst oder
Entwickler:innen vergeben. Anhand dieses Beispiels sollen Nutzende lernen, dass
Prompts auf verschiedenen Modellebenen relevant sind und LLMs bereits vor der
ersten Interaktion mit Nutzenden mit einer Art Personlichkeit versehen werden kénnen.

Anhand der Konfigurations-Hyperparameter 2) Temperature und 3) Nucleus
Sampling (auch top_p) wird erlautert, dass LLMs Textausgaben durch die Berechnung
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von Wahrscheinlichkeiten zwischen aufeinanderfolgenden Worten beziehungsweise
Tokens (Verarbeitungseinheit von LLMs; Tokens kdnnen Wérter, Silben oder einzelne
Zeichen sein) Textausgaben erzeugen. Die Temperature eines Modells basiert auf
einer Skalierung der Wahrscheinlichkeitsverteilung des néchst auszuwahlenden
Tokens, wohingegen bei Nucleus Sampling nachfolgende Tokens basierend auf einem
probabilistischen Wahrscheinlichkeitsintervall ausgewahlt werden. Durch diese
Hyperparameter sollen Nutzende ein Verstandnis fur die grundlegende auf
Wahrscheinlichkeiten basierende Funktionsweise von LLMs erlangen und zudem
einen Eindruck davon gewinnen, wie Wahrscheinlichkeitswerte die Wirkung von
Texten hinsichtlich Kreativitat bzw. Diversitat versus Monotonie beeinflussen und so
mitunter das Auftreten von Halluzinationen begunstigen.

Mit der 4) Frequency Penalty (Frequenzstrafe) und 5) Presence Penalty
(Anwesenheitsstrafe) werden Parameter zur Beeinflussung von Wort-Wiederholungen
erlautert. Das Wiederholen von bereits genutzten Worten wird dabei absolut
(Frequency Penalty) oder relativierend an der Gesamtlange einer Textausgabe
(Presence Penalty) bestraft. Nutzende lernen so eine direkte Mdoglichkeit zur
systemseitigen Beeinflussung von LLMs kennen und erlangen ein Verstandnis
dariber, dass restriktive Einstellungen den Lesefluss und die Koharenz eines Textes
negativ beeinflussen kdnnen.

3. Interaktionskonzept der Anwendung

Neben einem Einfuhrungstext zu Hintergrund und Funktionsweise der Anwendung
befindet sich auf der Startseite ein Informationstext (Abbildung 1(1)), der relevante
technische Details und Hintergrundinformationen aufbereitet fur ein nicht-technisches
Publikum beinhaltet, um ein grundlegendes Verstandnis tUber LLMs zu vermitteln.
Zentral auf der Startseite ist ein Menu zur Auswahl der funf Konfigurations-
Hyperparameter (Abbildung 1(2); s. Beschreibung der Parameter in Absatz 2 Hey-KI-
Anwendung) positioniert.

Hey-KI-Anwendung
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Abbildung 1: Visualisierung des Interaktionskonzepts der Hey-KI-Anwendung.

Durch Auswahl eines Hyperparameters gelangen Nutzende auf eine Unterseite, die
fur alle Hyperparameter identisch aufgebaut ist (Abbildung 1(3)). Dort wird das
Grundkonzept des jeweiligen Hyperparameters beschrieben, gefolgt von einer
Prompt-basierten Aufgabenstellung, beispielsweise das Fortfiihren eines Satzanfangs
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oder das Schreiben einer Textzusammenfassung. Durch Button-Klick haben Nutzende
die Mdglichkeit, fir zwei kontrastierende Hyperparameter-Konfigurationen (hoch
versus niedrig) die entsprechende LLM-basierte Textausgabe (Ausgabe A und B) zu
erzeugen. Durch eine anschlieRende bewertende Einordnung werden die
Funktionsweise des Hyperparameters und mdgliche Nutzungsszenarien ausfuhrlich
erklart. Die Erlauterung erfolgt im ersten Schritt unter Rickbezug auf die zu
vergleichenden Textausgaben, und im zweiten Schritt auf einer grundlegenderen
Abstraktionsebene. Fir die in dieser Studie evaluierte Version der Hey-KI-Anwendung
wurden die angezeigten LLM-Textausgaben mit den entsprechenden
Hyperparameter-Konfigurationen zuvor erzeugt, um fir die Durchfiihrung verlassliche
und einheitliche Ausgaben gewahrleisten zu kénnen.

4. Evaluationsstudie

Die Evaluation wurde als Laboruntersuchung mit Studierenden konzipiert und
umfasst drei Erkenntnisziele: 1) Wissenszuwachs, 2) Bewertung der Lernerfahrung
und 3) Usability der Anwendung. Zur Quantifizierung des Wissenszuwachses wurde
ein Leistungstest bestehend aus 19 wabhr/falsch-Fragen entwickelt. Der Test bildet
grundséatzliche Kenntnisse Uber die technische Funktionsweise von LLMs ab, ohne
Bezug auf Hyperparameter zu nehmen. Die Fragen wurden messwiederholt vor und
nach Interaktion mit der Anwendung prasentiert, sodass sowohl das individuelle
Vorwissen der Probanden als auch ein Zuwachs an Fachwissen quantifiziert werden
kann. Erganzend wurden elf Single-Choice Fragen (je drei Distraktoren) entwickelt, die
sich auf die Funktionsweise von Konfigurations-Hyperparametern im Kontext von
LLMs beziehen. Die Fragen werden nicht-messwiederholt nach der Interaktionsphase
prasentiert, da insbesondere bei einer nicht-technischen Zielgruppe davon
auszugehen ist, dass kein Vorwissen bezuglich Hyperparameter bei LLMs besteht.

Zur Bewertung der Lernerfahrung wurden sieben Items formuliert. Neben einer
subjektiven Einschatzung des Wissenszuwachses wurde die Angemessenheit der
Informationsdarbietung und Verstandlichkeit erfragt. Um die Nutzungserfahrung der
Anwendung zu erfassen, wurde die deutsche Kurzfassung des User Experience
Questionnaire genutzt (Laugewitz et al., 2006). Zudem wurden die Proband:innen um
eine Schéatzung der selbstbestimmten Interaktionsdauer mit der Anwendung (in
Minuten) auf3erhalb des Studienkontexts gebeten.

4.1 Stichprobe

Proband:innen wurden durch lokale offline und online Werbung am Campus
rekrutiert. Die Studie dauerte eine Stunde und wurde mit einer
Versuchspersonenstunde oder 12€ vergutet. Insgesamt nahmen N=37 Personen an
der Evaluationsstudie teil, knapp die Halfte davon war weiblich (n=17). Das
durchschnittliche Alter betrug 22 Jahre (M=22,8 Jahre, SD=4,6 Jahre) und n=36
Personen gaben an gegenwartig zu studieren, davon n=35 in einem technischen oder
naturwissenschaftlichen Studiengang. Durchschnittlich gaben die Proband:innen an
LLM-basierte Anwendungen haufig zu nutzen (M=4,1, SD=1.1; funfstufige
Haufigkeitsskale von nie bis sehr oft). Das LLM-bezogene Vorwissen wurde
durchschnittlich als grundlegend bis mittel eingeschatzt (M=2,4, SD=0,8; funfstufige
Skala von keine Kenntnisse bis sehr genaue Kenntnisse).
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4.2 Ergebnisse

In Tabelle 1 werden die deskriptiven Statistiken und Korrelationen der Konstrukte
berichtet. Ein t-Test fir gepaarte Stichproben zeigt, dass die Leistung im LLM-Quiz zu
Messzeitpunkt zwei nach der Interaktion signifikant hoher ist als zu Messzeitpunkt eins
vor der Interaktionsphase (t(36)=-6.91, p<.01, d=1,14).

Tabelle 1: Deskriptive Statistik und Korrelation der Konstrukte (N=37). Dauer wird in Minuten
angegeben. Mdglicher Maximalwert im LLM-Quiz (pre und post) ist 19. Mdglicher
Maximalwert im Hyperparameter-Quiz ist 11. Siebenstufige Likertskala zur Erfassung
der subjektiven Lernerfahrung. Skala zur Erfassung der Nutzungserfahrung ist -3 bis

+3.
Konstrukt M SD a. b. C. d. e. f.
a. LLM-Quiz pre 11.27 1.93
b. LLM-Quiz post 13.62 2.16 A9**
c. Hyperparameter Quiz 9.13 1.78 .18 AT
d. Interaktionsdauer real 19.25 3.62 -.20 .04 25
e. Interaktionsdauer geschéatzt 24.89 23.66 -.04 -29 -03 .19
f. Subjektive Lernerfahrung 6.22 .50 -.23 .00 .27 17 .-10
g. Nutzungserfahrung 1.71 .57 -.13 -03 31 37 -01 57

** Die Korrelation ist auf dem Niveau von .01 (2-seitig) signifikant.
* Die Korrelation ist auf dem Niveau von .05 (2-seitig) signifikant.

5. Diskussion

Die Ergebnisse der Evaluation zeigen, dass die Hey-KI-Anwendung dazu in der
Lage ist, LLM-bezogenes Wissen auf geeignete Weise zu vermitteln. Vor allem die
inhaltlich sehr spezifischen Fragen zu Konfigurations-Hyperparametern und deren
Auswirkungen auf Wahrscheinlichkeitsverteilungen und Ausgabetexte konnten im
Durchschnitt mit absoluter Mehrheit (neun von elf Fragen) korrekt beantwortet werden.
Im Bereich LLM-bezogenem Grundlagenwissen ergab der Pra-/Post-Vergleich einen
signifikanten Wissenszuwachs, allerdings konnten auch zu Messzeitpunkt zwei
durchschnittlich nur 13 Fragen von 19 Fragen korrekt beantwortet werden. Mit Hinblick
darauf, dass die Ergebnisse aus einer studentischen Stichprobe mit technischem
beziehungsweise naturwissenschaftlichem Hintergrund stammen, wird die
Notwendigkeit fir Bildungsangebote im Bereich LLM verdeutlicht. Eine haufige
Nutzung LLM-basierter Anwendungen und Interesse an der Thematik resultieren nicht
automatisch in adaquaten Kenntnissen und damit einer Befahigung zur kritischen
Reflexion von Textausgaben. Im Kontext von LLM-basierten Anwendungen sind
Féahigkeiten dieser Art von besonderer Relevanz, denn Menschen neigen dazu LLM-
erzeugten Inhalten selbst in sensiblen Lebensbereichen wie Medizin oder Recht zu
stark zu vertrauen (Schneiders et al., 2024; Shekar et al., 2024). In
Erklarungsansatzen wird dies darauf zurlckgefuhrt, dass groRe Sprachmodelle
falsche Informationen meist mit absoluter Sicherheit kommunizieren — die verwendete
Sprache lasst selten Rickschlisse auf die zugrundeliegende Souveranitat zu (Kim et
al., 2024). Dass Bereitschaft zu Weiterbildung in diesem Bereich da ist, zeigt die
positive Bewertung der subjektiven Lern- sowie Nutzungserfahrung der Hey-KI-
Anwendung, deren Fokus eher auf Informationsvermittlung statt spielerischem
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Ausprobieren liegt. Zudem gaben die Proband:innen eine geschatzte Nutzungsdauer
von durchschnittlich knapp 25 Minuten aul3erhalb des Studienkontextes an. In der
Gesamtheit betrachtet ebenen diese Ergebnisse den Weg fur eine Erweiterung der
Hey-KI-Anwendung um erganzende Bestandteile und eine Erprobung in
aul3eruniversitaren Kontexten.
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