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ABSTRACT
Latent heat energy storage systems (LHESS) using phase change materials (PCMs) offer high thermal energy storage density and 
effective temperature regulation due to their ability to absorb and release heat at nearly constant temperatures. However, accu-
rately simulating the melting process of PCMs remains challenging due to the nonlinear nature of heat transfer and phase tran-
sition mechanisms. In this study, the Lattice Boltzmann Method (LBM), implemented via the OpenLB framework, is employed 
to simulate the melting behavior of lauric acid material inside a finned rectangular cavity. The primary objective is to validate a 
new OpenLB numerical model against benchmark experimental data. The simulation results show excellent agreement with ex-
perimental observations in terms of liquid fraction evolution over time, particularly for the case with higher spatial and temporal 
resolution. Additionally, temperature measurements obtained from thermocouples at multiple locations within the cavity display 
the same trend in temperature evolution as observed in the numerical model, further supporting the model's reproducibility. 
Following validation, the model is used to study 12 additional configurations involving variations in fin aspect ratio and position. 
The simulations reveal that longer, thinner fins placed near the bottom of the cavity can reduce the total melting time. Between 
the minimum and maximum melting times obtained in this study, the fin aspect ratio and position showed a difference of 63.7%. 
Compared to upper fin placements, lower-position fins consistently maintained increased melting rates, with improvements 
ranging from 11% to 26% depending on the fin aspect ratio. In fact, higher melting rates were observed in longer and thinner fins 
for all positions studied, with improvements ranging from 1% to 25% depending on the position.
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provided the original work is properly cited.
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1   |   Introduction

Latent heat energy storage systems (LHESS) are an efficient and 
versatile means of thermal energy storage, offering high energy 
density within compact volumes. These systems find application 
in solar energy storage, battery thermal management, electronic 
cooling, and building temperature regulation. Central to these 
systems are phase change materials (PCMs), which absorb or 
release thermal energy during phase transitions at a nearly con-
stant temperature. These properties make PCM-based systems 
particularly advantageous for thermal management and energy 
storage applications. However, the low thermal conductivity of 
most PCMs usually requires specific strategies to enhance heat 
transfer. Common approaches include integrating extended 
surfaces, incorporating highly conductive materials (e.g., metal 
foams or nano-particles), or employing combinations of these 
techniques. Extended surfaces, such as fins, are mostly used due 
to their simplicity.

Numerous studies have employed the lattice Boltzmann 
method (LBM) to simulate heat transfer in enclosures with 
various fin configurations and geometries [1–3]. For example, 
Laouer et al. [4] demonstrated that increasing fin length and 
optimizing their vertical positioning significantly improved 
the melting performance in rectangular cavities, reducing 
melting time by over 70% in some configurations. Dai et al. [5] 
analyzed the melting process in a cavity heated from different 
sides using the enthalpy-based lattice Boltzmann method. The 
work investigated the heat transfer and flow characteristics 
of melting when heated from the left and bottom, showing 
that melting efficiency increases with Ra and that the bottom 
heating method surpasses the left heating method at higher 
Rayleigh numbers. The study also explores how the angle 
between the heat flux and gravity affects melting efficiency, 
revealing that larger angles lead to stronger natural convec-
tion and higher melting efficiency. More recently, Dai et al. [6] 
expanded on this analysis by looking into the thermal behav-
ior of T-shaped fins, identifying an optimal configuration that 
nearly doubled the melting efficiency compared to finless sys-
tems. Meanwhile, Talati and Taghilou [7] applied the LBM to 
simulate PCM solidification in rectangular finned containers, 
validating results against analytical solutions and the finite 
volume method (FVM). They extended the study to a compos-
ite wall with convective boundaries, showing that embedding 
PCM can significantly reduce heat loss and that solidification 
is strongly influenced by the container material. Their results 
demonstrate that LBM offers reliable accuracy while being 
computationally more efficient than FVM. In addition, LBM 
has proven to be effective in modeling other advanced systems 
with more complex heat transfer optimization techniques, 
such as Mabrouk et al. [8], who studied integrated metal struc-
tures and PCM. This work demonstrated how Reynolds num-
ber, porosity, and other parameters impact thermal and energy 
efficiencies in porous channels embedded in PCM. These find-
ings suggest that LBM can offer valuable insights into complex 
multi-phase flow scenarios in composite systems. Similarly, 
the use of LBM has extended to nanoparticle-enhanced phase 
change materials (NEPCMs), as explored by Feng et  al. [9]. 
Their study on convection melting in a bottom-heated cavity 
revealed that incorporating copper nanoparticles into PCM 
significantly boosts heat transfer efficiency and accelerates 

the melting process. The LBM model effectively captured 
the dynamic behavior of the melting interface, showing that 
higher volume fractions of nanoparticles lead to faster melting 
and increased stored energy.

In thermal energy storage applications for industrial applica-
tions, extended surfaces such as fins represent a simple tech-
nique that can be efficiently applied to enhance the heat transfer 
rate within phase change material in LHESS systems. By inte-
grating fins, the effective thermal conductivity of the system is 
improved as they facilitate heat distribution by increasing the 
contact area between the heat source and the PCM. This en-
hancement leads to more uniform temperature fields, acceler-
ated phase transitions, and greater thermal efficiency. Given 
these advantages, researchers have extensively investigated the 
impact of fin geometry, positioning, and material properties on 
PCM melting dynamics. For example, Hosseini et al. [10] studied 
the melting process of PCM in a double tube heat exchanger and 
the effect of different fin radial lengths. The results of this study 
showed that employing longer fins causes a reduction in the 
total melting time. Ji, C. et al. [11] studied the melting process 
of PCM in rectangular cavities with a double horizontal fin con-
figuration. These authors showed that short upper fins and long 
lower fins can reduce the PCM melting time by 40.5%. Abdi, 
A., Martin, V., and Chiu, J. N. W. [12] studied the PCM melting 
process in a rectangular cavity with vertically oriented fins on 
the effects of fin length and number. The authors concluded that 
increasing the fin length is more advantageous than increas-
ing the number of fins. Oliveski et al. [13] studied the melting 
process of PCM in a rectangular cavity with fins. The results 
of this study show that increasing the area fraction occupied by 
the fin is associated with a reduction in PCM total melting time. 
However, the authors concluded that excessively increasing the 
fin volume can lead to a considerable reduction in the energy 
storage capacity. In addition, this study determined optimal fin 
aspect ratios. These examples underline the versatility of LBM 
in modeling various PCMs applications, although much of its 
potential remains underexplored, particularly in terms of opti-
mization for industrial applications.

Although fin geometry and positioning have been extensively 
studied in the context of phase change materials (PCMs), most 
investigations rely on traditional numerical techniques such as 
finite volume and finite element methods. Despite providing 
valuable insights, these approaches are often computationally 
expensive and require complex meshing strategies, limiting 
their flexibility in handling dynamic phase interfaces. In con-
trast, the Lattice Boltzmann Method (LBM) offers a promising 
alternative, with inherent advantages for simulating complex 
thermal interactions and phase change processes [14, 15]. To 
the best of our knowledge, this is the first study to apply the 
Lattice Boltzmann Method to simulate the melting of lauric 
acid with quantitative validation against experimental data. 
Lauric acid, a phase change material with favorable thermo-
physical properties and a melting temperature close to that of 
human comfort, is widely used in thermal energy storage ap-
plications. Accurate numerical modeling of its phase change 
behavior is essential for designing efficient and reliable energy 
systems, making the present study an important contribution 
toward bridging simulation and real performance. Therefore, 
the specific objective of this study is to validate an LBM 
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simulation model using OpenLB [1] against experimental data 
from [16] for the melting of lauric acid within a rectangular 
cavity equipped with a horizontal fin. This validation focuses 
on the analysis of temperature fields, liquid fraction evolution, 
phase change profiles, and total melting times. Furthermore, 
this work seeks to evaluate the thermal performance of 12 dif-
ferent fin configurations, varying geometry and positioning, 
within the rectangular cavity to optimize heat transfer in a 
latent energy storage system, comparing metrics such as total 
melting time and temperature distribution.

2   |   Problem Description

Consider an energy storage system in which thermal energy is 
absorbed by the lauric acid material. The latent heat of fusion 
is 187 210 J∕kg. Solid specific heat is Cps = 2180 J∕kgK, and 
liquid specific heat is Cpl = 2390 J∕kgK. The values of thermal 
conductivity (k) and dynamic viscosity (�) as functions of tem-
perature are shown in Tables  1 and 2, respectively. The ther-
mal conductivities implemented in OpenLB, for simplification, 
were �s = 0.158 and � l = 0.145 Wm−1 K−1 for the solid and liquid 
phases, respectively. The PCM density is 885 kg∕m3 and the 
thermal expansion coefficient is 0.000615 K−1 [28]. All the input 
parameters are summarized in Table 3.

The rectangular cavity of this study is illustrated in Figure  1. 
The cavity walls are all thermally insulated, except for the right-
hand wall (fin included) that is heated and at a fixed temperature 
of Th =70°C. The cavity height is 120 mm and its width is 50 mm. 
The insulated walls present a no-slip condition. The lauric acid 
material is initially at Tcold = 25°C, while the heated wall was 
at Th = 70°C. As mentioned by Oliveski et al. [17], the lauric acid 
solid temperature is Tsolid = 43.5°C and the liquid temperature 
is Tl = 48.25°C; for simplification reasons, the melting tempera-
ture is set to Tmelt = 47.5°C in this work. As Figure 1 depicts, 
heat is transferred from the wall into the PCM, causing the melt-
ing of lauric acid until the whole material is in the liquid phase.

To assess the influence of fin geometry on the melting perfor-
mance of the phase change material (PCM), 12 different config-
urations were simulated by varying the fin aspect ratio (W/E) 
and its vertical position (H). Three vertical positions were an-
alyzed: H = 30, 60, and 90 mm, corresponding to lower, middle, 
and upper placements of the fin along the heated wall. For each 
position, four different fin aspect ratios were obtained by com-
bining W = 16.67, 20, 25, 33.33 mm and E = 6, 5, 4, 3 mm. In all 
configurations, the PCM volume is kept constant to ensure that 

only the fin geometry affects the thermal behavior. The total 
number of cases was 12.

3   |   Numerical Approach

For modeling the phase transition of the melting process, this 
work uses Gaedtke et al. [15] as a reference, and employs the dou-
ble distribution thermal LBM (DDT-LBM). Firstly, we introduce 

TABLE 1    |    Lauric acid thermal conductivity [17].

T (K) 293 303 313 323 328 333 343

� (Wm−1 K−1) 0.161 0.159 0.158 0.145 0.143 0.142 0.138

TABLE 2    |    Lauric acid dynamic viscosity [17].

T (K) 321.2 322 333 344 355 372 383

� (kg m−1 s−1) 0.0076 0.0074 0.0054 0.0043 0.0034 0.0025 0.0021

TABLE 3    |    Input parameters for OpenLB simulation of PCM melting 
in a finned cavity.

Geometric parameters

Fin width W (m) 25 × 10−3

Fin length E (m) 4 × 10−3

Cavity length lx (m) 50 × 10−3

Cavity height ly (m) 120 × 10−3

Simulation parameters

Max physical time (s) 13000.0

Relaxation time � 0.51

Resolution 100

Material properties

Solid thermal conductivity �s (W m−1 K−1) 0.158

Liquid thermal conductivity � l (W m−1 K−1) 0.145

Solid specific heat cp,s (J kg−1 K−1) 2180.0

Liquid specific heat cp,l (J kg−1 K−1) 2390.0

Thermal expansion coefficient � (K−1) 6.15 × 10−4

Dynamic viscosity � (kg m−1 s−1) 0.0076

Density � (kg m−3) 885.0

Latent heat L (J kg−1) 187210.0

Thermal boundary conditions

Cold wall temperature Tc (°C) 25.0

Hot wall temperature Th (°C) 70.0

Melting temperature Tmelt (°C) 47.5

Physical constants

Gravity acceleration g (m s−2) 9.81
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some of the model equations in Section  3.1, relevant for the 
OpenLB implementation. The macroscopic target equations are 
introduced in Section 3.2. Subsequently, for numerically solving 
the macroscopic equations with an LB algorithm, two distribu-
tion functions gi and fi are introduced in Sections 3.3 and 3.4. 
Note that the Lattice Boltzmann Equations (LBE) are solved in 
their non-dimensional form. Therefore, all physical quantities 
are converted to lattice units prior to the simulation and recon-
verted before post-processing. For an overview of the dimen-
sions of LBE, please read Krüger et al. [18].

3.1   |   Model Equations

The following equations describe the key physical relationships 
and dimensionless numbers used in the lattice Boltzmann simu-
lation of natural convection and phase change. These equations 
are derived from the simulation parameters and govern the ther-
mophysical behavior of the system.

3.1.1   |   Specific Heat and Thermal Conductivity

The effective specific heat capacity, accounting for both solid 
and liquid phases, is computed using the harmonic mean to rep-
resent the thermal inertia across the phase boundary.

where cp,s = 2180 J∕(kg ⋅ K) is the specific heat of the solid 
phase, and cp,l = 2390 J∕(kg ⋅ K) is the specific heat of the liq-
uid phase.

Likewise, the effective thermal conductivity for the phase-
change material, considering both solid and liquid phases, is 
calculated using the harmonic mean to account for the interface 
between phases, described as

where �s = 0.158 W∕(m ⋅ K) is the thermal conductivity of the 
solid phase, and � l = 0.145 W∕(m ⋅ K) is the thermal conductiv-
ity of the liquid phase.

It is important to note that the thermal conductivity of the phase 
change material (PCM) during the melting process is modeled 
using a fixed effective value, calculated as the harmonic mean 
of the solid and liquid phase conductivities (�s, � l, �ref). This 
simplification accounts for the transition between phases while 
acknowledging that thermal conductivity can vary spatially and 
temporally during melting due to the evolving solid–liquid in-
terface. The use of a fixed value is justified by the small 8.2% 
difference between the solid and liquid conductivities and by val-
idation results, which showed adequate agreement with experi-
mental data, indicating that dynamic variations had a negligible 
impact on the liquid fraction results.

To characterize the ratio of thermal conductivity between the 
solid and liquid phases, the ratio of thermal conductivities was 
defined as

This ratio is used to adjust the thermal properties during the 
phase transition in the simulation.

3.1.2   |   Thermal Diffusivity

Thermal diffusivity, which quantifies the rate of heat diffusion 
relative to thermal inertia, is defined as:

where � = 885 kg∕m3 is the density, �ref is the effective thermal 
conductivity, and cp,ref is the effective specific heat.

3.1.3   |   Kinematic Viscosity

Kinematic viscosity, representing the ratio of dynamic viscosity 
to density, is given by:

where � = 7.6 × 10−3 kg∕(m ⋅ s) is the dynamic viscosity, and 
� = 885 kg∕m3 is the density.

3.1.4   |   Prandtl Number

The Prandtl number, representing the ratio of momentum diffu-
sivity to thermal diffusivity, is defined as:

3.1.5   |   Rayleigh Number

The characteristic length for the rectangular cavity with an em-
bedded fin is defined as the hydraulic diameter, calculated as 
four times the area of the phase-change material divided by the 
perimeter, including the fin boundaries:

(1)cp,ref =
2 ⋅ cp,s ⋅ cp,l

cp,s + cp,l

(2)�ref =
2 ⋅ �s ⋅ � l
�s + � l

(3)R� =
�s
� l

(4)� =
�ref

� ⋅ cp,ref

(5)� =
�

�

(6)Pr =
�

�

FIGURE 1    |    Computational domain and problem definition schema.

 25784862, 2025, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/est2.70237 by K

arlsruher Institut Für T
echnologie, W

iley O
nline L

ibrary on [27/10/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



5 of 16

where lx = 0.05 m is the cavity length, ly = 0.12 m is the cavity 
height, W = 0.025 m is the fin length, and E = 0.004 m is the fin 
height. As a consequence, the Rayleigh number, which quanti-
fies the strength of buoyancy-driven convection relative to vis-
cous and thermal diffusion, is expressed as:

where g = 9.81 m∕s2 is the gravitational acceleration, 
� = 6.15 × 10−4 K−1 is the thermal expansion coefficient, 
Th = 70.0

◦

C is the hot wall temperature, Tm = 47.5
◦

C is the melt-
ing temperature, Lchar is the characteristic length, � is the ther-
mal diffusivity, and � is the kinematic viscosity.

Please, note that in applications with high temperature dif-
ferences, or low viscosity or thermal diffusivity, causing high 
Rayleigh number (Ra) flows, numerical diffusion can sig-
nificantly undermine simulation accuracy. The numerical 
diffusion artifact can potentially smooth temperature and ve-
locity gradients, distorting flow features like boundary layers 
and convective cells. To mitigate these effects and improve 
fidelity, finer grids or higher-order numerical schemes are 
recommended.

3.2   |   Macroscopic Equations

The fluid is considered weakly compressible, described by the 
Navier–Stokes equation (NSE) and the Advection–diffusion 
equation (ADE) for the enthalpy H as follows

where t  denotes time and �, u, p, cp and T are the fluid's density, 
velocity, pressure, specific heat at constant pressure, and tem-
perature, respectively. The dynamic viscosity and thermal con-
ductivity are given by � and �. The buoyancy force F is calculated 
by the Boussinesq approximation with

where Tref  is the reference temperature, � is the thermal ex-
pansion coefficient, and g is the gravitational vector. For the 
enthalpy,

is described as a function of the liquid fraction ( fl), the latent 
heat (L), the temperature, and the specific heat.

3.3   |   Lattice Boltzmann Method for the Enthalpy 
Equation

To numerically solve Equation (11), this implementation follows 
the LBM proposed by Huang et al. [19, 20] for which the particle 
distribution function gi is

where i is the discrete direction, ci the discrete velocity in di-
rection i, and the relaxation time �g =

�

c2s
+

1

2
Δt is a function of 

thermal diffusivity � =
�

�0cp,ref
. The equilibrium distribution func-

tion is given by

The discrete weights �1, the discrete velocities ci and the speed 
of sound cs are given by the standard D2Q5 velocity set [18]. As 
a consequence, the enthalpy is then calculated from the zeroth 
moment of gi with

From that, the temperature T and liquid fraction fl are ob-
tained by

The enthalpy at solid temperature (Ts) and liquid temperature 
(T1) are given by Hs and Hl. For the sake of numerical stability 
[20] the reference specific heat is defined as

Following the methodology proposed by Gaedtke et  al. [15], a 
two relaxation times (TRT) collision operator is implemented 
so as to limit the numerical diffusion across the phase change 

(7)Lchar =
4 × Area

Perimeter
=

4 ⋅
(
lx ⋅ ly − E ⋅W

)
(
lx + lx + ly + ly +W +W

)

(8)Ra =
g ⋅ � ⋅

(
Th − Tm

)
⋅ L3

char

� ⋅ �

(9)
��

�t
+ ∇ ⋅ (�u) = 0

(10)
�(�u)

�t
+ ∇ ⋅ (�uu) = − ∇p + ∇ ⋅ (�∇u) + F

(11)
�(�H)

�t
= − ∇ ⋅

(
�cpTu

)
+ ∇ ⋅ (�∇T)

(12)F = ��g
(
T − Tref

)

(13)H = cpT + flL

(14)gi
(
x + ciΔt, t + Δt

)
= gi(x, t) −

Δt

�g

(
gi(x, t) − g

eq
i
(x, t)

)

(15)g
eq
i
=

⎛
⎜⎜⎜⎜⎜⎝

H−cp,refT+�icpT

�
cp,ref

cp
−
u ⋅u

2c2s

�
, i=0

�icpT

�
cp,ref

cp
+
u ⋅ci

c2s
+

�
u ⋅ci

�2
2c4s

−
u ⋅u

2c2s

�
, i≠0

(16)H =
∑
i

gi(x, t)

(17)T =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

Ts−
Hs−H

cp,s
H <Hs

Hl−H

Hl−Hs

Ts+
H−Hs

Hl−Hs

Tl Hs ≤H ≤Hl

Tl+
H−Hl

Cp,l
H >Hl

(18)fl =

⎛⎜⎜⎜⎜⎝

0 H <Hs

H−Hs

Hl−Hs

Hs ≤H ≤Hl

1 H >Hl

(19)� =
(
1 − fl

)
�s + fl�1

(20)cp =
(
1 − fl

)
cp,s + f1cp,l

(21)cp,ref =
2cp,scp,l

cp,s + cp,l
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interface. The particle distribution function in the case of TRT 
collision is:

with

The two relaxation times are given by

where the parameter Λ =
1

4
 is found to limit the numerical diffu-

sion across the interface [15, 21].

3.4   |   Lattice Boltzmann Method for the Fluid Flow

In this work, using the same methodology as Gaedtke et al. [15], 
the partially saturated method (PSM) proposed by Noble and 
Torczynski [22] is implemented to compute the phase interface 
location evolution. Therefore, the particle distribution function 
fi is described as

with the weighting function B(x, t)

The solid collision operator Ωs
i (x, t) is

with solid velocity us = 0. The fluid collision operator Ωf
i
(x, t) is

The equilibrium distribution function f eq
i

 is described as

and the relaxation time � f  is calculated from

The weights �i, the discrete velocities ci and the speed of sound 
cs are calculated using the standard D2Q9 velocity set for the 
2D simulation ([18]). The fluid's density �, pressure p, and fluid 
velocity u are then calculated from

Simulating phase change processes poses significant challenges 
in terms of numerical stability due to the abrupt variation in 
physical properties between the two phases. To mitigate these 
issues, various stabilization methods can be employed. In this 
work, the Smagorinsky LBM model [23] is applied. Although 
originally developed for turbulence simulations, its applicabil-
ity in stabilizing flow simulations with small relaxation times 
has also been demonstrated [24]. We therefore apply this model 
to stabilize the laminar multiphase flow in situations involving 
low relaxation times.

In this approach, the viscosity � in (34) is replaced by an effective 
viscosity �eff = c2s

(
�eff − 0.5Δt

)
, which consists of the molecular 

viscosity � and the eddy viscosity �t given by

The Smagorinsky constant is CS = 0.1 and Δ is the filter width, 
which is set equal to Δx. The strain rate S�,� is computed from 
the non-equilibrium part of the distribution function:

Finally, the strain rate from (38) is substituted in (37) to obtain an 
expression for �eff , which is then used in the collision operator (31).

3.5   |   Validation With an Experimental Setting

For the implementation of the numerical approach described in 
Sections 3.1, 3.2, and 3.3, the OpenLB framework was used, an 
open-source tool based on the Lattice Boltzmann Method (LBM). 
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The detailed numerical configuration was applied within this 
environment, allowing the simulation of thermal and phase 
change phenomena. The results were visualized using ParaView 
and PyVista. The results from OpenLB were validated against 
the experimental results of Kamkari and Shokouhmand [16]. 
The authors investigated the melting process of lauric acid in 
a vertical rectangular cavity, 50 mm wide, 120 mm high, and 
120 mm deep. Validation was performed quantitatively through 
average liquid fraction analysis and qualitatively through liquid 
fraction profile analysis.

The liquid fraction progress over time is shown in Figure 2, 
with numerical results from the present study compared to 
experimental results from Kamkari and Shokouhmand [16]. 
In Figure 2, the black curve represents the numerical case re-
ferred to as N100, which corresponds to a spatial resolution of 
dx = 0.0005 m and time step dt = 9.70395 × 10−5 s. The yellow 
curve corresponds to the N200 case, which uses a finer res-
olution of dx = 0.00025 and dt = 2.42599 × 10−5. The numeri-
cal models were evaluated by calculating the L2 errors and L∞ 
errors.

The results are presented in Table 4. As results in Table 4 show, 
N200 is more performant. With smaller errors in both norms, 
the N200 case presents relatively low overall error and deviation. 
Quantitatively, N200 is an acceptable simulation case based on its 
superior accuracy and consistency compared to both the experi-
mental data ([16]) and the N100 dataset. The L2 error between N200 
and the experimental data is smaller (0.029087) than that of N100 

(0.032375), indicating that N200 has a closer overall alignment with 
the experimental results. The L∞ error for N200 (0.049406) is also 
lower than for N100 (0.052387), demonstrating that N200 avoids 
significant outliers or extreme deviations. Furthermore, the small 
errors between N100 and N200 (L2 = 0.006303, L∞ = 0.016855) 
show that N200 maintains consistency with N100 while achieving 
improved fidelity to the experimental data.

The validation of the N200 simulation case can be further de-
tailed by analyzing the comparison between the numerical 
temperature fields (top row) and the experimental photographs 
(bottom row) shown in Figure 3. These images depict the tem-
perature distribution and phase change evolution at different 
time intervals (t = 10 min, t = 20 min, t = 30 min, t = 40 min, 
and t = 50 min). The experimental images were obtained using 
special lighting photography, as described in [16], which enabled 
the clear visualization of the phase change interface. White 
regions correspond to solid PCM and black regions to liquid 
PCM. Initially, the authors observed that the liquid layer forms 
uniformly along the heated right wall, indicating conduction-
dominated heat transfer. Over time, buoyancy-driven convec-
tion causes the melted region to expand more rapidly in the 
upper part of the cavity, establishing a circulating current. 

(39)L2 =

√√√√ 1

n

n∑
i= 1

(
yi− ŷi

)2

(40)L∞ = max
i= 1,… ,n

∣ yi − ŷi ∣

FIGURE 2    |    Average liquid fraction versus time: Experimental and OpenLB results.

TABLE 4    |    Comparison of Errors (L2-norm, and L∞-norm) between 
Experimental, N100, and N200.

Comparison L2 L
∞

Kamkari and Shokouhmand [16] 
versus N100

0.032375 0.052387

Kamkari and Shokouhmand [16] 
versus N200

0.029087 0.049406

N100 versus N200—OpenLB 0.006303 0.016855
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8 of 16 Energy Storage, 2025

These flow characteristics gradually diminish as the solid PCM 
volume decreases. At early times (t = 10 min and t = 20 min), 
the thermal penetration is primarily confined to the regions 
near the heated fin. The simulation accurately reproduces the 
sharp thermal gradient observed in the experiments. As time 
progresses (t = 30 min, t = 40 min, and t = 50 min), the tem-
perature field becomes more diffuse, and the melting front ad-
vances deeper into the cavity. The simulation results display 
continuous temperature gradients with precise boundary layer 
definitions, showing the dominant conduction and convection 
areas. In contrast, the experimental photographs have a grain-
ier appearance due to the imaging process, with less sharply 
defined boundaries between the melted and unmelted regions. 
While the overall shape and progression of the melting front 
are similar in both the simulation and the experiment, subtle 
differences can be observed. The experimental results show a 
smoother melting zone but not much detail in terms of fluid 
flow. The numerical results show more details on the fluid 
flow, although the melting front appears too sharply defined, 
depending on the reference used.

In the simulation, the wall temperature (Twall) is fixed to rep-
licate the experimental setup, ensuring a consistent thermal 
boundary condition at the heated fin. The remaining walls are 
modeled with a bounce-back condition, representing thermal 
insulation, which aligns with the experimental configuration. 
Because Twall is fixed, the temperature difference between the 
heated wall and the PCM decreases over time as the material 
warms and melts. As a consequence, the heat transfer coeffi-
cient decreases through time as well, leading to a reduction in 
the heat transfer rate from the wall to the PCM. As evidence to 

that effect, one can observe a proportional deceleration of the 
melting process toward the end of the melting, which is evident 
in both the simulation and experimental results. If a constant 
heat flux condition were applied instead of a fixed temperature, 
the heat transfer rate would remain steady, potentially mitigat-
ing the decrease in heat transfer coefficient over time as the 
phase change interface evolves. As a consequence, the full melt-
ing process of lauric acid in the latent heat energy storage system 
(LHESS) could occur in a shorter time, as the sustained energy 
input would accelerate the phase transition and reduce the time 
required for complete melting.

In that context, the simulation accurately reproduces this ther-
mal and phase-change evolution under the specified conditions. 
At early times (t = 10 min and t = 20 min), the thermal pene-
tration is primarily observed near the heated fin, with sharp 
thermal gradients that match the experimental observations. 
As time progresses (t = 30 min, t = 40 min, and t = 50 min), the 
simulation shows a further evolved melting interface and more 
diffuse temperature distribution, mimicking the convective be-
havior seen in the experiment. The numerical fields also provide 
detailed boundary layer definitions, distinguishing conduction-
dominated and convection-dominated regions. While the over-
all shape and progression of the melting front are in strong 
agreement between simulation and experiment, visual differ-
ences emerge due to the nature of the representations: the ex-
perimental images show smoother transitions between phases, 
whereas the simulation captures more detailed gradients and 
flow structures. This comparison highlights the complementary 
nature of numerical and experimental approaches in under-
standing phase change behavior in LHESS.

FIGURE 3    |    OpenLB Numerical temperature fields vs. Experiment photographs from Kamkari and Shokouhmand [16]: (a) t = 10 min; (b) 
t = 20 min; (c) t = 30 min; (d) t = 40 min; (e) t = 50 min.
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In Figure 4, velocity vectors are illustrated at t = 10 min. In the 
cavity's upper area, the flow is characterized by a vertical up-
ward motion near the heated right wall, driven by buoyancy 
forces, forming a boundary layer that extends toward the top of 
the cavity, which is thermally insulated. This motion transitions 
into a horizontal spread at the top, creating a single recircula-
tion zone in the upper-left corner of the liquid material. In con-
trast, the introduction of the heated fin (Figure 4) significantly 
alters the flow dynamics, generating secondary recirculation 
zones both above and below the fin. These swirling patterns en-
hance mixing and redistribute the flow within the cavity, creat-
ing localized high-velocity regions near the fin. The deflection 
caused by the fin results in a more complex flow structure, with 
increased velocity magnitudes compared to the simpler, more 
laminar flow in the finless case. This demonstrates the fin's ef-
fectiveness in promoting convective mixing and enhancing heat 
transfer within the cavity. One can notice sharp edges in the 
phase change zone; however, the overall result of the numerical 
simulations is a close replication of the experimental tempera-
ture patterns across the time intervals. Key thermal features, 

such as the thermal boundary layer around the heated fin and 
the propagation of the melting front, are captured well. The re-
sults are also in conformity with Oliveski et  al. [17]. Figure  5 
presents a comparison between experimental temperature data 
obtained from thermocouples [16] (Figure  5a) and numerical 
results from OpenLB simulations (Figure 5b) at various spatial 
locations within the system. The simulation results show strong 
agreement with the experimental data, accurately capturing the 
overall temperature evolution, the shape of the heating curves, 
and the relative behavior across different thermocouple posi-
tions. Notably, the characteristic melting plateau—indicating 
the phase change process—is well reproduced in the simulation, 
particularly at locations like T3 and T5, where the temperature 
rise slows down due to latent heat absorption. Additionally, the 
time each thermocouple reaches the melting temperature is 
closely matched, reflecting the correct propagation of the ther-
mal front. Final temperature values and the relative ordering of 
the curves are consistent between the experimental and numer-
ical results, demonstrating that OpenLB reliably models both 
heat transfer and phase change behavior in the system.

FIGURE 4    |    Velocity fields at t = 10 min: (a) upper right area; (b) fin area.

FIGURE 5    |    Temperature evolution at Tn location: (a) Experimental results from [16]; (b) OpenLB results.
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10 of 16 Energy Storage, 2025

4   |   Experiments and Results

This work investigates the influence of fin geometry and position-
ing on the melting behavior of a phase change material within a 
rectangular cavity. Numerical simulations are conducted to ana-
lyze transient liquid and solid fraction fields, velocity distributions, 
and temperature contours. Key performance metrics, such as the 
average liquid fraction over time and temperature evolution at spe-
cific locations, are evaluated to provide insights into heat transfer 
mechanisms and phase change efficiency.

An animation illustrating the melting process of lauric acid is 
available in Video S1 for the qualitative analysis. The video de-
picts the liquid and solid fraction fields, velocity vectors, and 
temperature contours. Subsequent sections will analyze the in-
fluence of fin aspect ratios, positions, and thermal distributions 
on PCM behavior to inform the optimization of energy storage 
system designs.

4.1   |   Influence of Fin Aspect Ratio (W ∕E)

The intensity of fluid flow, as depicted in Figure 6, plays an 
important role in heat transfer and the overall phase change 
process. Regions characterized by pronounced fluid flow pro-
mote convective heat transfer within the material and accel-
erate phase change. The fin dimensions, denoted by W  and 
E, significantly influence flow behavior. While maintaining a 
constant fin cross-sectional area, altering the fin aspect ratio 
yields results indicating that thin, elongated fins obstruct and 
redirect the fluid flow. This suggests increased localized fluid 
movement and enhanced heat transfer efficiency in the vicin-
ity of the fin.

Figure 7 demonstrates the liquid fraction as a function of time, 
confirming the direct relationship between phase change rates 
and heat transfer. Systems exhibiting more intense fluid flow 
demonstrate accelerated melting, as evidenced by the steeper 

initial slopes of the melting curves. At any given time, higher 
liquid fraction values correlate with enhanced convective heat 
transfer, which is facilitated by optimized fin dimensions or as-
pect ratios. For example, configurations with larger aspect ratios 
(AR =W ∕E) typically initially exhibit faster melting due to the 
increase in heat transfer area relative to the volume of the fluid.

It is evident that a more intense fluid flow, as illustrated in 
Figure  6, directly results in stronger convective heat trans-
fer and a more rapid phase change, as observed in Figure  7. 
Larger aspect ratios enhance heat exchange efficiency, partic-
ularly during the initial stages of melting. However, as cavity 
height increases (e.g., H = 90mm), the influence of the aspect 
ratio diminishes. This suggests a transition from a convection-
dominated to a conduction-dominated heat transfer regime, 
wherein the significance of flow intensity decreases over time. 
Thinner and longer fins intensify localized flow, thus improving 
initial melting rates. Conversely, narrower and shorter fins lead 
to weaker convection, slower heat transfer, and reduced phase 
change rates.

These insights underscore the importance of optimizing fin 
dimensions and cavity aspect ratios to achieve more efficient 
phase change performance. The interplay between fin ge-
ometry and fluid flow intensity significantly influences heat 
transfer and phase change behavior. Optimizing these param-
eters can enhance the efficiency of latent heat storage systems, 
particularly during the initial stages where natural convection 
is dominant. As cavity height increases, conduction gradually 
becomes the primary mode of heat transfer, thus highlight-
ing the need for tailored designs based on specific thermal 
requirements.

4.2   |   Influence of Fin Position (H)

The fin's placement significantly influences fluid flow patterns, 
heat transfer, and phase change rates, as illustrated in Figure 8. 

FIGURE 6    |    Velocity fields at t = 60 min in different fin dimensions.
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The three analyzed configurations—shown in Figure  8a–c—
represent fin positions near the bottom, middle, and top of the 
cavity, respectively. Each configuration uniquely alters the flow 
behavior and thermal performance.

Figure  9 highlights the impact of fin position on the aver-
age liquid fraction over time. The results demonstrate that 
configuration (a), corresponding to the lower fin placement, 
achieves the fastest phase change rate due to the overall in-
crease in heat transfer across the cavity. Configuration (c) ex-
hibits slower melting rates due to the limited heat transfer to 
the solid material that accumulates in the lower regions of the 
cavity.

4.3   |   Comparative Analysis

Figure  10 displays the melting total time (in minutes) for all 
the different configurations. Different cavities show total melt-
ing times ranging from a minimum of 129.4 min (H30W33E3) 
to a maximum of 211.8 min (H90W16E6). The difference of 
63.7% represents an improvement to the heat transfer process. 
It means that the full melting process happened much faster in 
H30W33E3, even though the energy storage capacity was main-
tained the same (PCM volume). Therefore, building a longer and 
thinner fin in the lower area of the cavity proved to be an effi-
cient workaround to the low thermal conductivity limitation of 
lauric acid. We understand that the effectiveness of the specific 
installation was due to the increased localized heat transfer co-
efficients in the surrounding area of the fin, creating greater ex-
posure of the heat source to the solid PCM.

Generally speaking, for applications in which thermal charging 
is required, results show that melting rates are higher with long 
and thin fins placed in areas where PCM naturally gets depos-
ited. Conversely, fins positioned farther away, as H90W16E6 
from the solid material may still provide an augmented contact 
area for increased heat flux; but they are less effective and not 
recommended for applications requiring complete PCM melting 

FIGURE 7    |    Average liquid fraction vs. Time with different fin di-
mensions: (a) fin in lower position (H30), (b) fin in middle position 
(H60), (c) fin in upper position (H90).

FIGURE 8    |    Velocity fields at t = 60 min for different fin positions 
(H).
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12 of 16 Energy Storage, 2025

in short timeframes, due to reduced proximity to the heat source 
and slower thermal penetration.

4.4   |   Temperature Distribution at Specific 
Locations

The temperature evolution obtained from the numerical sim-
ulations provides detailed insights into the thermal and flow 

characteristics of the PCM during melting within enclosures. 
Consistent with experimental observations, the temperature 
measurements shown in Figure 11 (T3, T5, T12, T14, T21, T23, 
T30, and T32) offer detailed information on the thermal and 
flow behavior of the PCM during melting. Figure 12 illustrates 
the temperature evolution at these respective points. In all cases, 
when the numerically modeled temperature is below the melt-
ing point, heat is transferred to the solid PCM via conduction. 
The simulations reveal increased heat transfer rates near the 

FIGURE 9    |    Average liquid fraction versus Time in different fin positions: (a) W16E6, (b) W20E5, (c) W25E4, (d) W33E3.
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points located above the fins, indicative of a higher rate of heat 
transfer at the solid–liquid interface adjacent to the fins. This 
behavior demonstrates the enhanced thermal performance af-
forded by the fins.

Upon reaching the simulated melting temperature, fluctua-
tions occur, indicative of the solid-to-liquid phase transition. 
Consistent with experimental observations, the numerical sim-
ulations demonstrate decreasing temperatures along the ver-
tical columns, a phenomenon attributed to the growth of the 
thermal boundary layer and the decreasing temperature of the 
liquid PCM in the lower regions of the enclosure. Furthermore, 

transient temperature fluctuations are observed in the simu-
lations above the fins, mirroring the chaotic and vortical flow 
structures observed experimentally. These fluctuations dimin-
ish with proximity to the heated wall and decrease as the inter-
face above the fins recedes, eventually leading to the formation 
of larger, stable vortices. The numerical results also capture the 
development of thermal stratification within the enclosures to-
ward the completion of the melting process. The simulated tem-
peratures clearly delineate a thermal layer, with diminishing 
convection currents in the upper regions as melting concludes. 
In finned enclosures, the simulations confirm that thermal 
stratification is confined to specific regions, such as the lower 

FIGURE 10    |    Total melting times for all cases studied.

FIGURE 11    |    Thermocouples measurement: (a) Measurement points location; (b) Temperature history from Kamkari and Shokouhmand [16].
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14 of 16 Energy Storage, 2025

section of the enclosure, while mixing occurs in the regions 
above the fin surface. At locations T3 and T5, the fin's position 
within the cavity significantly influences the temperature re-
sponse. In the lower cavity (H30), the material attains higher 
temperatures considerably faster than in the higher cavity po-
sitions (H60, H90). The closer the fin is to T3 and T5, the more 
efficient the heat transfer, accelerating the temperature rise and 
reducing the time required to reach higher temperatures. This 
is reflected in the faster heating rates and quicker stabilization 
times observed for the lower cavity configurations (H30).

Beyond the contributions to material behavior analysis, the 
primary focus of this study is the application of the Lattice 
Boltzmann Method (LBM) for investigating phase change pro-
cesses in the selected material. The choice of LBM is motivated 
by its intrinsic advantages in handling complex boundary con-
ditions, parallelization efficiency, and straightforward imple-
mentation of fluid–solid interactions, which are essential for 
accurately modeling the phase change processes, especially 
melting. Compared to traditional Navier–Stokes solvers, LBM 
offers a more efficient approach for simulating multiphase 

FIGURE 12    |    Temperature at Tn location versus time: OpenLB results.
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flows, for it does not require complex meshing. However, it is 
important to acknowledge certain limitations, such as the need 
for fine lattice resolutions to capture sharp interfaces accurately 
and the potential for numerical diffusion in high-Rayleigh-
number flows.

5   |   Conclusion

A new OpenLB case using the Lattice Boltzmann Method was 
validated against experimental [16] and numerical [13] data, 
accurately modeling the melting behavior of lauric acid in a 
rectangular cavity. More specifically, this validation confirms 
its agreement in terms of the melting rates, total melting time, 
and the overall thermal response for the proposed TES. The 
LBM formulation accurately captures the most important phase 
change phenomena, producing results that correctly represent 
the major attributes of the expected physics.

Furthermore, the validated model was employed to conduct a 
parametric study investigating the influence of fin geometry—
aspect ratio and placement on—total melting times. Twelve 
different configurations were simulated, varying both the fin 
aspect ratio and its location along the vertical wall. The results 
show that fin design has an important effect on melting effi-
ciency and total melting time. Fins with higher aspect ratios, 
meaning longer and thinner fins, significantly improved melt-
ing performance, especially when placed near the bottom of the 
cavity. In these configurations, the fins promote stronger con-
vective currents by interacting with cooler, still solid PCM in the 
lower regions. Between the maximum and minimum melting 
times obtained, the overall difference is 63.7%, which represents 
the higher melting rate for the longer fins in the lower area of the 
cavity. Compared to upper fin placements, lower-position fins 
consistently maintained increased melting rates, with improve-
ments ranging from 11% to 26% depending on the fin aspect 
ratio. In fact, higher melting rates were observed in longer and 
thinner fins for all positions studied, with improvements rang-
ing from 1% to 25% depending on the position.

To address some limitations identified in this study, future re-
search could focus on the behavior of other phase change ma-
terials (PCMs) with the Lattice Boltzmann Method. In addition, 
new models should improve the applicability of LBM models by 
incorporating spatially and temporally varying thermal prop-
erties, particularly in applications with significant thermal 
differences. To strengthen the reliability of the OpenLB simula-
tions, further validations against experimental data are recom-
mended to include a broader range of materials, temperatures, 
initial conditions, and boundary conditions. These validations 
would confirm the robustness of the model across more diverse 
scenarios.
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