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Abstract

Very early in life, humans learn how to complete a task in various ways. For instance, we
are not restricted to only using our right hand to grasp a mug at its handle, but can also
do so with our left hand and grasp it at the mug’s bottom or top part. This intuitive ability
to solve a task in versatile ways is a key feature of why humans are highly adaptive to
new situations and environments. Once the mug’s handle is broken, we can still grasp it
at a different place and continue using it.

Based on the way humans solve a task, a natural motivation is to equip robots with such
versatile skills to enable higher flexibility and adaptability in the real world, in which
the environment constantly changes. Especially in the context of reinforcement learning
(RL), this versatile skill discovery is interesting as there is no human expert required.
Yet, most known RL methods are based on Gaussian parameterized policies that can not
represent multimodal distributions, a key feature for learning versatile skills. Therefore,
this thesis proposes methods for equipping robots with versatile skills using reinforcement
learning for Mixture of Experts (MoE) and diffusion policies. Both policy representations
can represent multimodal distributions.

First, we propose a method for learning MoE policies in the episode-based maximum
entropy RL (ERL) setting, where each expert is a contextualized motion primitive. The
proposed objective allows each expert to shape its own curriculum by learning a per-expert
context distribution such that the experts become an expert in their respective responsible
context region. We then extend these MoEs to highly non-linear experts and energy-based
per-expert models to enable more complex representations thereby reducing the number
of experts required to successfully solve a task. Finally, we propose a step-based maximum
entropy reinforcement learning (SRL) algorithm that can train a diffusion-based policy to
solve high-dimensional control tasks. Training diffusion policies are a natural alternative
to MoEs as they have proven to be very effective in representing multimodal distributions
while stable training. Yet, they are not straightforward to apply in the SRL setting because
they do not have a tractable marginal entropy.






Zusammenfassung

Sehr frith im Leben lernen Menschen, eine Aufgabe auf verschiedene Arten zu losen.
Beispielsweise sind wir nicht darauf beschrinkt, eine Tasse nur mit der rechten Hand
am Griff zu greifen, sondern konnen dies auch mit der linken Hand tun und ihn an der
Unterseite oder Oberseite greifen. Diese intuitive Fahigkeit, eine Aufgabe auf vielseitige
Weise zu l9sen, ist ein entscheidendes Merkmal dafiir, warum Menschen sich so gut an
neue Situationen und Umgebungen anpassen konnen. Selbst wenn der Griff des Bechers
abbricht, konnen wir ihn an einer anderen Stelle greifen und weiter benutzen.

Ausgehend davon, wie Menschen Aufgaben l6sen, liegt es nahe, Roboter mit solchen viel-
seitigen Fahigkeiten auszustatten, um eine hohere Flexibilitat und Anpassungsfahigkeit
in der realen Welt zu ermoglichen, in der sich die Umgebung stiandig verandert. Gera-
de im Kontext des Reinforcement Learning (RL) ist die Entdeckung solcher vielseitiger
Fahigkeiten besonders interessant, da kein menschlicher Experte benétigt wird. Die meis-
ten bekannten RL-Methoden basieren jedoch auf gauf3férmig parametrierten Policies,
die keine multimodalen Verteilungen darstellen kénnen - ein zentrales Merkmal zum
Erlernen vielseitiger Fahigkeiten. Daher schldgt diese Arbeit Methoden vor, um Roboter
mit vielseitigen Fahigkeiten auszustatten, wobei Reinforcement Learning mit Mixture of
Experts (MoE) und diffusionsbasierte Policies zum Einsatz kommt. Beide Reprasentationen
konnen multimodale Verteilungen abbilden.

Zunachst schlagen wir eine Methode zum Erlernen von MoE-Policies im episodenbasierten
Maximum Entropy RL (ERL) Fall vor, bei der jeder Experte eine kontextualisierte Motion
Primitive darstellt. Das vorgeschlagene Optimierungsziel erlaubt es jedem Experten, sein
eigenes Curriculum zu gestalten, indem eine kontextspezifische Verteilung pro Experte
gelernt wird, sodass jeder Experte auf den fiir ihn zustindigen Kontextbereich spezialisiert
wird. AnschlieBend erweitern wir diese MoEs um hochgradig nichtlineare Experten und
Energy Based Modelle pro Experte, um komplexere Reprasentationen zu ermoglichen
und somit die Anzahl der fiir die erfolgreiche Losung einer Aufgabe benétigten Experten
zu reduzieren. Abschlieflend stellen wir einen schrittbasierten Maximum Entropy RL
Algorithmus (SRL) vor, mit dem eine diffusionsbasierte Policy trainiert werden kann,
um hochdimensionale Regelungsaufgaben zu 16sen. Diffusionsbasierte Policies sind eine
natiirliche Alternative zu MoEs, da sie sich als sehr effektiv in der Darstellung multimodaler
Verteilungen bei gleichzeitig stabilem Training erwiesen haben. Allerdings sind sie im SRL
Fall nicht einfach anwendbar, da sie keine berechenbare marginale Entropie besitzen.
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1. Introduction

When humans complete a task, they typically do so in various and different ways rather
than strictly adhering to a single pattern. For instance, we do not always grasp a mug in
the same manner or with the same hand. Although these variations in task execution seem
trivial to humans, they provide important adaptability, enabling us to respond effectively
to different situations. If our right hand is injured, we easily switch to grasping a mug
with our left hand. Similarly, if the mug’s handle breaks, we naturally adapt by grasping it
from the bottom, or the top. Importantly, humans rarely need to relearn behaviors entirely
from scratch simply due to situational changes. This versatile behavior also finds clear
expression in sports. Consider table tennis, where players deliberately vary their striking
styles, such as alternating between forehand and backhand strokes in similar situations,
making their play less predictable and enhancing their competitive advantage. The human
capacity for multimodal behavior results from versatile skills acquired throughout life,
allowing tasks to be solved precisely through multiple approaches.

Inspired by this human characteristic, equipping robots with similar versatile skills is
a central motivation for this thesis. Particularly compelling is the ability for robots to
autonomously discover versatile skills without relying on human expert data that is usually
costly because experts are not always available and access to robots is restricted. Hence, the
primary question is how robots can discover versatile skills using reinforcement learning
(RL).

RL emerges as a suitable learning paradigm for this purpose, as it enables policies to be
trained purely through environmental interactions, removing dependence on humans.
From an RL agent’s perspective, acquiring versatile or diverse behaviors carries several
distinct advantages. First, the ability to represent multimodal skills can lead to improved
exploration and therefore to improved sample efficiency because exploring other modes
that potentially lead to better performance is unlikely once the commonly used unimodal
Gaussian policy converges to a specific mode. Second, versatile skills can contribute to
policy robustness, enabling quick adaptation to environmental changes by discarding
invalid behaviors in favor of alternatives within a diverse skill repertoire. Lastly, versatile
skills offer strategic benefits in competitive environments such as robot table tennis by
minimizing predictability, a principle illustrated by the varied strokes in table tennis as
mentioned earlier.

However, realizing such versatile skills requires policy representations that are expressive
enough to represent multimodal distributions. Mixture of Experts (MoE) policies and
diffusion-based policies are two classes of models that belong to such expressive policy
representations, though their optimization is complex and requires tailored RL algorithms.
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Furthermore, deciding the appropriate RL paradigm for acquiring these skills is important.
RL algorithms broadly fall into two categories which is distinguished based on their
exploration and policy optimization strategies: step-based reinforcement learning (SRL)
and episode-based reinforcement learning (ERL).

SRL is the traditional framework that optimizes expected returns in Markov Decision
Processes (MDPs) (Bellman, 1957), typically under infinite horizon conditions. Because the
exploration occurs directly in the raw action space at every time step, SRL methods tend
to generate jittery trajectories and often suffer from local exploration in the state space,
especially at the beginning of the learning process, possibly leading to suboptimal solutions
(Li et al., 2024a; Raffin et al., 2022). On the upside, these methods are sample efficient
because they can leverage the temporal structure in the data to update the policy, making
them particularly suitable for tasks with informative, dense reward signals. Additionally,
they are well-studied and most known breakthroughs in RL such as autonomous acquisition
of human-level performance in board games (Mnih et al., 2015; Silver et al., 2016), real
world robot manipulation tasks (Levine et al., 2016), high-precision robot learning tasks
like robot table tennis (Biichler et al., 2022) or sim-to-real transfer in robotic locomotion
tasks (Tan et al., 2018; Hoeller et al., 2024) are attributed to SRL methods.

Conversely, ERL methods operate on a higher abstraction level by directly exploring the
parameters of a controller. A prevalent parametrization of such controllers uses motion
primitives (Schaal et al., 2005; Paraschos et al., 2013; Li et al., 2023), that, deterministically
generate an entire trajectory for a fixed horizon. Because exploration occurs once at the
start of each episode, ERL generates time-correlated exploration with smooth trajectories
that usually lead to a wider exploration of the state space (Li et al., 2024a; Otto et al.,
2023). Those properties make ERL methods well suited to tasks where sparse, or time-
delayed rewards are present. Additionally, ERL methods do not require Markovian reward
structures because they treat the optimization as a black-box RL problem. This feature
allows a more intuitive reward design based on how humans also assess the performance
of a task. For instance, if the task is to jump as high as possible, the performance feedback
of a jump should be the maximum height achieved during the whole jump, i.e. it is based
on retrospective data rather than the sum of heights at each time step, which would be
a common Markovian reward. However, ERL methods tend to be less sample efficient
because they treat each evaluation of an episode and its corresponding return as a single
sample.

This thesis focuses on enabling robots to learn versatile skills within both SRL and ERL
frameworks, specifically leveraging the maximum entropy RL objective to incentivize
exploration. More precisely, in the first part, we focus on learning MoE policies (Bishop,
2006) in the context of ERL. Because of the aforementioned properties of ERL, it is a suitable
setting for learning multimodal skills using MoE policies, where we take inspiration
from advances in the field of variational inference (Arenz et al., 2020) and propose a
decomposition of the maximum entropy ERL objective that allows us to train each expert
individually. For effective training, we extend the objective with automatic curriculum
learning to ensure that each expert can shape their own pace of learning and can focus
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on context! regions it favors by gradually increasing its responsible region of the context
space. Additionally, this curriculum avoids discarding experts and collapsing them into
only a few experts that dominate the mixture model (Bacon et al., 2017). This automatic
curriculum learning is achieved by a learnable per-expert Gaussian distribution over the
context space. Optimizing both, the expert and the context distributions leads to a policy
with two levels of hierarchy and allows the whole model to learn versatile skills.

Based on the same objective, we propose extending the method to the more expressive
energy-based per-expert context distributions and deep networks as expert representations.
The energy-based distributions can represent sharp discontinuities and multi-modality in
the context space (Florence et al., 2022), which are a common case in real world applications,
as the task space is usually defined in a finite space. For example, the surface of a table might
be the goal position to place a mug. Here, the table’s edges define the sharp boundaries of
the context space and additionally, there might be some invalid context regions within
the table because of objects that block the space. However, training those energy-based
models is not straightforward because of the intractable normalization constant of the
energy-based distribution. We propose a sample-based approximation of the normalization
constant by sampling contexts from the environment’s true context distribution through
environment resets without execution. Subsequent importance sampling based on the
per-expert energy-based context distribution allows each expert to shape its curriculum
but now with the big advantage that the contexts are inherently valid as they come from
the true context distribution and edges of the context space are properly represented
because of the energy-based distribution’s high expressiveness. In conjunction with highly
non-linear experts, this expressiveness leads to a significantly reduced number of required
experts to cover the whole context space and consequently achieve good performance
compared to the method proposed before.

Finally, we propose using diffusion-based policies in the context of SRL as an approach
capable of representing multimodal distributions. Diffusion models have recently gained
a lot of attention due to their ability to represent complex multimodal distributions in
high-dimensional spaces while the training procedure is very stable. However, training
diffusion models in the context of maximum entropy RL is not straightforward because
the objecive requires calculating the marginal entropy. This statistic is intractable, which
motivates us to take inspiration from recent advances in approximate inference with
diffusion models (Berner et al., 2024) to propose a tractable lower-bound on the maximum
entropy objective. This lower bound allows us to backpropagate the gradients through
the diffusion process. The resulting method is a policy iteration scheme that provably
converges to the optimal policy.

The next section summarizes the challenges addressed in this thesis and provides an
overview of the contributions alongside the structure of the document.

1" Contexts define the task, e.g. the goal position an object needs to be put, or the goal landing position of a
ball on the opponent’s table side in table tennis. In theory they can also define physicall parameters such
as friction values. This thesis focuses on the task defining aspect.
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1.1. Thesis Contributions and Structure

From the previous discussion, we can extract the following three challenges that need to
be addressed in order to enable robots to learn versatile skills using RL.

Challenge 1 (C1): Representation and Training of Multimodal Policies. Learning versatile
skills requires policy representations that can capture multimodal distributions. While
high-capacity representations such as Mixture of Experts (MoE) and diffusion models
exist and are well-studied mostly in the supervised learning paradigm, training them
in the context of reinforcement learning (RL) is not straightforward and requires novel
RL methods that are adapted to the respective policy representation. Additionally, the
expressiveness of the policy representation can only be exploited if the RL method explicitly
incentivizes discovering different modes, which needs to be addressed in the RL algorithm
alongside efficient training.

Addressed in Chapters 3, 4 and 5

Challenge 2 (C2): Retaining Multimodalities. Some modes of a multimodal policy might
lead to a higher return compared to other modes earlier in the RL training process. In
this case, the RL algorithm increases the likelihood of choosing these modes more often,
thereby biasing the policy towards this skill. The consequence is an imbalance in the
collected training data where some modes are overrepresented, leading to a more frequent
update of those modes, which again increases the likelihood of choosing this mode in the
next iteration even more. The result is that already discovered modes might get discarded
during training, leading to a mode collapse (Bacon et al., 2017) and preventing the learning
of versatile skills. This is a challenge that needs to be addressed in RL algorithms for
learning versatile skills.

Addressed in Chapters 3 and 4

Challenge 3 (C3): Non-Linear Adaptation. Non-linear adaptation to inputs is a key feature
why deep reinforcement learning (DRL) has been successful in recent years (Mnih et al.,
2015). This non-linear adaptation has been adressed in the context of RL with unimodal
Gaussian policies (Haarnoja et al., 2018b), but it is a challenge to obtain and successfully
train multimodal policies with non-linear adaptation in each mode. Additionally, solving
Challenge 2 involves optimizing for input distributions over the task-defining context
space. However, this context space usually has hard non-linearities that require special
parameterization for successful representation.

Addressed in Chapters 4 and 5

Structure of the Thesis. In Chapter 2 we provide the necessary foundations for the thesis,
including a brief introduction to RL and RL methods, the general idea of curriculum
learning, and used policy representations throughout this thesis. As the used objectives
draw parallels to the variational inference literature, we also provide a brief introduction



1.1. Thesis Contributions and Structure

Challenges in Learning Versatile Skills

= x

Challenge 1 Challenge 2 Challenge 3
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Chapter 5

Figure 1.1.: Challenges and Contributions Overview. The figure summarizes the challenges for learning
versatile skills as described in this section. Furthermore, we provide an overview of the contributions of each
chapter to address the respective challenges. We have highlighted the main contributions of each chapter
using a bold, red rectangle whereas the challenges that are also addressed alongside the main contributions
are drawn in black rectangles. In Chapter 3 the main focus is on addressing Challenge 1 and Challenge 2,
whereas the main focus in Chapter 4 is on addressing Challenge 3 alongside Challenge 1 and Challenge 2. In
Chapter 5 we propose a solution for Challenge 1 using diffusion-based policies, which addresses Challenge 3
as well.

to variational inference and how to optimize latent variable models in this framework.
Chapter 3 and 4 present the methods for learning versatile skills using MoE, where Chapter
3 contributes addressing the Challenges 1 and 2 and Chapter 4 contributes addressing the
Challenges 1,2, 3. Chapter 5 presents an actor-critic method for learning diffusion-based
policies in the context of SRL and aims to address Challenges 1 and 3 specifically tailored
for diffusion models. Finally, in Chapter 6 we summarize this thesis and provide an outlook
for future research.

Following the content description of each chapter, Fig. 1.1 summarizes the challenges and
provides an overview where each of the presented challenges is addressed in the thesis.
The figure also emphasizes the challenges a chapter focuses on in more detail, indicating
the main contributions using a bold, red rectangle.

The following three sections are reprints of the abstracts of the respective publications this
thesis is based on. Those publications are discussed in Sections 3, 4 and 5 in more detail.

1.1.1. Specializing Versatile Skill Libraries using Local Mixture of Experts

Onur Celik, Dongzhuoran Zhou, Ge Li, Philipp Becker, Gerhard Neumann

A long-cherished vision in robotics is to equip robots with skills that match the versatility
and precision of humans. For example, when playing table tennis, a robot should be capable
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of returning the ball in various ways while precisely placing it at the desired location.
A common approach to model such versatile behavior is to use a Mixture of Experts
(MoE) model, where each expert is a contextual motion primitive. However, learning such
MoEs is challenging as most objectives force the model to cover the entire context space,
which prevents specialization of the primitives resulting in rather low-quality components.
Starting from maximum entropy reinforcement learning (RL), we decompose the objective
into optimizing an individual lower bound per mixture component. Further, we introduce
a curriculum by allowing the components to focus on a local context region, enabling the
model to learn highly accurate skill representations. To this end, we use local context
distributions that are adapted jointly with the expert primitives. Our lower bound advocates
an iterative addition of new components, where new components will concentrate on
local context regions not covered by the current MoE. This local and incremental learning
results in a modular MoE model of high accuracy and versatility, where both properties
can be scaled by adding more components on the fly. We demonstrate this by an extensive
ablation and on two challenging simulated robot skill learning tasks. We compare our
achieved performance to LaDiPS and HiREPS, a known hierarchical policy search method
for learning diverse skills.

1.1.2. Acquiring Diverse Skills using Curriculum Reinforcement Learning
with Mixture of Experts

Onur Celik, Aleksandar Taranovic, Gerhard Neumann

Reinforcement learning (RL) is a powerful approach for acquiring a good-performing policy.
However, learning diverse skills is challenging in RL due to the commonly used Gaussian
policy parameterisation. We propose Diverse SKill Learning (Di-SkilL), an RL method for
learning diverse skills using Mixture of Experts, where each expert formalizes a skill as
a contextual motion primitive. Di-SkilL optimizes each expert and its associate context
distribution to a maximum entropy objective that incentivizes learning diverse skills in
similar contexts. The per-expert context distribution enables automatic curricula learning,
allowing each expert to focus on its best-performing sub-region of the context space. To
overcome hard discontinuities and multi-modalities without any prior knowledge of the
environment’s unknown context probability space, we leverage energy-based models to
represent the per-expert context distributions and demonstrate how we can efficiently
train them using the standard policy gradient objective. We show on challenging robot
simulation tasks that Di-SkilL can learn diverse and performant skills.

1.1.3. DIME: Diffusion-Based Maximum Entropy Reinforcement Learning
Onur Celik, Zechu Li, Denis Blessing, Ge Li, Daniel Palenicek, Jan Peters, Georgia Chalvatzaki,
Gerhard Neumann

Maximum entropy reinforcement learning (MaxEnt-RL) has become the standard approach
to RL due to its beneficial exploration properties. Traditionally, policies are parameterized
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using Gaussian distributions, which significantly limits their representational capacity.
Diffusion-based policies offer a more expressive alternative, yet integrating them into
MaxEnt-RL poses challenges-primarily due to the intractability of computing their marginal
entropy. To overcome this, we propose Diffusion-Based Maximum Entropy RL (DIME).
DIME leverages recent advances in approximate inference with diffusion models to derive a
lower bound on the maximum entropy objective. Additionally, we propose a policy iteration
scheme that provably converges to the optimal diffusion policy. Our method enables the use
of expressive diffusion-based policies while retaining the principled exploration benefits
of MaxEnt-RL, significantly outperforming other diffusion-based methods on challenging
high-dimensional control benchmarks. It is also competitive with state-of-the-art non-
diffusion based RL methods while requiring fewer algorithmic design choices and smaller
update-to-data ratios, reducing computational complexity.






2. Foundations

This chapter reviews the key concepts required to understand the work presented in this
thesis. We begin with the fundamentals and notation of the step-based reinforcement
learning (SRL) framework (Section 2.2). Next, we introduce episode-based reinforcement
learning (ERL) (Section 2.3). Section 2.4 examines the maximum entropy reinforcement
learning (RL) objective, followed by an overview of curriculum learning in RL (Section
2.5). In Section 2.6 we discuss the policy representations that are relevant for learning
versatile skills. Finally, we conclude this chapter with an overview of optimizing latent
variable models using Variational Inference together with a discussion on the parallels to
maximum entropy RL (Section 2.7).

2.1. General Notation

Throughout the rest of this thesis scalars are denoted as single variables e.g., a, vectors
are denoted by bold lowercase letters, e.g., a, and matrices by bold uppercase letters, e.g.,
A. We will use subscripts to denote the time step in the reinforcement learning loop, e.g.,
a; is the action at time step t, whereas superscripts indicate the internal time steps of
the diffusion model, e.g., a* is the latent action at diffusion step k. In general we will use
greek letters to denote parameters of a function or distribution, e.g., 7g is a policy with
parameters . However, we might also need to use superscripts to denote the parameters
of a function or distribution, e.g., 7 especially in the context of diffusion models.

Deviating notations will be stated in the text to maintain clarity.

2.2. Step-Based Reinforcement Learning (SRL)

We introduce the fundamentals of step-based reinforcement learning (SRL) in the following
section, where we start by defining the Makrov Decision Process (MDP) in Section 2.2.1
and continue with the SRL’s policy and objective definition together with related quantities
such as the value functions in Section 2.2.2. Using these information, we provide a general
overview of the SRL learning loop in Section 2.2.3. Finally, we conclude this section with a
discussion on SRL methods in Section 2.2.4. We take inspiration from Sutton and Barto
(2018) and Kober et al. (2013) for the definitions in this section.
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2.2.1. The Markov Decision Process

Most well-known step-based reinforcement learning (SRL) algorithms are based on the
Markov Decision Process (MDP) which is formally defined as the tuple (S, A, P, R, po).
In the following we will introduce and define the components of the MDP.

State Space. At time step ¢, the agent is in a state s; € S that contains all information
required for the agent to make an optimal decision. For example in robotics, this state can
include the robot’s global pose, internal joint angles, and the positions of relevant objects
such as the position of a target object that needs to be manipulated. Depending on the
task, S may be discrete or continuous, though continuous spaces are more common in
robotic environments.

Action Space. The agent takes an action a; € A at time step t to interact with the
environment, where the action space is defined by A and can be discrete or continuous
depending on the task. For instance, in robotic tasks the robot can be controlled in different
ways, e.g., by setting target joint positions or velocities which are then executed by a low-
level controller that turns these targets into torques. In this thesis, we focus on continuous
state-action spaces, as the most common practice in robotics.

Dynamics. The environment returns the next state s;;; after executing the action a; in
the current state s;. The next state s;.; is determined by the probability density of the
transition dynamics £ : S X A X S — [0, 00) and is commonly unknown to the agent in
RL. We define the transition dynamics as

P(St+1|st, a;) =P (S, =Si1ls =spa=ay), (2-1)

where in some tasks the dynamics can also be deterministic.

Reward. Similarly, the agent is unaware of the reward functionr : & X A — R that
evaluates the agent’s decision. Throughout this thesis, we will denote the reward function
as r(sy, a;), or simply as r; as an evaluation of the action a; in the state s; at time step t. In
general, the reward function can also just depend on the state r(s;), or it can also include
the next state r(s;, a;, s¢+1). We will restrict ourselves to the more common case r(s;, a;) in
this thesis.

Initial state. Once the environment terminates, a new state is randomly sampled from
the initial state distribution sy ~ po. The initial state distribution is detrmined by the
environment and is unknown to the agent.

10
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Markov Property. A key feature the MDP framework satisfies is the Markov property
which is formalized as

P(St+1 ¢, ar, S¢—1, @¢—1, ...80) = P(St+1 ¢, ar). (2.2)

Intuitively, this means that the current state s; encodes all information needed to determine
the environment’s next state when exectuing action a; and does not require any past
information. If the agent does not observe the environment’s whole state information, the
Markov property is not satisfied anymore and additional techniques are required to infer
the environment’s state based on the sensory input from the past. This setup is known as
the Partially Observable Markov Decision Process (POMDP) (Kaelbling et al., 1998) and
a common case of a POMDP is image-based RL. Here, the agent only observes images
from the current scene and has to estimate the environment’s state based on these images.
Although conducted experiments in this thesis include tasks where the Markov property
is not satisfied in the sense that the reward depends on retrospective state information,
those tasks are restricted to the episode-based RL setting which inherently can handle
these situations (Section 2.3).

Based on the definitions above, next we can formulate the general objective of the SRL
framework.

2.2.2. Step-Based Reinforcement Learning Objective

Based on the MDP, we can define the policy, the general objective and related quantities
for optimizing the policy in the step-based reinforcement learning (SRL) framework.

Policy. Commonly, deep neural networks are used to parameterize a mapping from a
current state s; to an action a; € A. This mapping is referred to as the policy 7 : & — A.
Although deterministic policies a; = 7(s;) have been proposed in the past (Silver et al.,
2014; Lillicrap et al., 2016), stochastic policies 7 (a;|s;) that map to a probability density
have gained more attention recently as they allow controlling the exploration behavior of
the policy in the optimization (Haarnoja et al., 2018b; Abdolmaleki et al., 2018). Unless
noted otherwise, throughout this thesis a subscript denotes the learnable parameters of
the policy, e.g., 7 is a policy with parameters 6.

Trajectory. The trajectory = = (s, a, S1,a1, ...) is defined as the sequence of state-action
pairs induced by the policy 7 and the environment’s dynamics through the relation

pa(e) = pso) | | plseslsan)m(asy). (23)
t=0

Hence rolling out a trajectory 7 in the environment is equivalent to sampling from p, (7).

11
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SRL Objective. The objective of an RL agent is to find a policy 7 that maximizes the
expected accumulated reward

J(x) =By, [G(1)] = / G(D)px(r)dr, withG(z) = Y V'r(spar),  (24)

t=0

where y € [0, 1) is the discount factor. The infinite sum over the rewards in Eq. 2.4 can
lead to infinite returns, such that y is used to reduce the importance of future rewards and
consequently allows learning a useful policy.

State Value Function. The state value function V”(s) is defined as the expected return
when starting in state s and following the policy 7 afterwards. Formally this is written
as

V7™(s) =E,p, [Gils; = s] = Ep, Z }’kr(st+k’ at+k)|st =s| VseS. (2.5)
k=0

It is a useful quantity to evaluate the quality of a state s under the policy 7. When
parameterized, the quality of the state can be assessed without the need to evaluate the
policy, which is a key feature in most policy gradient methods (see Section 2.2.4).

State-Action Value Function or Q-Function. With a similar interpretation as the state
value function, the state-action value function Q" (s, a) is defined as the expected return
when starting in state s, executing action a and then following the policy 7 afterwards

Q"(s,a) =E,_ [Gils; =s,a;,=a] =E,, Z ykr(sHk, at+k)|st =s,a; =a| Vse S,ae A.
k=0
(2.6)

The Q-function provides a useful measure for assessing the quality of a state-action pair
(s,a), where the action a does not need to be coming from the current policy 7. This
difference to state value functions makes the state-action value function a quantity that is
specifically useful for off-policy RL methods.

The value functions can be recursively defined using the Bellman equations (Bellman,
1957) as

V”(St) = Ea,~n [”(St, a;) + }’Esp,pp [V”(SHI)]] ) (2-7)
Q" (s,ay) = r(sp,ap) + }/Est+1~p,at+1~ﬂ [Q" (st+1,ar41)] (2.8)
Q" (st,ar) = r(spa) + yEq,, ~p [V (st41)] -

These recursive equations have been used for developping many RL algorithms (see Section
2.2.4)

12
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Environment Agent
: Fi+1

V't
J ) St I

St+1

Figure 2.1.: Step-Based Reinforcement Learning (SRL) Loop. In time-step ¢ the agent observes a state s;
and selects an action a;, which is executed in the environment. Based on the transition dynamics p(ss41]ss, ar)
the environment transitions to a new state s;;; and returns a reward r.; that is calculated by the reward
function r (s, a) and that defines the task. Using the per-step data points consisting of the tuple (s;, a;, 14, S141),
the agent updates its policy 7 to maximize the expected cumulative reward. SRL is based on the Markov
Decision Process (MDP) framework, in which the the state s; contains all information to describe the whole
system such that no retrospective information is required. All relevant quantities such as the transition
dynamics and the reward function rely on this Markov property. This image is inspired and adapted from
Sutton and Barto (2018).

Advantage Function. The advantage function A” (s, a) is defined as the difference between
the Q-function and the Value function

A" (sr,a;) = Q" (sr,ar) — V7 (sy). (2.10)

Intuitively, the advantage function quantifies how much better an action a; is than the
expected value of the state s; under the policy 7. It is a widely used quantity especially in
the policy gradient methods (see Section 2.2.4) because it allows reducing the variance of
the gradient estimates without affecting the gradient.

With the formal definitions of the MDP and the SRL objective, we can now provide an
general overview of the SRL learning loop, which is the core of the SRL algorithms defined
in Section 2.2.4.

2.2.3. Step-Based Reinforcement Learning Loop

The core concept of step-based reinforcement learning (SRL) relies on the interaction
between an agent and an environment. At each discrete time step ¢, an agent observes
a state s; and selects an action a; according to its policy mg. The environment then
returns a new state s;;; and a reward signal r; that are induced by the transition dynamics
p(st+1lss,a;) and the reward function r(s;, a;), respectively. The agent’s objective is to
learn a policy 7y that maximizes the expected cumulative reward (Eq. 2.4) based solely on
those per-step information (Sutton and Barto, 2018).

In most practical settings the agent is unaware of the transition dynamics p or the reward
function r. However, because the task is encoded in r, maximizing the accumulated

13
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reward yields behavior that solves the task. For instance, if the reward equals the negative
Euclidean distance to a goal, then maximizing this reward drives the agent to that goal.
The output of an RL algorithm is a policy 7y~ that maps states to actions and solves the
task optimally. Figure 2.1 illustrates the learning loop.

This learning loop can be related to the concept of trial and error (Klopf, 1972, 1975)
which gives rise to the exploration-exploitation trade-off, a key challenge in RL. Intuitively,
choosing actions that lead to high immediate rewards is the optimal behavior. However, in
certain tasks, this strategy might lead to suboptimal behavior, necessitating the agent to
explore actions leading to state-action regions that yield less immediate reward but higher
cumulated rewards in the future (Sutton and Barto, 2018). Considering the goal-reaching
example, the agent might need to first avoid an obstacle to reach the goal position, but
this path might not yield the highest immediate reward if the agent first needs to move
away from the goal position.

This exploration-exploitation trade-off is one of the reasons why RL is distinguished
from supervised and unsupervised learning. However, also the available data structure
is different in RL. Supervised learning assumes a fixed dataset of labeled input-output
pairs, while unsupervised learning seeks structure in unlabelled data. In contrast, in RL
the agent needs to maximize a reward signal by interacting with the environment and has
to generate its data based on its current knowledge. Because the agent might not have
experienced enough, the aforementioned trade-off between exploration and exploitation
arises, which additionally distinguishes RL from other machine learning paradigms.

2.2.4. Step-Based Reinforcement Learning Methods

Finding an optimal strategy can be achieved by maximizing the objective in Eq. 2.4. Broadly
there are two main approaches, namely the Value-Based and the Policy Search methods.
Within these approaches, the algorithms are further distinguished into on-policy and
off-policy methods. On-policy methods optimize a policy using data generated by that
same policy, whereas off-policy methods can use data generated by a different policy to
optimize the current policy. We will discuss the evolution and nowadays most known
methods in the following subsections.

2.2.4.1. Value-Based Methods

Among the first methods are Dynamic Programming (DP) (Bellman, 1966) based ap-
proaches. Here, Value Iteration and Policy Iteration are both based on the Bellman principle
of optimality (Bellman, 1966) and iteratively improve the value function and policy until
convergence. DP-based methods require knowing the transition dynamics (Kober et al.,
2013), such that no exploration is needed, and they usually work only for low-dimensional
discrete systems because the learning iterations need to be done over all states and actions.
An exception for the continuous case is the Linear Quadratic Regulator (LQR) (Kober et al.,
2013).

14



2.2. Step-Based Reinforcement Learning (SRL)

However, the exact dynamics of a system are known in rare cases which in this case can be
leveraged to learn optimal policies. For example in board games, the transition dynamics
have been leveraged in the learning leading to impressive results where an agent achieved
human-level performance (Silver et al., 2016, 2018).

In the more common case, the transition dynamics and the reward function are unknown
thus hindering the application of classical dynamic programming. However, a Monte Carlo
estimate can be used to estimate the expectation under the transition dynamics, which is
done in Temporal Difference Learning based methods.

Temporal Difference Learning (TD-Learning). TD-Learning (Sutton, 1988) updates the
Value function using an incremental change of the current value and a sample based
estimate of the next value referred to as J;

VT(s)) = VT (s)) + a (r(sp,ar) + yV™(si+1) — V7 (sp)), (2.11)

Temporal difference error J;

where « is a step size parameter. Hence, by using the temporal difference, TD-Learning
bootstraps the new V”(s;) from the current value estimates V7 (s;41). Usually, only one
transition sample is obtained for each state. However, TD Learning can be extended to
multiple samples over time bridging the pure DP approach with Monte Carlo methods.
This variant is referred to as TD(A) (Sutton and Barto, 2018).

Early works have used the temporal difference learning in the on-policy setting known
as SARSA (Rummery and Niranjan, 1994; Sutton and Barto, 2018), and in the off-policy
setting known as Q-learning (Watkins, 1989; Watkins and Dayan, 1992). In Q-learning,
the Q-function update is independent of the data-generating policy, because the backup
calculates the optimal Q-value for the next state to update the current Q-value

O(st,ar) = Q(sp,ap) +a |r(sp,a) + YTaX O(si1,ar41) — Q(sr,ar) | (2.12)

This key difference makes Q-learning an off-policy method. However, because a broad
range of the states need to be visited for a precise update and because the optimal a;4;
needs to be calculated for each backup, those methods are usually restricted to discrete
state-action spaces. Additionally, in their plain form, they do not scale to high-dimensional
state-action spaces. Nonetheless, with the era of deep learning the latter was successfully
addressed by Deep Q-Networks (DQN) (Mnih et al., 2015) that uses neural networks
to approximate the Q-function. For successful training of these high-capacity function
approximators, DQN uses the squared loss

L(ﬁ) = ES;,a:,r;,SH.l“Z) 5 (2.13)

2
(’”(Sta ar) + yrglax Q/}(St+1, A1) — Qﬁ(st’ at))

with an additional target network Qj to stabilize the training and a replay buffer D, in
which past experiences are saved, to improve sample efficiency and avoid catastrophic for-
getting. In later works several extensions of DQN have greatly influenced the field of deep
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RL methods, among which double Q-learning (Van Hasselt et al., 2016) or distributional
RL (Bellemare et al., 2017) are the most known. A full summary of all key extensions is
given in the work by Hessel et al. (2018).

Value-Based methods optimize the RL objective in Eq. 2.4 relying on the value functions V"
or Q" but do not explicitly parameterize the policy 7g. In contrast, policy search methods
follow the approach of directly optimizing the policy 7 to maximize the expected return
in Eq. 2.4.

2.2.4.2. Policy Search Methods

Policy Search methods parameterize the policy mp and optimize their parameters 6
commonly based on the Policy Gradient

0is1=0;+aVe](me) (2.14)

=0+ a/V.gp,,eG('r)dr, (2.15)

to maximize the expected return in Eq. 2.4. However, evaluating the integral in Eq. 2.15 is
intractable because evaluating G() for every possible 7 is not possible. Therefore, the
REINFORCE algorithm (Williams, 1992) reformulates the policy gradient as an expectation
using the relation Vop,, (1) = pr,(7)Velog pr,(7)

Vol (re) = / Do (D)V 10 pry (1)G(2)d (2.16)
N
~ % ; Vo log po ()G (7)) (2.17)
N
_ % ; (ve (log p(sh) + Z log p(sp1lse, a;) + log ﬂg(at|st))) (Z y'r(sl, ag))
(2.18)

Z| -

N
Z (Z Vo log ﬁa(ailsi)) (Z y'r(s., ai)) : (2.19)

i=0 t

such that the gradient can be estimated using Monte Carlo samples 7/ ~ p,, (7). Obtaining
the state-action formulation instead of the trajectory formulation in Eq. 2.19 requires
applying the logarithm rules to Eq. 2.3 and noting that the initial state distribution p(s)
and the transition dynamics p(s;41|ss, a;) do not depend on 6 such that the gradient w.r.t.
0 vanishes.

However, due to the stochasticity inherent to the policy and the transition dynamics,
the gradient estimator in Eq. 2.19 has a high variance. An important extension to the
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REINFORCE algorithm is therefore the Policy Gradient Theorem (Sutton et al., 1999a)
which leverages the temporal structure of the return

N
1 .
Vo] (mg) = N Z; Z Vo log mg(as|s:) ( §k ykr(sz, a}c)) (2.20)
1=
N t—1
1 o o
-N Z Z Vg log 7o (ayls;) (Z Ykr(S;C, a,) + Z ykr(s;c, a;c)) (2.21)
i=0 t k=0 k=t
N
1 . :
= N ZO Z Vo log ﬂe(atlst)( kE ykr(s;_'_k, a;_'_k) ), (2.22)
i= —0

Qﬂeold (si,a;

where the last line follows from the fact that rewards at time steps < t, i.e., past rewards, do
not depend on the current action al, thereby are unimportant for the gradient estimate. In
addition to the Policy Gradient Theorem, subtracting a baseline b(s;) from the Q-function
reduces the variance of the gradient estimate further (Peters and Schaal, 2008)

N
1 o o .
Vol (me) ~ N EO Et Vo log 7 (ay[s;) /; yr(s),pat,) — ; ,ka(si+k) o (2.23)
1= =0 =0

where a common choice for the baseline is the state value function b(s;) = V™ (s;), which
leads to the advantage function A” (s, a) as defined in Section 2.2.2.

The advantage function is a key concept in policy gradient methods and is widely used in
most successful algorithms such as PPO (Schulman et al., 2017). Most commonly, advanced
methods such as the Generalized Advantage Estimate (GAE) (Schulman et al., 2016) are
used to estimate the advantage values.

However, simply optimizing the policy parameters 0 using the gradient estimate in Eq. 2.23
poses several challenges. Commonly, the policy is parameterized as a Gaussian distribution
that enables controlling the exploration behavior. However, the policy can still converge
into a local optimum as the exploration of the policy is reduced too fast because the
objective does not provide an incentive to keep the exploration. Furthermore, it can be
challenging to find a good step size « for the policy update, as the gradient is inversely
scaled with the variance of the policy which might lead to high gradients the smaller the
variance becomes.

Trust Region Methods. Those challenges gave rise to Trust Region Methods which
constrain the policy update in each iteration using a trust region constraint (Peters et al.,
2010; Schulman et al., 2015, 2017; Otto et al., 2021). Most commonly the Kullback-Leibler
(KL) divergence between the old policy 7 ,, and the new policy g is used to constrain the
policy update. Due to its simple implementation and great performance PPO (Schulman
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et al., 2017) is nowadays the most well-known on-policy policy gradient method. Its
optimization problem is formalized as

7o (a;|s;)
”Oold(at|st)

7o (ar|st)

ATl (s, ay), clip
, ’ ﬂ'eold(atlst) ’

mgx Er, 1 [min ( 1—-¢1+ e) A™ld (s4, at))] )

(2.24)

Here, the trust region is approximated using a clipped surrogate objective where the ratio
of the old and new policy is bounded by a clipping hyperparameter . However, PPO
requires careful implementation details such as normalizing the observations and rewards
to achieve good performance (Engstrom et al., 2020). Therefore, more recent works such
as Trust Region Projection Layers (TRPL) (Otto et al., 2021) propose a more principled
way by using a differentiable trust region layer to satisfy the trust region constraint per
state. Formally, TRPL maximizes the constrained optimization problem

7o (ar|st)

1d ]Teold (at |st)A oold (st3 at) S.t. KL (ne(‘|s) | |7T901d (.ls)) VS € S’ (2.25)

max E,,
9 o

by augmenting the policy with an additional layer that projects the policy parameters 6
into the trust region.

So far, the discussed policy gradient methods are on-policy methods, as they optimize the
policy using data generated by that same policy. However, in Eq. 2.23, it is also possible
to approximate the state-action value function Q" (s;, a;) using a parameterized function
together in conjunction with the state value function V”(s;). In this case, the RL method
is usually categorized into the field of Actor-Critic methods (Sutton and Barto, 2018).
Actor-Critic methods have gained more attention in the context of off-policy RL methods
in the past years. Those methods update the Q-function and the policy using data from
a replay buffer D that stores past transitions from previous iterations (Haarnoja et al.,
2018b; Abdolmaleki et al., 2018; Fujimoto et al., 2018). Among those methods Soft Actor
Critic (SAC) (Haarnoja et al., 2018b) has proven a stable and well-performing algorithm
which we will discuss in Section 2.4 in more detail.

2.3. Episode-Based Reinforcement Learning (ERL)

This section summarises the foundations of episode-based reinforcement learning (ERL)
and continues with the discussion of the objective in ERL in Section 2.3.1. We conclude
the discussion on ERL with an overview of ERL methods in Section 2.3.2. In the following,
we take inspiration and follow Deisenroth et al. (2013) for the discussion of this section.

From Section 2.2 it is clear that step-based RL (SRL) algorithms explore by adding noise
sampled from a zero mean and adaptive variance normal distribution to the action in each
time step. This is a convenient exploration strategy, because it is easy to implement and
works well in many tasks, especially with informative per-step reward signals.

18



2.3. Episode-Based Reinforcement Learning (ERL)

Agent

c

R(0,¢) Trajectory-Level
Return
G(rt,c)

Figure 2.2.: Episode-Based Reinforcement Learning (ERL) Loop. At the beginning of each episode,
the agent samples a parameter 0 from the policy 7, (0|c) which fixes the parameters of the deterministic
low-level controller a; = mg(s;) for the whole episode. This low-level controller is used to interact with
the environment until the episode ends resulting in a trajectory z, which is used together with the context
c to obtain a trajectory-level return G(z, ¢). This trajectory-level return assesses the performance of the
parameter 0 in the context ¢ and is therefore referred to as R(, c). Notably, the return G(z, ¢) can have any
structure, e.g., it can be a Markovian return with a fixed horizon T or a non-Markovian return that requires
the whole trajectory 7 to generate an assessment. Together with R(6, c), a new context ¢’ that is coming
from the environment after the episode ends, is returned to the agent. ERL considers the interaction with the
environment together with the evaluation of the parameter 6 as black box, which is why the corresponding
parts are colored in black. The samples used for updating the policy 7, (0|c) in each learning iteration are
summarized as the tuple (c, 0, R), hence, the exploration in ERL is done in the parameter space 0 once at the
beginning of each episode.

However, in step-based RL the exploration in the action and state-space is not time-
correlated and typically not across all degrees of freedom which might lead to suboptimal
and inefficient exploration mainly caused by jerky actions (Raffin et al., 2022; Li et al.,
2024a). Instead of perturbing the actions in each time step, we can perturb the parameters
0 of a deterministic policy 7g(s;) at the beginning of an episode and keep those parameters
fixed for the rest of the finite episode.

Most commonly, Motion Primitives (MPs) (Schaal, 2006; Ijspeert et al., 2013; Paraschos
et al., 2013; Li et al., 2023) are used as the deterministic policy representations. MPs repre-
sent a desired trajectory 79 by a higher level abstraction in the parameter space which
significantly reduces the search space (see Section 2.6.1 for a more detailed description).
This approach implies a time-correlated and smooth exploration on a trajectory level,
which is especially useful in robotics where jerky actions might damage the robot (Raffin
et al., 2022; Li et al., 2024a). Exploring the parameters € of this underlying deterministic
policy my(s;) is referred to as episode-based RL (ERL). Although, ERL methods are not
only restricted to the application of MPs as the deterministic policy 7y representation, this
thesis focuses on MP applications in ERL only (Chapters 3 and 4).
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The interaction loop of an ERL agent is illustrated in Figure 2.2, where we have colored
the right part of this Figure in black to inidicate that ERL treats this part as black box and
is also referred to as black box reinforcement learning approach therefore. This black-box
characteristic allows a flexible structure in the return function and is not restricted to
the Markov property, a feature that allows a more intuitive reward design for achieving
the desired behavior. For example an environment’s return to an agent that is tasked to
jump as high as possible can be defined as the maximum height reached during the whole
episode, which is a non-Markovian return because it requires retrospective information.
This return is more intuitive than a per-step reward such as the height reached at each
time step. These features frame ERL a useful tool for learning versatile skills, which we
show in the Chapters 3 and 4.

In general, ERL defines a context conditioned search distribtuion r,,(60|c) over the pa-
rameters 0 of the deterministic policy 7g(s;), where w are the parameters of the search
distribution. Those parameters of the search distribution are then optimized following the
ERL objective, which we are going to discuss next.

Please note that although in ERL the policy is the deterministic low-level controller
a; = mp(s;), we will refer to the search distribution 7, (0|c) as the policy in the context of
ERL in the reminder of this document, as common in literature.

2.3.1. Episode-Based Reinforcement Learning Objective

The objective for the episode-based RL setting can be formalized as
J(70) = Ep(e) [‘/0 e (0|c) /pg(rlc)G(r, c)drdﬂ] (2.26)
T

= Ep(o) [ /0 74 (0]c)R(6, c)dt‘)], (2.27)

where ¢ € C is a continuous context variable that specifies the task to be solved, e.g. a
position to which an object needs to be moved and is defined by the context distribution
p(c) specified by the environment and is unknown to the agent.

The aforementioned flexible return structure G(z, c) becomes more present in Eq. 2.26.
Here, the optimization problem is independent of the exact definition of G as it is a black
box optimization problem. For example, G(, ¢) can be of Markovian nature with a fixed
horizon T

T
G(t,c) = Z y'r(syapc), (2.28)
t=0

or it can have any non-Markovian structure.

In Eq. 2.26 we have expressed the return G(7, ¢) in terms of the trajectory 7, which is a
useful definition for understanding the quality assessement of a parameter 6. However, we
will use the more common definition of the return as R(0, ¢) in Eq. 2.27 for the reminder
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of this thesis, as it directly illustrates the dependence on the parameters 0 and it is more
compact to write.

One observation the objective in Eq. 2.27 reveals is that ERL treats each context-parameter-
return tuple (0, ¢, R(0, c)) as a sample for updating the parameters w of 7, (80|c). Yet, each
evaluation corresponds to executing the parameter 0 on the system for a whole episode
to obtain the return R(0, c). Because ERL does not make use of the temporal structure
resulting from the interaction with the environment, they are sample inefficient compared
to SRL methods.

2.3.2. Episode-Based Reinforcement Learning Methods

Obtaining a policy 7, (0|c) that maximizes the objective in Eq. 2.27 has been tackled from
different optimization perspectives in the literature. As in the step-based RL setting, the
Policy Gradient approach has been widely researched in the episodic case (Sehnke et al.,
2010). However, as the optimization in Eq. 2.27 is considered as a black box optimization
problem, it also permits using gradient-free stochastic optimization methods that have
been widely used in the context of episode-based RL.

2.3.2.1. Policy Gradient Methods

Similar to the REINFORCE algorithm in the step-based RL setting, the policy gradient
version in the episode-based RL setting can be formulated as

Va,](ﬂa,):/p(c)/ovwﬂw(mc)R(O,c)dOdc (2.29)
:/p(c)/er(0|c)leog7ra,(0|c)R(0,c)d@dc (2.30)
0
N
~ Z V., log 7, (0'|c)R(', ¢). (2.31)
i=0

Following the same motivation as stated in Section 2.2.4.2, we can include a baseline b(c)
to reduce the variance of the gradient estimate in Eq. 2.31. Commonly the pendant to the
value function in the step-based RL setting is used as a baseline, i.e. b(c) = V*(c), where
V(c) = /0 7w (0]c)R(0, c), which leads to the advantage function

A" (0,¢c) =R(0,¢c) — V"(c), (2.32)

and finally to the episode-based policy gradient estimate

N
Vol () % Y Vo logm,(8'|c)A™(6', ¢)). (2.33)
i=0
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The policy gradient in the episode-based RL setting was employed in early works such
as (Peters and Schaal, 2008; Sehnke et al., 2010) and has been extended to the natural
gradient using evolution strategies (ES) (Wierstra et al., 2014). More recently it has been
shown to work well in more complex policy parameterizations 7, (60|c), such as deep
neural networks (Bahl et al., 2020; Otto et al., 2023). Notably, the work by Otto et al. (2023)
has extended the policy gradient approach to the trust-region constrained pendant of the
step-based RL setting (Otto et al., 2021) for deep networks. It optimizes the objective

7o (6]c)

—— A", 0, t. KL . . < v .
”wold(0|0) 4(0,0)] s (7[“’( |C)||7[wold( |C)) € VceC

J(rme) = Ep(c),n%,d(f’IC)
(2.34)

Optimizing the policy gradient objective using a trust region constraint is specifically
important as small changes in the parameter @ usually have a big impact on the result
and therefore, the policy change should be constrained during updates (Otto et al., 2023).
This optimization approach is particularly relevant to this thesis, as it is used in Chapter 4
to optimize single experts for learning versatile skills.

Later works have extended the policy gradient approach to use segments of the trajectory
7 for improved sample efficiency (Li et al., 2024a) and further introduced off-policy updates
(Li et al., 2025).

2.3.2.2. Gradient-Free Methods

Trust-Region Based Methods. Similar to the trust-region based policy gradient approach
(Otto et al., 2023), Contextual Relative Entropy Policy Search (CREPS) (Kupcsik et al., 2013;
Daniel et al., 2012) proposes optimizing a trust-region constrained optimization problem

rrjlfax‘/‘p(c)/nw(elc)R(O,c)dec (2.35)
s.t. Ep(e) [KL (er(0|c)||nwold(0|c))] (2.36)
/ m(0|c)dO = 1Vc. (2.37)

The notable difference of this approach to TRPL (Eq. 2.34) is that CREPS does not employ
the trust region constraint for each context ¢ € C as TRPL (see Eq. 2.34) and it does
not rely on a gradient-based approach for finding the optimal policy 7z, (0|c). Instead,
CREPS provides a closed-form solution for the optimal policy 7, (0|c) that follows from
the Lagrangian formulation (Boyd and Vandenberghe, 2004) as

R(6,¢)
7

7, (0|c) o« 14,,,(0]c) exp ( (2.38)

where A is the Lagrangian multiplier to the trust region constraint and V(c) is the value
function for the context c. The optimal Lagrangian multiplier A is given by optimizing
the corresponding dual function. However, this closed-form solution does not permit
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a parametric representation of the policy such that additionally a weighted maximum
likelihood estimation (MLE) needs to be done to fit a parameterized policy. CREPS’ main
drawback is therefore that it is not guaranteed that the new parametric policy obeys the
trust region constraint.

Because of this reason, Abdolmaleki et al. (2015) and Tangkaratt et al. (2017) propose ap-
proximating the numerator in the exponential of Eq. 2.38 using a second order polynomial
model such that a parametric closed form solution for 7,,(6|c) can be obtained. Because
of the second-order model, this method is referred to as Contextual Model Based Relative
Entropy (CMORE) method and has been shown to obtain improved results over CREPS.
It is of particular relevance to this thesis, as it is used in Chapter 3 for learning a linear
expert that can solve multiple tasks. Yet, it is important to note that CMORE is restricted
to linear policies and was therefore not used in Chapter 4 for optimizing highly non-linear
policies.

Evolutionary Strategies. Another gradient-free approach for stochastic optimization
problems are methods based on Evolutionary Strategies (ES) (Whitley et al., 1993; Hansen
and Ostermeier, 2001; Igel, 2003; Salimans et al., 2017; Abdolmaleki et al., 2019). However,
these methods are usually hard to apply in the contextual episode-based RL setting as
they do not take the context ¢ into account when evaluating the parameters 6. Hence,
parameters that have returned a good return for one context ¢; might not lead to high
returns for another context ¢, (Otto et al., 2023). A notable difference is contextual CMA-
ES (Abdolmaleki et al., 2019) which is a contextual extension of the CMA-ES algorithm
(Hansen and Ostermeier, 2001), but is restricted to linear policies.

2.4. Maximum Entropy Reinforcement Learning

In the well-known fully-observable MDP from Section 2.2.1 and the corresponding RL
objective in Eq. 2.4 the optimal policy 7, (a;|s;) is deterministic (Sutton and Barto, 2018).
However, often times a stochastic policy 7g(a;|s;) that spans a distribution over the possible
actions and simultaneously maximizes the expected return is preferred. The maximum
entropy RL framework provides a principled way to learn such stochastic policies by
augmenting the reward with the entropy of the policy distribution. This objective not
only leads to a distribution over actions but also encodes a notion of controlling the
exploration of the policy within the objective and hence does not require explicit treatment
of exploration, e.g., by adding noise to the action of a deterministic policy (Lillicrap et al.,
2016; Fujimoto et al., 2018) or as in the more common case initializing the policy as a
distribution with high entropy and carefully restricting the information loss per iteration
by additional techniques such as bounding the Kullback Leibler divergence in intermediate
iterations (Kakade, 2001; Schulman et al., 2015, 2017; Otto et al., 2021; Peters et al., 2010).
Additionally, it is shown that optimizing the maximum entropy RL yields robust policies
against perturbations in the reward signal and the environment dynamics (Eysenbach and
Levine, 2022), which is particularly useful in real world situations.
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This thesis heavily relies on the advantages of the maximum entropy RL objective in terms
of exploration for learning versatile and diverse skills, which is why we will present it in
more detail in the following for the step-based and episode-based setting.

2.4.1. Step-Based Maximum Entropy Reinforcement Learning

In the step-based RL setting, the maximum entropy RL objective is defined as

J(70) =By, | D ¥ (r(si,ar) + aH (mo(-Isn)) |, (2:39)
t=0

where @ > 0 is an entropy scaling parameter that controls the trade-off between maxi-
mizing the task reward r(s;, a;) and the entropy H (7g(-|s;)) of the policy. Consequently,
higher « values lead to more exploration, whereas & = 0 recovers the standard RL objective
in Eq. 2.4.

With the entropy-augmented objective in Eq. 2.39, also the state-action value function
Q7 (st,a;) for state s; € S and action a; € A in time step ¢ changes and is defined as the
soft Q-function Q7 . (s, a;) as (Haarnoja et al., 2017)

Q;roft(st’ a;) =r(sp,a;) +Ep,

Z Yo (r(sesk aren) + aH (ﬂe('|5t+k)))] , (2.40)

k=1

and its corresponding soft value function V. (s;) as

1
Voo (st) = alog / eXp(aQsoft(sh a’))da’. (2.41)

The optimal policy that maximizes the maximum entropy RL objective is then given as
the energy-based distribution (Ziebart, 2010; Haarnoja et al., 2017)

. 1

7" (at|s;) = exp (E (ngft(at, St) — V;;ft(st))) . (2.42)
These relations are particularly important in Chapter 5, where a Policy Iteration scheme
for the diffusion-based policy with tailored definitions are derived.

Among the known algorithms that optimize the maximum entropy RL objective in the
continuous state-action domain is Soft Q-Learning (Haarnoja et al., 2017) which leverages
advanced sampling techniques such as Stein variational gradient descent (Wang and
Liu, 2016) to train a sampling network to sample from the optimal energy-based policy
distribution in Eq. 2.42. However, training the sampling network involves importance
sampling which is known to have high variance, especially in high-dimensional tasks
(Messaoud et al., 2024).

Therefore, this framework was extended to a tractable family of parameterized policies
in Soft Actor Critic (SAC) (Haarnoja et al., 2018b) which is among the most well-known
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maximum entropy RL algorithms. SAC learns a soft Q-function Qg (s, a) defined as 2.40 and
is therefore categorized as an off-policy actor-critic method. SAC’s ease of implementation
and great performance has motivated researchers to build upon this algorithm to e.g. scale
the network sizes in RL (Nauman et al., 2024), or improve the performance (Bhatt et al.,
2024) using batch normalization techniques.

In fact, it can be shown that framing the reinforcement learning problem as a probabilistic
inference problem leads to a solution that optimizes the maximum entropy objective
(Levine, 2018). Related to this, works in the field of optimal control have formulated the
optimization problem as an approximate inference problem (Toussaint, 2009; Todorov,
2008; Rawlik et al., 2012), or used the maximum entropy principle to learn the reward
function in the context of inverse reinforcement learning (Ziebart et al., 2008).

In Section 2.7.5 we reformulate the maximum entropy RL objective as approximate in-
ference. This relation has provided us with inspiration from recent advancements in the
field of approximate inference with diffusion models (e.g. (Berner et al., 2024; Richter and
Berner, 2024)) and has led to developping Diffusion-based Maximum Entropy RL (DIME)
in Chapter 5.

2.4.2. Episode-Based Maximum Entropy Reinforcement Learning

The maximum entropy RL objective can also be applied to the episode-based RL setting

J(70) = Ep(e) [/ 7w (0]c)(R(O,¢) + aH (7, (-|c)) dO| . (2.43)

Here, instead of maximizing the entropy of the policy in the raw action space a; as in the
step-based RL case, the entropy of the policy 7, over the parameters 0 is maximized. This
implies that this objective tries to find all possible parameters € that maximize the return
R(0,c). As in Section 2.4.1, the entropy scaling parameter a > 0 controls the trade-off
between maximizing the return and the entropy of the policy.

In Section 2.7.4 we show that the Variational Inference (VI) objective draws parallels to
the maximum entropy RL objective. We build on this observation and leverage techniques
from variational inference (Arenz et al., 2018, 2020; Becker et al., 2020) to optimize Mixture
of Experts (MoE) policies in Sections 3 and 4 for learning diverse and versatile skills on a
trajectory level.

2.5. Advancing Reinforcement Learning using Curriculum
Learning

Numerical continuation methods (Allgower and Georg, 1990) are a class of numerical
methods that try to find the optimal solution of a target function by first optimizing a
smoothed version of the target and then gradually optimizing less smoothed versions of the
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target function using the found solution from the previous iteration. Motivated by these
methods, Bengio et al. (2009) introduced curriculum learning as a learning paradigm that
improves the learning process by presenting the learning agent with a sequence of tasks
that are ordered by their difficulty. Many works have built upon this learning framework
and have shown improved results in various domains where the curriculum was either
defined in the increasing complexity of the model (Karras et al., 2018; Morerio et al., 2017;
Sinha et al., 2020), or in the increasing task complexity (Florensa et al., 2017; Lotter et al.,
2017; Sarafianos et al., 2017). Most commonly those methods expect the curriculum to
be defined beforehand and do not consider the agent to adapt the curriculum during the
learning process. Automatic curriculum adaptation is also known as Self-Paced Learning
and is the more convenient way for the user as it is not required to define the pace of the
difficulty of the tasks.

Self-Paced Learning. Self-Paced Learning is a crucial part of this thesis for acquiring
versatile and diverse skills as discussed in Chapters 3 and 4. More concretely, the methods
presented in the Chapter 3 and 4 take inspiration from the following objective to address
Challenge 2

J(70) = Bay(o) [ / 7w (0]c)R(8,¢)d0 | — KL [, (c)||p(e)] . (2.44)

where the notable difference to the standard episode-based RL objective in Eq. 2.27 is
the difference in the expectation over the context distribution that goes over a learnable
distribution ,, instead of the environment’s context distribution p(c) and the augmented
KL regularization that incentivizes r, to be near to the true distribution p(c) of the
environment. The scaling parameter  controls the trade-off between maximizing the
return and minimizing the KL regularization and can be seen as the hyperparameter that
controls the difficulty of the tasks in the curriculum. Higher f values encourage full
coverage of the true context distribution, i.e. all possible tasks, whereas lower f values
encourage the agent to choose contexts that are easier to solve and lead to higher returns.
This objective was proposed in the work by Klink et al. (2020a) and has shown to work
well in the episode-based RL setting.

Notably, the objective in Eq. 2.44 assumes that the agent can define the task, i.e., which
context ¢ to solve next during training time, which is generally not the case in the standard
RL setting, where the context is defined by the environment. However, intuitively this
assumption makes sense as humans also consider easier tasks first during learning and
transfer their knowledge to harder tasks later on. We therefore, consider this assumption
as reasonable and useful for enabling self-paced learning. During test time, the agent only
observers contexts from the environment’s context distribution p(c).

We take this objective as inspiration in Chapters 3 and 4 and show how we can use
it to learn a per-expert curriculum which successfully covers the whole context space
minimizing the KL augmentation in Eq. 2.44. A more detailed review of curriculum
learning approaches in reinforcement learning is discussed in Chapter 4.
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2.6. Policy Representations

Most commonly, Gaussian parameterized policies in both the step-based and episode-
based RL settings are used to represent the policy mg(a;|s;) and 7, (0|c) respectively. In
both setups, the mean p is a function of the state s;, or context ¢, and is most commonly
parameterized by a neural network. The covariance X is either a learnable matrix, or a
function of the state s;, or context c¢. Gaussian policies are the most common choice for
representing policies as they are easy to implement and have tractable statistics, i.e. their
likelihoods can be evaluated in closed form. Consequently optimizing their parameters is
usually convenient.

However, in some cases, it is beneficial to use more complex policy representations such as
for improved exploration, or, for capturing multi-modality that lead to completely different
behaviors for the same task.

In the following, we first discuss Motion Primitives, a common representation for trajec-
tories used in episode-based RL methods. Subsequently, we discuss two classes of latent
variable models. We start with Mixture of Experts (MoE) models that we leverage as policy
representations in Chapters 3 and 4 to learn versatile and diverse skills, and continue
presenting diffusion-based models that can be seen as discrete latent variable models and
that hold the promise to learn complex and multi-modal policies. In Chapter 5 we show
how diffusion-based policies can be trained in the maximum entropy RL framework.

2.6.1. Motion Primitives

Motion Primitives (MPs). (MPs) are an elegant class of approaches that can represent
the behavior of an agent using a parameterized trajectory in a compact way which is
why they are broadly used in episode-based RL. Depending on the control domain of the
robot, either positions can directly be set as actions, or some tracking controller can be
used to follow the trajectory. MPs successfully abstract a trajectory such that they can
be represented in a lower dimensional space, which significantly reduces the complexity
of the search problem. Additionally, the resulting trajectory is smooth and continuous, a
particularly important property in robotics to avoid jerky actions (Raffin et al., 2022; Li
et al., 2023).

One of the approaches to MPs is Dynamic Movement Primitives (DMPs) (Schaal, 2006;
Ijspeert et al., 2013). Given a parameter §, DMPs generate a trajectory by integrating the
second order differential equation

Y1) = a (Blg—y() —yi(1) + fo(x),  with fo(x) = xp(x)"6, (2.45)

where y = y(t), § = dy/dt, ij = d°y/dt? are the position, velocity, and acceleration of the
system at time step t, g is the goal attractor for the state of the system, @ and f are the spring-
damper constants and y is the time constant that controls the execution speed. By adapting
the parameters 6, the integrated trajectory can be manipulated over the forcing function
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fo(x). The influence of the forcing function is controlled over the exponentially decaying
phase variable x(t) = exp (—a,/yt). Here, ¢(x) are basis functions that are fixed in the
learning process. While DMPs provide an elegant framework for generating trajectories for
any starting position y(0) by definition, they require integrating the differential equation
for each trial of 6, which makes them computationally expensive.

An alternative approach to DMPs are Probabilistic Movement Primitives (ProMPs)
(Paraschos et al., 2013), which provide a probabilistic framework to capture the distribution
over trajectories. Capturing the distribution over trajectories in terms of the parameters
0 is particularly useful in the context of imitation learning where a training set over
trajectories 7 is given. However, in RL this is an uncommon situation, but in contrast to
DMPs, the trajectory generation for a specific realization of the parameter 6 is particularly
convenient through the linear relation

r=¢70, (2.46)

where ¢ are the basis functions over the time steps. This linear relation makes trajec-
tory generation computationally efficient and easy to implement in the context of RL.
A drawback of ProMPs is that they do not provide an intuitive way to start a trajectory
from arbitrary initial positions, requiring careful treatment by e.g. always starting the
trajectory from the origin and adding a difference to the initial state of the system instead of
considering the absolute state trajectory. Nevertheless due to their ease how the trajectory
is generated in Eq. 2.46, we have used ProMPs as a controller parameterization in Chapters
3 and 4.

Finally, Probabilistic Dynamic Movement Primitives (ProDMPs) (Li et al., 2023) unify
the ideas and advantages of both approaches to ProDMPs by pre-calculating expensive
numerical integration in DMPs and leveraging the linear relation of data generation in
ProMPs, where we refer the interested reader to the detailed description in their work by
Li et al. (2023). Important to notice for this thesis is that ProDMPs generate a trajectory
7 similar to the way ProMPs do, but also allow to generate the trajectory from arbitrary
initial conditions and additionally allow learning a goal attractor g which was not possible
in ProMPs and is particularly useful in goal-conditioned RL tasks. We consider ProDMPs
as a controller representation in Chapter 4.

2.6.2. Mixture of Experts
Modeling complex distributions can be done using a superposition of simpler distributions

such as mixture models. The next paragraph is going to discuss mixture models, where
we take inspiration and follow the definitions similar to Bishop (2006).
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Mixture Models. Mixture models provide a principled formalization for the idea of a
superposition of simpler distributions and are categorized into the field of discrete latent
variable models. Formally, a mixture model over a random variable x is defined as

N
p(x) = ) p(o)p(xlo), (2.47)

where 0 = 1,2, ..., N is a discrete latent variable that is the index specifying the compo-
nent of the mixture model, and p(o) is a categorical distribution p(0) = Cat(py, p2, ..., PN)
assigning a probability to each component o. The conditional distribution p(x|o) is the
component distribution. Mixture models are a widely used model for representing complex
distributions because given a sufficiently large number of components N, they can approx-
imate any complex distribution (Bishop, 2006) and they can usually be trained effectively
in parallel. Their easy structure gives room for interpretability, as each component o is
usually responsible for a subset of the data.

Most commonly, the components p(x|o) are parameterized as a Gaussian distribution such
that the model in Eq. 2.47 becomes a Gaussian Mixture Model (GMM).

In Chapter 3 we will use GMMs as a parameterized distribution over the context ¢ to
represent a curriculum. However, we will also consider mixture models as a policy
representation in Chapter 3 and 4, where those chapters refer to the context conditioned
mixture model from Eq. 2.47 as Mixture of Experts (MoE).

Following Eq. 2.47 we can write an MoE distribution over the parameters 0 given a context
c as

N

7, (8]c) = Zﬂ(0|c)7ra,(0|o, o), (2.48)

o=1

where 7 (o|c) is the responsibility given the context ¢ and 7, (0|0, c) is the expert distribu-
tion for the component o given context c. We will consider Gaussian experts

7w (Blo,¢) = N(O|f,,(c), %) (2.49)

with either linear relationship in f,, in Chapter 3, or a non-linear relationship using neural
networks in Chapter 4. In general, we will not write w, to indicate the parameters of
the expert o but simply write @ as it contains all parameters of the whole model and
the discrete latent variable o assigns the respective parameters within w to the expert
distribution 7, (8|o, c).

The responsibility 7(o|c) assigns each expert o a probability for a given c. This probability
measure indicates which expert 7, (8|0, ¢) is responsible for c. The responsibility plays a
major role in learning versatile and diverse skills as will be discussed in detail in Chapter
3.

Discrete latent variable models such as MoEs can be used to approximate complex and
untractable distributions. A common approach for optimizing the parameters of the MoE
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is by formulating this approximate inference as an optimization problem. In Section
2.7 we present the general objective for optimizing MoEs in the context of approximate
inference and discuss parallels to the episode-based maximum entropy RL objective (Section
2.4.2) which we leverage to optimize MoE policies in Chapter 3 and 4. In these chapters
each expert of the MoE policy represents a skill using contextualized Motion Primitive
Parameters (Section 2.6.1).

2.6.3. Diffusion Models

Diffusion models are continuous-time stochastic processes (Song et al., 2021). A general
stochastic differential equation (SDE) on the time interval [0, T

XmL = g(Xt)dt + O'tdBt (250)

describes the path of the random variable x; over time ¢, where g : RY x [0, T] — R4
is the drift term, o : [0,T] — R* is the diffusion coefficient and (B;);c[o,r] is @ Brownian
motion. The goal is to find a suitable g and o together with a suitable initial condition x7
such that the final distribution of x¢ approximates a target distribution p(x¢) (Berner et al.,
2024).

Various variants of diffusion models together with a suitable optimization scheme have
been proposed in the literature (Song et al., 2021; Vargas et al., 2024; Richter and Berner,
2024; Blessing et al., 2025a,b; Vargas et al., 2023). We refer the interested reader to the
survey by Blessing et al. (2024).

In this thesis, we consider Denoising Diffusion Models, where a forward, or noising process
is given by the Ornstein-Uhlenbeck (OU) process (Sarkka and Solin, 2019)

dXt = —ﬁtxtdt + nv Z,BtdBts Xp ~ p(XO), (251)

with the diffusion coefficient #: [0,T] — R*, Brownian motion (B, );c[o 1], and a target
distribution p(x,). We refer to the marginal density of this forward process at time step
t as p;. This process is referred to as noising process because for a suitable f3, the initial
distribution pr(x7) ~ N(0,n%I) is approximately a zero-mean Gaussian distribution.

The corresponding time-reversal, or backward generative process to the process in Eq. 2.51
is given by the SDE

dXt = (—ﬁtxtdt - ZUzﬁtV logﬁt(xt)) + ny ZﬁtdBt, XT ~ N(O, 772[), (252)

which starts at time step T and runs backward in time (Anderson, 1982), and the marginal
density of this backward process at time step ¢ is defined as p,. This process is referred to
as the time-reversal process because the marginal densities of the processes in Equations
2.51 and 2.52 at time t align, i.e. p; = p, V¢ € [0,T].

Therefore, first sampling x7 ~ N (0, 7°I) and simulating the process in Eq. 2.52 generates
samples from the target distribution p(x,). However, most commonly, (V log p; (X¢))re[o.1]
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are not known, requiring an approximation of the score function V log p;(x;), which then
needs to be trained using a suitable optimization scheme. In supervised learning settings,
samples of the target distribution p(x) are available, which can be used to train the score
function using a score matching objective (Song et al., 2021). Yet in the context of RL, the
target distribution is not known and requires generating those samples with the current
policy. However, this process requires further formulations for a tractable objecive.

While learning of a parameterized function fte as an approximation for the score V log p;(x;)
in continuous time is considered in the approximate inference literature (Berner et al.,
2024; Nusken et al., 2024), this thesis focuses on the discrete-time formulation in Chapter
5 which is more accessible to the RL community as it does not require knowledge in
stochastic calculus.

As detailed in Chapter 5, the SDEs in Equations 2.51 and 2.52 can be discretized using the
Euler-Maruyama method (Sarkka and Solin, 2019), that lead to the joint distributions of
the noising and denoising process as

N-1
Bon (x™N) = Fo(x) [ | Brvain 6 [x") (2.53)
n=0
N
o G™N) = Py ) [ | Do 71, (2.54)
n=1

where ﬁn+1(x"+l|x”) and ﬁn_1|n(x”_1|x”) are Gaussian kernels that follow from the dis-
cretization of the SDEs in Equations 2.51 and 2.52 using the Euler-Maruyama method (see
Section 5.4). We refer to the time step of the marginal distribution as a subscript and the
time step of the random variable as a superscript.

With the discretization of the SDEs, we can interpret the marginal distribution of the
backward diffusion process as a continuous latent variable model

po(x°) = / Pon (X" N)ax"Y, (2.55)

where the latent variables are the time-discretized random variables x'*.

Similar to discrete latent variable models such as MoEs (Section 2.6.2), continuous latent
variable models can be optimized by formulating approximate inference as an optimization
problem. In Section 2.7 we present the general objective for optimizing diffusion models
in the context of approximate inference and discuss parallels to the step-based maximum
entropy RL objective which we leverage to optimize diffusion policies in Chapter 5.

Please note that an extension to conditional diffusion models as considiered in RL and in
this thesis is straightforward by conditioning the marginal distributions on a state s. The
corresponding notation is introduced in Chapter 5 in Section 5.3.2.
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2.7. Optimizing Latent Variable Models via Variational
Inference

In this thesis we propose reinforcement learning (RL) methods to optimize Mixture of
Experts (MoEs) and diffusion-based policies for learning versatile skills using the maximum
entropy RL objective for episode-based RL (ERL) and step-based RL (SRL) respectively.
Those methods take inspiration from the Variational Inference (VI) literature, in which
approximate inference is framed as an optimization problem (Murphy, 2012) and has tight
connections to the maximum entropy RL objective. Therefore, this section aims to give
an overview of the connection of the VI objective to the maximum entropy RL objective.
For presenting the following section, we take inspiration and follow Bishop (2006) and
Murphy (2012).

Variational Inference seeks to optimize the parameters of a tractable distribution p(x) such
that a target distribution q(x) is approximated. The target distribution is intractable and
unknown, but it is assumed that samples x can be evaluated on the unnormalized target
density g(x). While any distance and divergence measure D(p(x)||g(x)) can be used as
objective, the reverse Kullback-Leibler (KL) divergence (Kullback and Leibler, 1951) is from
particular interest for this thesis. Using the KL, the objective is defined as

arg min KL (p(x)||q(x)) —argmm/p(x) logp( )dx (2.56)
p(x) p(x) ( )

Because the target distribution can be evaluated on samples x up to the normalizing
constant Z, the objective is rewritten as

argmin KL (p(x)]|q(x)) = arg mm / p(x) log dx +log Z, (2.57)
p(x)
where log Z is independent of x and can be ignored in the optimization therefore.

Similarly, we write the objective for the conditional case as the expected KL

argminE, () [KL (p(x[c)||q(x[c))] = argminE, ) [/p(x|c) log pE || ; X], (2.58)
p(xlc) p(x]c)

where c is a context to the system. Following the same reasoning as for the marginal case,
the target distribution g(x|c) can be evaluated up to a normalizing constant Z(c), leading
to the objective

a;g(xrlrcl)in]Ep(C) [/ p(x|c) log Zg:g dx + log Z(c)] ) (2.59)

By observing that log Z(c) is independent of x, we can ignore it during the optimization.
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2.7.1. Variational Inference for Latent Variable Models

Simply inserting a latent variable model pg(x) = f po(x, z)dz into the Objective in Eq.
2.56 results in an objective that is not straightforward to optimize because the integral
over the latent variable appears in the logarithm (Bishop, 2006; Arenz et al., 2018).

Instead, the chain rule for the KL divergence (Cover, 1999) can be used to rewrite the
objective as

KL (po(x)1lg(x)) = KL (po(x,2)|194 (%, 2)) = Epyx) [KL (po(zl%)llgg(zlx))].  (2.60)

L(6.9) J(¢.0)

which introduces the KL between the joint distributions pg(x,z) and g4(x, z) and the
expected KL over the posterior distributions pg(z|x) and g¢(z|x), where g4(z|x) is also
referred to as the variational distribution. Note that the joint distribution g4 (x, z) still
relates to the target distribution q(x) by

¢ (%, 2) = q¢(z[x)q(x). (2.61)

The optimization of the objective in Eq. 2.56 is tractable and can be done in an Expectation-
Maximization (EM) like scheme (Dempster et al., 1977).

In the M-step, the parameters ¢ are fixed and the parameters 0 of the latent variable model
po(x) are optimized by

0;+1 = argmin £(0, o), (2.62)
0

and in the E-step, the parameters 6 are fixed and the parameters ¢ of the variational
distribution g4 (z|x) are optimized by

¢i+1 = arg mll’lj(¢, 0(1))a (263)
¢

where i denotes the iteration of the optimization.

2.7.2. Variational Inference for Mixture Models

For discrete latent variable models such as Mixture of Experts (MoEs) (Section 2.6.2),
the latent variable model pg(x) from Section 2.7.1 becomes pg(x) = Z(I)\ilpg(x, 0) =
>N pe(x]0)pe(0) as defined in Eq. 2.47 ,where the latent variable z is renamed to o to
better reflect the option, or component.

The optimization follows the same scheme as from Section 2.7.1, but the E-step can now
be calculated in closed form. By observing that the KL divergence J is minimal when
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the arguments are equal, it is obvious that the optimal variational distribution gg(o|x) is
given by the posterior pg(o|x)

P (x|0)pg (0)
Zf)vzl Po (X[0)py (0)

gt (0]X) = pyin (0]x) = (2.64)

This optimization is also proposed in the work by Arenz et al. (2018, 2020), where the
optimization of a Gaussian Mixture Modell (GMM) is framed as a policy search problem. In
Chapter 3 we take inspiration from this work and extend it to optimizing contextual Mixture
of Experts (MoE) policies, but additionally augment the optimization with automatic
curriculum learning (Section 2.5).

2.7.3. Variational Inference for Diffusion Models

For the Denoising Diffusion Model from Section 2.6.3, the latent variable model pg(x)
from Section 2.7.1 is given by pg(x) = f ﬁg: ~(X®N)dx,.y, where the latent variable z is
renamed to x;.y to reflect the time-discretized random variables and the actual variable x
is given by x. Please note that we have abused the notation and used a superscript 0 in
the backward process 53: ~ (x*N) to indicate that the backward process 1500: N (x*N) contains
the parameters 0 of the approximated score model that we seek to optimize.

As the noising process po.n (x"N) starts at the target distribution g(x,), the marginal distri-
butions at n > 0 are a well suited choice for the variational distribution g4 (x1.x|x"), which
is justified as the variational distribution is free to choose. Hence, the joint distribution
qe(x,z) from Section 2.7.1 in Eq. 2.60 is given by Go.nv(x*V), where we have restated the
joint forward distribution p to g, to align with the notation in the decomposed objective
in Eq. 2.60.

Additionally, as the noising process Go.y(x"") is an Ornstein-Uhlenbeck process, it does
not have learnable parameters ¢, and defines the optimal kernels at each diffusion step
already. This reduces the optimization of the diffusion model to only the M-step

arg min KL (Pox ™)1 1Gow () (2.65)

- in B log fy (x) Nl PO ) 1 0 2.66
=argmin Bgo o) og pn(x +Z°gq,,|,,_l(xn|x"—1)_qu(x)’ (2.66)

n=1
where we have abused the notation and used a superscript € in the backward process
1309; ~(x%N) to indicate that the parameters 6 are optimized.

Optimizing the denoising diffusion model under this objective was proposed in the time-
continuous setting by Richter and Berner (2024) and written in the time-discrete setting
for example by Blessing et al. (2024). We take inspiration from this objective and propose
optimizing a diffusion-based policy in the maximum entropy RL setting for the step-
based RL case in Chapter 5, where we adapt the Policy Iteration scheme for the entropy
augmented objective tailored to the diffusion model.
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2.7.4. Connection to Episode-Based Maximum Entropy RL

It is easily observable that maximizing the maximum entropy episode-based reinforcement
learning Objective in Eq. 2.43 is equivalent to minimizing the KL divergence

exp (R(0,¢)/a) )]

(2.67)

L(w) = Ep(e) [KL (ﬂm(elc) 700

where Z(c) is the (unknown) partition function that is independent of 8 and can be
neglected in the optimization therefore. Comparing this objective to the conditional
variational inference Objective in Eq. 2.58 we can see that the Eq. 2.67 has the same
structure as Eq. 2.58 where the target distribution g(x|c) is given by %. This
relation draws parallels of the episode-based maximum entropy RL setting to the variational

inference problem.

2.7.5. Connection to Step-Based Maximum Entropy RL

Recall the optimal policy for the step-based maximum entropy RL objective from Section
2.4.1is given by

7" (as]s;) = exp (1 (Q;T()ft(ata St) — V;;ft(st))) . (2.68)

a
The underlying objective to this optimal policy is given by

L(0) = Es-(s) [KL (ng(a|s)

(exp (O (s,2) /) /z<s>))] | (269)

with Z(s) = f exp (Qsoft (s, a) /) da being the partition function that is independent
of a. Comparing this objective to the variational inference objective in Eq. 2.58 we
observe that Eq. 2.69 has the same structure where the target distribution q(x|c) becomes

T

exp (Qsoft(s, a)/ oc) /Z(s). Yet, when calculating the optimal 7* to the objective in Eq. 2.69,
the solution is different from the one in Eq.2.68

7*(als) = exp ((Q% (s, a)/a)) /Z(s). (2.70)

However, by noting that V*

7 (s) = alog Z(s) (see Eq. 2.41 in Section 2.4.1), we can rewrite
this solution as

* 1 J T
7" (als) = exp ((E (Qsoﬁ(s, a) — Vsoft(s)))), (2.71)
which is the same as the optimal policy in Eq. 2.68.

This relates the step-based maximum entropy RL objective to the variational inference
problem, allowing us to take inspiration from the approximate inference with diffusion
models literature.
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2.8. Mutual Information Based Skill Discovery

In this thesis we consider discovering versatile skills that can solve a task in a variety of
ways. As mentioned earlier in Section 2.2, the task is encoded in the reward function which
we aim to maximize. However, there is also a field of research that considers discovering
skills in the absence of a reward function. Here, usually the goal is to discriminate the
states s into different skills that are encoded using a latent variable z. Most commonly,
the mutual information between the latent variable and the state is maximized to obtain
distinct skills

I(zs) = / p(z,5) log ’(’ () ())dzds (2.72)
=H(p(z)) — Epes) [H(p(zls))] (2.73)
=H(p(s)) —Ep [H(p(s|2))] . (2.74)

Eq. 2.73 reveals the intuition of the mutual information. A high value for the mutual
information indicates that the state s leads to less uncertainty in z on average, as the
expected entropy E, ) [H (p(zls))] is small, whereas a small value indicates that the
uncertainty over z is high and hence, observing s does not lead to much information about
z. We can summarize that the mutual information encodes a measure on the uncertainty of
a random variable z given another random variable s. Due to the symmetry of the mutual
information, this relation applies to the reverse case in Eq. 2.74 too.

Many methods in unsupervised skill discovery proposed in the literature base their objec-
tive on the mutual information (Laskin et al., 2021; Eysenbach et al., 2019; Campos et al.,
2020; Lee et al., 2019; Liu and Abbeel, 2021). Most often, the mutual information between
the states s or the trajectories 7 and the skills z is considered. Yet, most commonly these
methods rely on the varational formulation of the mutual information that provides a
tractable lower bound to the Eq. 2.73. This lower bound is required because the posterior
in the expectation E, ) [H (p(z[s))] can not be evaluated. Instead, the lower bound allows
to optimize a parameterized approximation pg(z|s) that can be evaluated (Eysenbach et al.,
2019).

While the mutual information is an interesting objective for discovering distinct skills, it
does not consider specific task rewards and hence these methods can learn a set of skills
that are not useful for solving a specific task. Therefore, they usually choose a specific skill
to solve a downstream task after discovering as many different skills as possible without
a reward function. Instead, in this thesis we are interested in disocvering versatile skills
that can solve a given task, instead of discovering skills in an unsupervised manner.
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using Local Mixture of Experts

In this chapter we aim to address the Challenges 1, and 2, which we state in a concise version
below.

Mixture of Experts (MoE) models are particularly well-suited for acquiring versatile skills,
as they can represent arbitrary complex distributions with a sufficient number of experts
(Bishop, 2006). In the following, we consider MoEs with linear experts as policy represen-
tations, where each expert is a contextualized motion primitive. Additionally, we extend
the model with a context distribution that is composed of per-expert context distributions
that allow each expert to shape its own curriculum in the context space. The training
of the resulting MoE policy is based on the curriculum augmented maximum entropy
episode-based reinforcement learning (ERL) objective (Sections 2.4.2 and 2.5).

Simply updating the MoE policy with the maximum entropy objective is challenging, as
the entropy term of the mixture model hinders the training of the experts independently
(Bishop, 2006; Arenz et al., 2018). Inspired by previous work on variational inference
(Arenz et al., 2018, 2020), this work tackles this problem by decomposing the maximum
entropy objective for ERL into an individual lower bound that allows optimizing each
expert independently. The resulting per-expert lower bound has a per-expert entropy
bonus that encourages the experts to cover as much as possible of the motion-primitive’s
parameter space while maximizing the expected return. Additional reward augmentations
that naturally arise through the decomposition of the objective ensure that the experts
discover different modes of the parameter space incentivizing them to learn versatile
behaviors. Hence, the decomposition for MoE policies addresses Challenge 1.

This decomposition of the objective into per-expert lower bounds naturally also provides an
individual objective for updating the per-expert context distribution in a higher hierarchy.
The per-expert context distribution is parameterized as a Gaussian and allows each expert
to shape their own curriculum in the context space by favoring contexts from regions that
are easier to solve for this expert during training, thereby allowing to become an expert in
the respective local context region. Once the current contexts are solved reliably, the per-
expert context distribution is incentivized to increase its entropy, thereby covering more
of the context space. This incentive is provided by an entropy bonus for the per-expert
context distribution that emerges from the lower bound, alongside an augmented term
that punishes the current per-expert context distribution if it occupies a region that is
already covered by another expert. The per-expert context distribution is a key component
to address the second challenge (Challenge 2) because if each expert would have been
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forced to cover the entire context space, the few experts that are performing better would
dominate the MoE model, because RL increases the likelihood of choosing decisions that
yield a higher return. Consequently, the MoE model discards the other experts, which leads
to a mode collapse (Bacon et al., 2017) and prevents learning versatile skills. Automatic
curriculum learning prevents this mode collapse.

The aforementioned decomposition of the objective and the automatic curriculum shaping
using the per-expert context distribution address the Challenges 1 and 2 from Section 1.1,
which is restated in a shorter version for the convenience of the reader in the following.

Challenge 1 (concise): Representation and Training of Multimodal Policies. Discovering
versatile skills in reinforcement learning (RL) with multimodal policy representations
such as Mixture of Experts (MoEs) models, requires novel RL algorithms that train these
expressive policies efficiently and explicitly encourage the exploration of different modes.

Challenge 2 (concise): Retaining Multimodalities. Modes that yield higher returns earlier
during the reinforcement learning (RL) training process might dominate the policy, leading
to an overrepresentation of these modes and therefore to a collapse of the other modes.
This mode collapse prevents learning versatile skills and needs to be addressed.

The following work was published as Specializing Versatile Skill Libraries using Local
Mixture of Experts (Onur Celik, Dongzhuoran Zhou, Ge Li, Philipp Becker, Gerhard Neumann
2021) in the 5th Conference on Robot Learning, CoRL 2021. Reprinted with permission of the
authors. Wording, notation and formulations were revised in several places.

3.1. Introduction

Human motor skills are precise and versatile, which allows us to perform motor tasks
in different ways while achieving a consistent movement quality. For example, when
playing table tennis, we can hit the ball in various ways while still targeting a specific
landing point of the ball on the opponent’s side of the table. Another example is grasping
an object which lies behind an obstacle. We can grasp even small objects precisely with
different grasp types while avoiding the obstacle. Such versatile skills are crucial if we
want to employ robots in unstructured and dynamically changing environments. Such
skills, often represented as movement primitives, were already successfully learned for
challenging robot learning tasks, e.g., the ball-in-a-cup (Kober and Peters, 2014; Klink et al.,
2020a) task, by a variety of policy search algorithms (Deisenroth et al., 2013). Yet, most of
these algorithms cannot find multiple, versatile, and precise solutions to the multi-modal
solution space, as they usually assume a Gaussian policy (Abdolmaleki et al., 2019; Klink
et al., 2020a; Deisenroth et al., 2013; Kupcsik et al., 2013).

In this paper, we model versatile behavior with contextual skill libraries of motion primi-
tives (Paraschos et al., 2013; Ijspeert et al., 2002), formalized by Mixtures of Experts (MoEs).
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Here the context defines task properties, e.g., reaching different goal positions or different
friction parameters of an object to manipulate (Kupcsik et al., 2013). Our goal is to learn
versatile skills, i.e., different movement styles to solve a given context. Given a context, the
MOoE first selects an expert, i.e., a motion primitive, to execute. Subsequently, the expert
adjusts the primitive’s parameters and a controller executes the primitive. Such models are
already commonly used (Daniel et al., 2012; End et al., 2017). Yet, the quality and versatility
of the learned skill libraries remain limited using existing algorithms. Most algorithms are
based on expectation-maximization (EM) (Dempster et al., 1977; Bishop, 2006) techniques
(Daniel et al., 2012), and suffer from local optima and mode averaging (Bishop, 2006) which
prevents the single experts from specializing in a local context region. Moreover, existing
algorithms (Daniel et al., 2012; End et al., 2017) do not explicitly optimize the versatility of
the library. Hence, they often yield degenerated libraries with only a single movement
style. We propose a new objective for learning contextual, precise, and versatile MoE
models based on a maximum entropy formulation. We also introduce a learnable context
distribution, which provides a curriculum for each expert of the MoE model. We use a
variational lower bound (Arenz et al., 2018) to decompose the objective into individual
updates for the experts and their related local context distributions, allowing the experts
to specialize in local regions of the context space and preventing mode averaging. Due to
the curriculum, the MoE does not have to cover the whole context space during training,
which prevents the averaging effects that negatively affect most other approaches. Yet,
not covering the whole context space leads to poor performance for some contexts, which
is also undesirable. Thus, we introduce a heuristic-free mechanism to add new experts
during training until the whole context space is covered. Hence our algorithm provides
a modular approach that learns highly precise and versatile skills that cover the whole
context space.

We evaluate our approach in a simulated beer pong and a table tennis environment. Both
environments allow different motion styles to solve the tasks, which are discovered by our
algorithm. Moreover, we present ablation studies showing the importance of the single
elements and hyperparameters of our algorithm.

3.2. Related Work

Contextual Episodic Policy Search. Episodic policy search (Deisenroth et al., 2013)
aims at maximizing the expected return by optimizing the parameters 6 of a controller,
e.g., a motion primitive (Schaal et al., 2005; Paraschos et al., 2013). Most approaches use
a stochastic search distribution 7(0) over the parameter space and aim to optimize the
expected return under this search distribution (Deisenroth et al., 2013), i.e.,

E, e [R(0)],
I}rl(%gc 0)[R(0)]

where R(0) = ), r; is the summed reward over a whole episode obtained when executing
controller parameter 6. As it is common in the literature, we will denote 7(0) as our
policy even though it only indirectly chooses the control actions of the agent by selecting
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the controller parameters 6. Different optimization schemes such as policy gradients
(Sehnke et al., 2010), natural gradients (Wierstra et al., 2014), stochastic search strategies
(Hansen and Ostermeier, 2001; Mannor et al., 2003) or trust-region optimization techniques
(Daniel et al., 2012; Abdolmaleki et al., 2015) have been used. Researchers extended these
approaches to the contextual setting (Tangkaratt et al., 2017; Abdolmaleki et al., 2019),
where the search distribution 7 (0|c) now depends on a context vector ¢ which describes
the task, e.g., a goal location to reach. The contextual objective is typically formalized as

max Ey(o) [Ex(oie) [R(6,0)]],

where p(c) is the given distribution over context vector and the rewards now also depends
on the context. Klink et al. (2020a) introduce a curriculum into contextual policy search.
By having an adaptable distribution over the contexts, they allow the agent to concentrate
on easy-to-solve contexts first and then generalize to the whole context space. We refer the
reader to Section 2.3 for an in-depth discussion of episode-based reinforcement learning.

Versatile Skill Learning. The Hierarchical Relative Entropy Policy Search (HiREPS)
algorithm (Daniel et al., 2012) extends the classical Relative Entropy Policy Search (REPS)
approach (Peters et al., 2010) to MoEs, which allows learning versatile skills in a contextual
episodic policy search setting. In a similar approach, Layered Direct Policy Search (LaDiPS)
(End et al.,, 2017) also uses MoE policies, but builds on Model-Based Relative Entropy
Policy Search (MORE) (Abdolmaleki et al., 2015) instead of REPS. Both HiREPS and LaDiPS
address the same problems as our approach, yet there are also considerable differences. First,
HiREPS jointly optimizes the whole mixture model and introduces an additional constraint,
which bounds the entropy loss of the responsibilities in each iteration. This constraint
is crucial for obtaining versatile and well-performing solutions. LaDiPS uses separate
updates for the different parts of the mixture but also relies on additional constraints,
where the entropy of the gating is lower bounded with a constant value. In contrast, for
our approach, the objective and separate updates of the individual mixture parts follow
naturally from the maximum entropy formulation. Second, neither HiREPS nor LaDiPS
uses a curriculum for training. Thus, in both approaches, the MoE always has to cover the
whole context space and, hence, the components cannot specialize.

Variational Inference. Our work is also related to several recent advances in variational
inference (Arenz et al., 2018, 2020; Becker et al., 2020). It is well known that maximum
entropy RL is equivalent to inference in an appropriate probabilistic model (Levine, 2018).
Similar to previous works (Neumann et al., 2011; Haarnoja et al., 2018b), we exploit this
relation and draw inspiration from recent research into variational inference and density
estimation for Gaussian mixture models and MoEs (Arenz et al., 2018, 2020; Becker et al.,
2020). We reformulate the lower bound objectives introduced in those approaches for
our maximum entropy RL setting and extend them with a curriculum for the mixture
components.

Related Step-Based Approaches. In the step-based setting, the policy does not learn
a function from contexts to parameters of an episodic controller but directly maps from
system states to actions and the policy updates are performed with the information from
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3.3. Specializing Versatile Mixture of Expert Models

each time-step. Practitioners often use deep neural networks to parameterize step-based
policies, giving rise to the field of deep RL. In this context, versatile policy learning is
also a very active research area (Eysenbach et al., 2019; Kumar et al., 2020; Osa et al.,
2021; Campos et al., 2020). These approaches use a similar MoE model where the mixture
component is only chosen at the beginning of an episode. Yet, the component is chosen
randomly without conditioning on a context or state variable. Moreover, these approaches
reformulate a mutual information based objective into a maximum entropy objective while
we develop a more direct maximum entropy maximization.

Curriculum Learning. Researchers also worked on introducing curricula into deep RL.
In a first approach Ghosh et al. (2018) proposed partitioning the initial state distribution
using clustering. They then learn individual policies for each partition while keeping the
partitioning fixed. Strictly, this is not a curriculum as the partitioning is not adjusted,
yet it still allows specialization of the individual policies in different regions of the state
space. To automatically generate and adapt a curriculum for deep RL approaches, Klink
et al. (2020b) extended their approach from the episodic setting (Klink et al., 2020a) to
the step-based setting. Yet, neither of these approaches addresses versatility. While we
follow an episode-based approach, both methodologies have their benefits and limitations
(Deisenroth et al., 2013) which are, however, not the focus of this paper. We offer further
discussion and quantitative comparison to a step-based approach for a common benchmark
in the experiments, therefore.

Options. A related hierarchical approach is the options framework (Sutton et al., 1999b;
Bacon et al,, 2017; Riemer et al., 2018). The options framework extends the standard MDP
to a semi-MDP to include a temporal abstraction of low-level control policies. Given
a termination condition, the executed low-level policy can be terminated and another
can be turned on. Our policy structure can be seen as a simplification of the options
framework where the option is only selected at the beginning of each episode. Yet, the
options framework does not explicitly address learning versatile skills.

3.3. Specializing Versatile Mixture of Expert Models

To allow versatile solutions, we employ a Mixture of Experts (MoE) model as policy
representation which is given as 7(0|c) = }, 7(o|c)z(0|c, 0), where 7 (o|c) is the gating
distribution, assigning a probability to expert o given the context ¢ and 7(0|c, 0) is the
expert distribution for expert o, which adapts the motion primitive’s parameters 6 to the
given context c. In this section, we derive a lower bound to optimize each expert and its
corresponding context distribution independently. In order to implement a curriculum
over the context ¢, we also introduce a learned context distribution 7 (c) = ., 7(clo)z (o),
which is also a mixture model specified by the per-expert context distribution 7 (c|o) and
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the expert weights 7(0). By applying Bayes’ Rule to replace the gating distribution 7 (o|c),
we can now rewrite the general mixture of experts model as

7 (c)

mp(0lc) = 3 2l g1 o) (3.1)

where w contains the learnable parameters of each expert 7(0|c, 0), per-expert context
distribution 7(c|o) and the gating distribution 7z (0). This policy definition allows each
expert o to adjust its curriculum by explicitly optimizing for 7, (c|o) (Section 3.3.3) and thus
concentrating on a local region in the context space. We model the experts 7,,(0|c,0) as a
linear conditional Gaussian distribution and the per-expert context distribution 7, (c|o) as
a Gaussian. The prior weights 7(0) define a categorical distribution.

To keep notation uncluttered, we do not write the subscript w to indicate the learnable
parameters of a distribution throughout the next sections, but we simply denote every
probability distribution which is adaptable through the optimization process with 7 as it is
part of our policy 7(0|c). Furthermore we show the full derivations for the next sections
in the Appendix A.1.

3.3.1. Maximum Entropy Skill Learning with Curriculum

We consider a maximum entropy objective (Ziebart, 2010; Levine, 2018) for episodic policy
search, i.e.,

max Ep(o) [Er(ole) [R(c, 0)] + aH [7(0]c)]], (3.2)

where p(c) is the task specific context distribution, R(c, @) is the reward function,
H(xz(0|c)) = —/9 7(0|c)log 7(0]c)dO the entropy and 7 (6|c) is our MoE model. The
reward maximization enforces preciseness while the entropy bonus enforces versatility.
However, the standard maximum entropy objective does not allow each mixture expert to
create its own curriculum, since an optimization over the per-expert context distributions
n(clo) is not given. Inspired by the work from Klink et al. (2020a), we extend and modify
the objective to

max Exo [Bxop [R(e. 0)] + aH [x(0l0)]] - KL (x(c) | p(c)),  (33)

where « and f are scaling parameters, H(z(0|c)) = - fe 7(0|c)log 7(0|c)dO is the entropy

and KL (7(c) || p(c)) = /c 7(c)log ZEE)) dc denotes the KL-divergence. Note the difference
in the optimization variables compared to Eq. 3.2. The Kullback-Leibler (KL) term ensures
that the context distribution 7z (c) is close to the task specific context distribution p(c) while
7(c) can choose to have low probability in regions of the context space where the MoE
model is performing poorly. Note that this objective is similar to the negative I-projection
of the joint distribution 7 (c, 0) used in variational inference. Here, we also exploit the

properties of the I-projection for learning the context distribution — the I-projection is
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mode seeking instead of mode-averaging and therefore allows for specialization on a local
context area. Yet, the given objective is difficult to optimize for mixture models as the
sum over the mixture experts is appearing inside the log terms of the entropy and the KL.
However, similar to Arenz et al. (2018), we can replace 7(0|c) in Objective 3.3 with our
mixture model and apply Bayes theorem to arrive at

augmented reward for expert o augmented reward for context distributions

ggg{)Eﬂ(o),ﬂ(do) [Eﬂ'(0|c,0) [R(c, 0) + alog n(o|c, 0)] + PBlogp(c) + (f — a) log z(o]|c)
(3.4)
+ aBr(o)n(clo) [H [7(0lc,0)] |+ BEro) [H[7z(clo)] |+ pH[7x(0)].

The exact derivations are given in the Appendix A.1. Note that Eq. 3.4 is equivalent to
Eq. 3.3, yet, instead of the entropy for the whole mixture model, it now contains en-
tropy terms for each hierarchy layer of the MoE model, i.e., H [7(0|c,0)], H[7(c|o)] and
H [7(0)], which are much simpler to compute. We also introduced log responsibilities
r(o|c,0) = m(O|c,0)xm(o|c)/7x(0]c) and 7 (o|c) = 7 (c|o)x(0)/x(c), occurring in the aug-
mented rewards. They return a high negative reward for expert o, if the context-parameter
pair (c, 0) or the context sample c is already covered by another expert, pushing the expert
to uncovered regions of the parameter space or context space respectively. Yet, the regions
for the experts will still overlap due the entropy bonuses for 7 (0|c, 0) and 7(c|o). Without
this reward augmentation, each expert could be optimized completely independently in
Eq. 3.4 using a maximum entropy objective. However, in this case, all experts would
concentrate on learning the best solution irrespective of whether this solution has already
been covered by another expert. Yet, the log responsibilities still hinder us from optimizing
each expert 7(0|c, 0) and its corresponding per-expert context distribution 7 (c|o) inde-
pendently, since the sum over o from the mixture models 7 (c), 7(0|c) respectively appears
in the log term. In the following sections we show, how we can overcome this limitation
by introducing a lower bound inspired by variational inference (Arenz et al., 2018). As we
consider each possible context as equally important, p(c) is assumed uniformly distributed
in a given interval in the following and thus, can be neglected in the objective.

3.3.2. Lower-Bound Decomposition for Expert Distributions

In order to maximize the Objective in Eq. 3.4 for each expert 7(0|c, 0) individually, we
can first extract the terms which only depend on 7(8|c, 0) for a specific o as

”I(%?gé)En(clo),ﬂ(GIC,o) [R(c,0) + 10g n(olc, 0)] + aEn(clo) [H[z(0]c,0)]]. (3.5)

The responsibilities are still hindering us to optimize each expert 7(0|c, 0) independently.
However, similar to Arenz et al. (2018), we can obtain a tight lower-bound by introducing a
variational distribution 77 (o|c, @) and replacing the responsibilities in Eq. 3.5 with 7 (o|c, 0).
This variational distribution is fixed during the optimization and can be computed accord-
ing to the last policy model allowing us to update each expert independently. It is easy
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to show that after the update of the variational distribution 7 (o|c, @) = 7m,14(0|c, 8), the
introduced lower bound is tight. Please refer to the appendix. The resulting lower bound
is a standard maximum entropy RL objective with an additional reward augmentation
of alog 7(o|c, @) and thus can be optimized with any suitable Policy Search algorithm.
Here we use a maximum-entropy-adjusted version of contextual MORE (Tangkaratt et al.,
2017).

3.3.3. Lower-Bound Decomposition for Context Distributions and Prior
Weights

To update 7(c|o) for a specific o, we extract the relevant terms from Objective 3.4

};?ca';()Eﬂ(do) [Le(0, ¢) + (f — ) log (oc)] + fH (7(clo)), (3.6)

where L;(0,¢) = Ex(g)co) [R(c, 0) + alog 7(o|c, 0)] + aH [7(0]c,0)] corresponds to the
expected augmented maximum entropy objective of expert 7(0|c,0) in context ¢ and
7(o|c) = moa(o]c) is a second variational distribution, which we introduced to be able to
optimize for each 7(c|o) individually. Similarly to the previous section, the objective given
in Eq. 3.6 is a tight lower bound to the original objective where the responsibilities 7 (o|c)
are used instead of 7(o|c). We approximate the integral over € with a single sample, as
we typically only have a single parameter sample per context available. Yet, as we still
have the outer expectation E (|) in Eq. 3.6 which we approximate by multiple context
samples, the whole Monte-Carlo estimation of the expectations is still unbiased and with
low variance. After the optimization step (Eq. 3.6), we obtain the optimal solution 7*(c|o)
and tighten the bound by setting 7(o|c) = 7%(o|c) and 7(o|c, @) = 7" (o|c, @). Again, this
lower bound corresponds to an augmented maximum entropy RL objective and thus, we
can updated it with any suitable policy search method. Like Arenz et al. (2018), we use an
adjusted version of MORE (Abdolmaleki et al., 2015).

Finally, we can formulate the objective for updating the expert weights 7(0), which

resembles a lower bound of the original Objective 3.4 and corresponds to the highest

hierarchy in our update scheme. The objective is given as

max 3" 7(0) [Brceio [Le(0,€) + (B — @) log #(ole)] + H ((clo))] + H.(x(0)). (37)
(o]

which is a maximum entropy RL objective for categorical distributions. Here, we use REPS

(Peters et al., 2010).

To summarize, we split the initial objective in Eq. 3.4 into different hierarchies, allowing us
to optimize the different terms in our mixture model individually. Starting by first updating
the experts 7(0|c, 0) using the maximization problem in Eq. 3.5, we can optimize for the
per-expert context distributions 7 (c|o) with Objective 3.6 after tightening the bound. The
experts 7(0|c, 0) adjust the movement primitive parameters 0 given a context ¢, while the
per-expert context distributions 7 (c|o) ensure that the experts only see context samples
from a local context region. Finally, we update the weight distribution 7(0) using Eq.
3.7.
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Figure 3.1.: Importance of the responsibilities in the augmented rewards and comparison to
HiREPS. A snapshot of the learned policies of the planar reaching task for a 2-dim context space (il-
lustrated in (c) and (f)) by considering log 7(o|c, 8), log 7 (o|c) ((a)+(b)+(c)) and neglecting the auxiliary
distributions ((d)+(f)). In ((a)+(b)+(c)) we can learn more diverse solutions (a) + (b) and cover the whole
2d-context space (c) with different entropy bonuses, whereas the solutions in ((d)+(f)) show nearly the same,
partially invalid solutions by going through the red rectangles (obstacles) (d) and are not able to cover the
whole context space (f) leading to poor generalization performance. The solutions by HiREPS (e) indicate
less versatility compared to the solutions (a) + (b). Note that each color indicates a different expert and the
red dots indicate the 6 chosen context vectors used for sampling.

Algorithmic Details and Addition of Experts. We initialize our algorithm with only one
expert and incrementally add experts, and their corresponding context distributions,
randomly. We fix all experts except for the newly added one and optimize it for K iterations
to let it discover new solutions in yet undiscovered context regions. For updating 7 (0|c, o)
(Objective 3.5) we sample from the local context distribution 7(c|o). By also updating
7(clo) according to Objective 3.6, the experts can adjust their curriculum and search for
their favored context regions. After K iterations we add a new expert and repeat the
procedure. Due to the augmented rewards, the new expert will focus on undiscovered
solutions and the local context distribution will cover uncovered areas of the context
space. Note that such a simple adding procedure is only possible due to the mode-seeking
properties of the I-projection, as the experts do not need to average over multiple modes
but can specialize on a local context region. We also fix the weights 7(0) to be uniformly
distributed among all experts during learning, since otherwise experts which are already
fully trained might dominate the optimization. By allowing to fine-tune all experts every H
iterations, the previously added experts can adjust to the newly added ones. After finishing
adding experts, we update the weights 7(0) at the end of our optimization procedure. The
variables K and the number of experts added in total are task-dependent. Please note
that we need to restrict the updates of the local context distributions 7(c|o) to a the valid
region of the context space by introducing punishment terms in the reward function. We
describe the algorithm and the respective punishments in more detail in the Appendix A.2
and A.3.

45



3. Specializing Versatile Skill Libraries using Local Mixture of Experts

3.4. Experiments

We start by investigating the importance of the different terms of the objectives derived in
Section 3.3 and subsequently evaluate the versatility and precision of the learned skills on
simulated robot beer pong and table tennis experiments.

We conclude our experiments with a discussion on episode-based RL (ERL) and step-based
RL (SRL) by comparing our method to PPO in different scenarios. This comparison is to
highlight the advantages of each approach and does not focus on presenting versatile skills
which is the main focus of the experiments before.

In Appendix A.3 we report all hyperparameters.

3.4.1. Ablation Studies

We investigate the importance of the augmented rewards on a 10-link planar reaching task
with two-dimensional context space. For this purpose, we update the expert distributions
7(0]c, 0) and the corresponding context distributions 7 (c|o) by optimizing the objectives
inEq. 3.5 and Eq. 3.6 with i) considering the responsibilities (as given by our algorithm) and
ii) by setting log 7(o|c, @) and log 7(0|c) to zero. Furthermore, we compare the solutions
found by our method to the solutions found by the SOTA method HiREPS.

Versatility is Induced by the Augmented Rewards. In the 10-link planar reaching task
(see Fig. 3.1a) the robot has to reach the red dots with its end-effector in a 2-dim context-
space, while avoiding the rectangle-shaped obstacles. By adding 60 experts, we have
trained both versions (i and ii) over 15 seeds/trials and have chosen the best performing
parameter constellations (Fig. 3.1a for i), Fig. 3.1d for ii)). We then picked the first model
and sampled for each of the shown six contexts vectors (red dots) 100 samples and plotted
the corresponding mean of each sampled expert. The plots for i) (Fig. 3.1a + Fig. 3.1b)
show versatile — several modes to the same context — and precise — small distance of
end-effector (green dot) to goal (red dot), while avoiding obstacles— solutions while fully
covering the context space (Fig. 3.1c). A trend of covering more modes with higher «
can also be seen in (Fig. 3.1b). For the case without the responsibilities ii) (Fig. 3.1d), the
solutions are not precise and invalid —reaching through the obstacles—. As Fig. 3.1f shows,
the context distributions focus on easy-to-solve context regions (top and bottom part) and
do not cover the full context space, leading to extrapolated solutions from experts that are
not trained for these contexts (red dots).

Comparison to HiREPS. We pick the best performing model among 15 seeds/trials after
hyperparameter optimization. In Fig. 3.1e the mean solutions of the sampled experts —
sampled in the same way as before — can be seen. HiREPS shows less diverse and qualitative
solutions, where only 3 of the 60 experts were chosen in total.
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Figure 3.2.: Beer Pong (BP) and Table Tennis (TT) Experiments. In the BP experiment —left of (h)- the
robot has to throw the red ball into a cup on the table. In the TT experiment -right of (h) — the robot hast to
return the ball to the opponent’s table side. The learned mixture of expert (MoE) models show high quality
of the skills, reflected in the high reward values (a + b) and dense coverage of the context spaces, i.e., the
2-dim. position of the cup (c) for BP and the 4-dim desired outgoing landing and incoming landing ball
positions (d) for TT. For BP we also compare the success rates (92% in average) of our approach (e) and
HiREPS (75% in average) (f) throughout the context space, where we consider a trial successful if the ball
goes into the cup. For BP versatile skills induce versatile ball trajectories for a given context (g). Versatile
strikes for the TT experiment are shown in Fig. 3.3.

3.4.2. Simulated Robotic Experiments

We test and compare our algorithm on simulated Beer Pong and Table Tennis environments
in MuJoCo (Todorov et al., 2012), where we have chosen HIREPS (Daniel et al., 2012) and
LaDiPS (End et al., 2017) as baselines. Both methods are suitable baselines since they are
contextual policy search algorithms and consider optimizing a mixture model. Throughout
our experiments we choose probabilistic movement primitives (ProMP) (Paraschos et al.,
2013) as policy representation, where depending on the weights 0 desired trajectories are
generated and subsequently tracked with a PD-controller. In our experiments, given a
context c, the experts 7(0|c, 0) adjust the weight vector and the length of the trajectory,
which are summarized in the vector 8. We consider non-Markovian rewards, in which the
reward depends on the history of state and actions. This type of reward function is not
applicable to common step-based RL methods which build on Markovian properties. As
for analyzing the results of the experiments, we focus on the questions i) how does our
algorithm perform compared to SOTA baselines, ii) are we able to cover the whole context
space, and iii) are we able to learn versatile skills?

Beer Pong. The goal of the Barret WAM robot is to throw the red ball into the cup on the
table. The 2-dim contexts resemble the position of the cup on the table. We incrementally
add 70 experts in our method, while HiREPS and LaDiPS directly start with 70 experts.
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We have run all algorithms over 20 seeds/trials and report the performance in Fig. 3.2al,
where we plot the mean reward with two times the standard error. While HiREPS already
converges after around half a million samples, our approach can quickly outperform it.
Since LaDiPS uses intra-option learning, it outperforms our method in terms of sample
efficiency. However, with the increasing number of experts, we achieve a higher end-
reward indicating that we can learn more qualitative solutions. Our algorithm allows to
cover the whole context space with the learned per expert context distributions (see Fig.
3.2¢) resulting in a high end-reward. This performance is reflected in Fig. 3.2e, where we
have divided the context space into a fine grid and sampled 100 times for each context an
expert from which we have executed the mean. We repeated that for all 20 different models
and plot the mean success rate of throwing the ball into the cup. We did the same procedure
for HiREPS in Fig. 3.2f. We can observe that HIREPS has much darker rectangles, showing
that the success rate in these context regions is low. Although versatility is encouraged in
the joint space of the robot, different joint trajectories often yield different ball trajectories.
Given one context, in Fig. 3.2g we show the z-coordinates of the ball trajectories over time
resulting from sampling 20 times from the MoE model. Each expert leads to a different
number of "ball-jumps". In Appendix A.3.2.1 we qualitatively show that we can learn more
versatile solutions than LaDiPS and report that we can achieve a much higher expected
mixture entropy (Fig. A.1), which indicates that our solutions are versatile.

Table Tennis. The task of the robot is to return different incoming balls to desired targets
on the opponent’s table side in different ways. We consider a four dimensional context
space, including ball’s initial serve position and ball’s target landing position (right and left
half of table Fig. 3.2d). For both parts of the context, we fix the z position and vary the x and
y coordinates. We incrementally add 50 experts in our method, while HiREPS and LaDiPS
directly start with 50 experts. We have run all algorithms over 20 seeds/trials and report
the performance in Fig. 3.2b', in which the mean reward with two times the standard error
is plotted. The per-expert context distributions are spread among the context space (Fig.
3.2d) and allow each expert to locally specialize on a context region. This high coverage
of the context space allows for a high reward achievement, outperforming HiREPS and
LaDiPS. In Fig. 3.3, we show three different striking skills sampled from our trained MoE
model, for a fixed context, i.e., fixed serving and desired ball position. The first two skills
use the green side of the racket to hit the ball (forehand), while the third skill uses the red
side of the racket (backhand) to hit the ball. In contrast to the second strike, the first one
performs a smash-like strike and ends it with the red side of the racket pointing to the
camera.

1 To reflect the model’s true performance, the lastly added expert was excluded from testing, since it is not
fully trained yet and would not be chosen by the model if 7(0) would not be a uniform-distribution.
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Figure 3.3.: Versatile Strikes for the Table Tennis (TT) Experiment illustrated for a fixed context. The
robot can hit the (yellow) ball in various ways, also indicated through the different colors of the racket sides.
Note that the red and yellow dots on the table are markers for the serving and desired landing position
respectively.

3.4.3. A Comparison Between Episode-Based and Step-Based
Reinforcement Learning

In Sections 2.2 and 2.3 whe have discussed the core concepts of step-based Reinforcement
Learning (SRL) and episode-based Reinforcement Learning (ERL) approaches. SRL meth-
ods explore in the raw action space in each time-step, while ERL methods explore in the
parameter space of the controller (Deisenroth et al., 2013) leading to correlated exploration
with smooth trajectories (Li et al., 2024a). Here, we employ ProMPs as controller parame-
terization (Paraschos et al., 2013). While this exploration might yield benefits, usually SRL
methods are more sample efficient as they can leverage the temporal structure to update
the policy. Hence, it is interesting to compare these approaches. More specifically, we
compare the performance of our algorithm against PPO, a well-known deep reinforcement
learning method (Schulman et al., 2017). We want to analyze when episodic exploration is
beneficial over step-based exploration and vice-versa for different sparsity levels of the
reward.

The 5-Link Reacher. For this purpose, we use the
Reacher task from OpenAl gym (Brockman et al., 2016),
in which a planar robot has to reach a goal position with
its tip. In order to consider a more difficult task, we ex-
tend the original reacher set-up and show the considered
environment in Fig. 3.4. First, we increase the number of
links from two to five and we fix the initial state position
to be initialized on the horizontal to the left (see Fig. 3.4),
instead of initializing on the horizontal to the right side = Figure 3.4.: The reacher’s tip needs to
as it is in the original version. Furthermore, we fix the reach the red goal position. Adapted
initial joint velocity to be zero. For the original 2-Link from Brockman et al. (2016).

49



3. Specializing Versatile Skill Libraries using Local Mixture of Experts

case, the goal reaching space is the circle around the agent’s base, whereas in our case we
consider the right half-circle around the agent’s base, where the radius is the agent’s total
length. By initializing the agent on the left side and only considering goal positions on the
right side, we make the task harder. We compare our method to PPO algorithm (Schulman
et al., 2017) and use the implementation from Raffin et al. (2019).

Task Rewards. In order to examine the different policy search strategies we consider
three different Markovian reward functions in the same set-up. The first reward function
r; is given by Brockman et al. (2016) and encodes task information, i.e. the tip distance to
the goal, in each time-step as

ri(s,a) = —[[t(s) —gll. = ) @}, (3.8)

1

where s is the current state, a is the current action, t(s) is the tip’s current position and g
is the goal position. One episode lasts T = 200 steps.

The second reward function is given as

-Xd, if t < 190

—|[t(s) — glls - Xy ift > 190 (3.9)

ri(s,a) = {

Characteristic for this reward function is that it will only return task information, i.e.
tip-distance to goal, in the last 10 steps of the episode.

The third reward function is given as

—-Yiai - X, 02 if t < 198

: , 3.10
~500 - |[t(s) — gl — Xy a? — 1000 - 3; 0%, if t > 198 (3.10)

ri(s,a) = {
where v is the joint velocity at time-step t. This reward function is very similar to the
reward function from Eq. 3.9. However, it only returns task information in the last two
steps of the episode, which makes the task very difficult. The reward functions in Eq.
3.9 and Eq. 3.10 can be motivated from the optimal control point of view. There, usually
controllers with minimum energy consumption are seeked giving rise to punishments to
taken control actions in the first steps as it is done by the proposed reward functions in
Eq. 3.9 and Eq. 3.10.

Observation and Contexts. For PPO we use the same observation space as described
in Brockman et al. (2016), but for the Objective 3.9 and Objective 3.10 we augment this
observation space with the current time-step t. The context ¢ for our method is given
through the two-dimensional goal position vector g.
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Figure 3.5.: A Comparison of Episode-Based to Step-Based Policy Search. We compare our episode-
based policy search method to the popular PPO. We analyze the performance on three different reward
types. For (a) we consider the reward in Eq. 3.8. Here, task-information such as the distance to the goal are
returned in each time-step.. For (b) we consider the reward in Eq. 3.9. Here, task-information are returned in
the last 10 steps of the episode, complicating exploration. For (c) we consider the reward in Eq. 3.10, where
only at the last 2 time-steps reward information are returned, which makes the task even harder. The curves
show the mean and two times the standard error.

Comparison. We report the average performance and two times the standard error over
20 seeds/trials for each experiment in Fig. 3.5. The performances for the reward function
in Eq. 3.8 are shown in Fig. 3.5a. Clearly, PPO outperforms our algorithm, indicating that
task information in each time-step helps exploring in the raw action space to find solutions.
The performances for the reward function in Eq. 3.9 is shown in Fig. 3.5b. While PPO also
performs well, we can observe that our algorithm can make use of the exploration in the
parameter space and outperform PPO. This effect can be seen much more clearly for the
reward funcion in Eq. 3.10. Fig. 3.5c shows that PPO has clear problems to solve this task.
For the settings given by the reward functions in Eq. 3.9 and Eq. 3.10 exploration in the
parameter space as done by episodic policy search methods lead to better performance,
whereas exploration in the raw action space leads to converging to a local optimum.

3.5. Conclusion

We proposed a new objective for learning contextual and versatile Mixtures of Experts
(MoE) models. We based our objective on a maximum entropy formulation to increase the
versatility of the solutions and introduced a curriculum to allow the experts to specialize.
Our formulation also allows for easy online adaptation of the model complexity during
training. We conducted an ablation to show the importance of the individual parts of
our objective. Further, we showed that our method learns precise and versatile solutions
and outperforms the baseline on sophisticated simulated robotic tasks. This work aims to
present a mathematically well-founded method and demonstrates its general feasibility
on various challenging tasks. Currently, the major drawback of our approach is sample
efficiency, as we do not share experience between the experts. We intend to address this
issue in future work, e.g., by intra-option learning. Another direction for future research is
extending the approach to more complex models, such as non-linear mixtures of experts.
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3. Specializing Versatile Skill Libraries using Local Mixture of Experts

We expect to need fewer experts to cover the whole context space with more complex
expert model representations.
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4. Acquiring Diverse SKills using
Curriculum Reinforcement Learning
with Mixture of Experts

In this chapter we aim to address the Challenges 1, 2 and 3, which we restate in a summarized
version below.

The method proposed in the following reuses the ideas of decomposing the objective
and introducing an automatic curriculum learning from Chapter 3 thereby addressing
Challenge 1 and Challenge 2 in the episode-based reinforcement learning (ERL) setting.
However, a more detailed focus here is to address Challenge 3 by extending the Mixture of
Experts (MoE) policy from Chapter 3 with energy-based per-expert context distributions
and deep neural networks as expert representations and proposing a tailored algorithm
for training the resulting policy.

More expressive per-expert context distributions are necessary because most applications
have a finite context space leading to sharp discontinuities. For example, in an environment
where an agent is tasked to place an object on a table, the context space is bounded
by the edges of the table and additionally, it might have regions on the table where
placing the object is not possible, because other objects are in the way. Consequently,
the environment’s context distribution has sharp discontinuities at the edges of the table
and "holes" within the table, potentially leading to highly complex distributions that need
to be represented by the MoE’s per-expert context distribution. Yet, so far, Gaussian
parameterized context distributions in Chapter 3 were employed, which are not well
suited for those edge cases. In contrast, Energy-Based models (EBM) are a rich class
of distributions with high expressiveness that have proven favorable in those settings
(Florence et al., 2022), but are generally not straightforward to train.

We retain the objective from Chapter 3 thereby addressing Challenge 1, but introduce a
different sampling scheme. By repeatedly resetting the environment (without executing
actions) we draw valid contexts directly from the environment’s context distribution and
use them to estimate the EBM’s normalizer and importance sample a subset of the drawn
contexts using the per-expert context distribution. Each expert’s per-expert EBM still
reallocates density toward high-reward contexts, preserving the automatic curriculum
learning (Challenge 2), while avoiding the design of additional guiding rewards to push the
context distribution to valid regions because the contexts are inherently valid. The resulting
per-expert context distribution is an EBM that is able to represent sharp discontinuities.
Additionally, this chapter extends the expert’s representation to a deep neural network,
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enabling non-linear adaption of motion primitive parameters and optimizes these experts
with trust-region black-box RL (Otto et al., 2023) for stable updates. The extensions to a
per-expert energy-based distribution and deep expert representations address Challenge
3.

In summary, we address the Challenges 1,2, and 3 which we have worked out in Section
1.1. Below, we provide a shorter version of these challenges for the convenience of the
reader.

Challenge 1 (concise): Representation and Training of Multimodal Policies. Discovering
versatile skills in reinforcement learning (RL) with multimodal policy representations
such as Mixture of Experts (MoEs) models, requires novel RL algorithms that train these
expressive policies efficiently and explicitly encourage the exploration of different modes.

Challenge 2 (concise): Retaining Multimodalities. Modes that yield higher returns earlier
during the reinforcement learning (RL) training process might dominate the policy, leading
to an overrepresentation of these modes and therefore to a collapse of the other modes.
This mode collapse prevents learning versatile skills and needs to be addressed.

Challenge 3 (concise): Non-Linear Adaptation. Non-linear adaptation is a key feature
for successfully learning complex skills and requires to be ensured for each mode of the
multimodal policy. Additionally, highly non-linear shapes such as sharp discontinuities can
naturally arise in the context space, which require special parameterization for successful
representation.

The following work was published as Acquiring Diverse Skills using Curriculum Rein-
forcement Learning with Mixture of Experts (Onur Celik, Aleksandar Taranovic, Gerhard
Neumann 2021) in the Conference on 41st International Conference on Machine Learning,
ICML 2024. Reprinted with permission of the authors. Wording, notation and formulations
were revised in several places.

4.1. Introduction

Solving tasks in diverse manners enables agents to better adapt to unknown and challenging
situations. This diverse skill set is beneficial in many scenarios, such as playing table tennis,
where applying different strikes (e.g. backhand, forehand, or smashing) to similar incoming
balls is advantageous because the strike is less predictable for the opponent. Similarly,
in scenarios with environmental changes where learned skills might be infeasible over
time (e.g. grasping an object while avoiding obstacles), diverse skills provide additional
adaptivity by discarding these invalid skills and relying on alternatives. This property
makes them superior because complete relearning of skills is avoided.
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Figure 4.1.: The Sampling Procedure for Di-SkilL. During Inference the agent observes contexts ¢ from
the environment’s unknown context distribution p (c). The agent calculates the gating probabilities 7 (o]|c)
for each context and samples an expert o resulting in (o, ¢) samples marked in blue. During Training we
first sample a batch of contexts ¢ from p (c), which is used to calculate the per-expert context distribution
7(clo) for each expert o = 1, ..., K. The n(c|o) provides a higher probability for contexts preferred by the
expert 7(0|c,0). To enable curriculum learning, we provide each expert the contexts sampled from its
corresponding 7 (c|o), resulting in the samples (o, cr) marked in orange. In both cases, the chosen 7(0|c, 0)
samples motion primitive parameters 6 for each context, resulting in a trajectory r that is subsequently
executed on the environment. Before execution, the corresponding context, e.g., the goal position of a box,
needs to be set in the environment. This is illustrated by the dashed arrows, with the context in blue for
inference and orange for training.

Acquiring these diverse skill sets requires learning a policy that can represent multi-
modality in the behavior space. Recent advances in supervised policy learning have
demonstrated the potential of training high-capacity policies capable of capturing multi-
modal behaviors (Shafiullah et al., 2022; Blessing et al., 2023; Chi et al., 2023; Jia et al., 2024).
These policies exhibit remarkably diverse skills and outperform state-of-the-art methods.
However, Reinforcement Learning (RL) is essential to acquire skills in cases where no
expert data is available, or data collection is expensive. Discovering multi-modal behaviors
using RL is challenging since the policies usually rely on Gaussian parameterization and
thus can only discover a single behavior.

We consider training agents that possess diverse skills, from which they can select to tackle
a specific task differently. For capturing these multi-modalities in the agent’s behavior
space, we employ highly non-linear Mixture of Experts policies. Furthermore, we use
automatic curriculum learning for efficient learning, enabling each expert to focus on a
specific sub-region of the context space it favors. We introduce this curriculum shaping by
optimizing for an additional per-expert context distribution that is used to sample contexts
from the preferred regions to train the corresponding expert. Automatic curriculum
learning has proven to increase performance by improving the exploration of agents,
particularly in sparse-rewarded environments (Klink et al., 2022b).

We explore Contextual Reinforcement Learning in which a continuous-valued context
describes the task (Kupcsik et al., 2013). In the example of robot table tennis (see Fig.
4.3a), a context includes the desired ball landing positions on the opponent’s tableside
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as well as physical aspects, such as the incoming ball’s velocity or friction properties.
In continuous context spaces, the curriculum shaping per-expert context distributions
are often parameterized as Gaussian (Klink et al., 2020a; Celik et al., 2021). However,
the agent is usually unaware of the context bounds, which makes additional techniques
necessary to constrain the distribution updates to stay within the context region (Celik
et al., 2021). Instead, we employ energy-based per-expert context distributions, which can
be evaluated for any context and effectively represent multi-modality in the context space.
Importantly, our model is trained solely using context samples from the environment that
are inherently valid. Our approach eliminates the need for additional regularization of the
context distribution and does not require prior knowledge about the environment. Due to
the overlapping probability distributions of different per-expert contexts, our resulting
mixture policy offers diverse solutions for similar contexts with a high probability.

Recent research in RL has explored Mixture of Experts policies, but often these methods
either train the mixture in unsupervised RL settings and then select the best-performing
expert in the downstream task (Laskin et al., 2021; Eysenbach et al., 2019) or train linear
experts, limiting their performance (Daniel et al., 2012; Celik et al., 2021). Our inspiration
draws from recent advancements that have achieved diverse skill learning with a similar
objective. However, their approach involves linear expert models with Gaussian context
distributions. It requires prior knowledge of the environment to design a penalty term
when the algorithm samples contexts outside the environment’s bounds. These factors
restrict the algorithm’s performance and applicability when defining the context bounds
requires knowledge, such as forward kinematics in robotics.

To summarize, we introduce a novel RL method for learning a Mixture of Experts policy
that we refer to as Di-SkilL — Diverse Skill Learning (see Fig. 4.1). Our method can
generalize to the continuous range of contexts defined by the (unknown) environment’s
context distribution while learning diverse, and non-linear skills for solving a task defined
by a specific context. Importantly, our approach operates without any assumptions about
the environment. We show how we can learn multi-modal context distributions by training
an energy-based model solely on context samples obtained from the environment. On
multiple sophisticated simulated robot tasks, we demonstrate that we can learn diverse
skills while performing on par or better than baselines.

4.2. Preliminaries

Contextual Episode-based Policy Search (CEPS). We consider learning diverse skills
in the CEPS framework in which the continuous-valued context ¢ € C defines the task, e.g.
a goal location to reach. The context ¢ ~ p (c) is observed from the agent and is drawn
from the environment’s unknown context distribution p (c) at the beginning of each
episode. The agent’s search distribution 7(8|c) maps the context ¢ to continuous-valued
controller parameters € € ©, which we represent as motion primitives (MP) (Schaal, 2006;
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Paraschos et al., 2013; Li et al., 2023) (see Appendix B.3). We denote 7(6|c) as the agent’s
policy as common in the literature and optimize it by maximizing the objective

max Ep(c) [Eﬁ(mc) [R(c, 0)]] , (4.1)
7(0|c)

where R(c, 0) denotes the return of a whole episode after executing the MP parameter
in context c. Due to the direct return optimization, CEPS does not require the Markov
assumption as in common MDPs and is therefore specifically suitable for tasks where the
formulation of a Markovian reward function is difficult. We refer the reader to Section 2.3
for an in-depth discussion of episode-based reinforcement learning.

Mixture of Experts (MoE) Policy for Curriculum Learning. Due to their ability to
represent multi-modality, MoE policies are a favorable choice in diverse skill learning.
The common MoE policy 7 (6|c) = 3, w(o|c)7(0]|c, 0) (Bishop, 2006) contains the gating
distribution 7 (o|c) that is assigning probabilities to each expert o given context ¢ during
inference. However, to enable automatic curriculum learning during training, a learnable
distribution 7 (¢) = ), 7(clo)z (o) is required that can explicitly choose and set context
samples in the environment, so each expert o can decide on which contexts it favors
training (Celik et al., 2021). Using Bayes’ rule z(o|c) = n(c|o)x(0)/7 (c) the MoE is
rewritten as

ACOEDY To(d0)a(0) - gie o), (42)

5 T (€)

where we have introduced w, that contains the learnable parameters of each expert
7(0]c, 0), the per-expert context distribution 7 (c|o) and the gating distribution (o).

The per-expert context distribution 7, (c|o) can now be optimized and allows the expert
o to choose contexts c it favors. We model each 7, (c|o) as an energy-based model and
each 7,(60|c,0) as a neural network returning a Gaussian distribution for a context c (see
Fig. 4.1 and Appendix B.3). However, to keep notation uncluttered, we do not write the
subscript w to indicate the learnable parameters of a distribution throughout the next
sections, but we simply denote every probability distribution which is adaptable through
the optimization process with 7 as it is part of our policy 7(8|c). The prior 7 (o) is set to
a uniform distribution throughout this work.

Self-Paced Diverse Skill Learning with MoE. Due to its ability to represent multi-
modality and automatic curriculum learning, the MoE model in Eq. 4.2 is a suitable
policy representation for discovering diverse skills in the same context-defined task. For
explicit optimization of this policy, we are using the KL-regularized Maximum Entropy RL
objective in CEPS (Celik et al., 2021)

max Brio [Exope [R(c,0)] +aH [(0]0)]] - KL (x (0) [ p(9). (43

The KL-term incentivizes the context distribution 7 (c¢) to match the environment’s distri-
bution p (c) and can be prioritized during optimization by choosing the scaling parameter
B appropriately. The entropy of the mixture model incentivizes learning diverse solutions
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(Celik et al., 2021) and can be prioritized with a high scaling parameter a. It is well-known
that this objective is difficult to optimize for MoE policies and requires further steps to
obtain a tractable lower-bound (Celik et al., 2021)

max. Er(clo).z(0]co) [R(c, 0) + alog 7(olc, @)] + aBy(clo) [H [7(O]c,0)]]  (4.4)
for the expert 7(60|c,0) updates and a lower-bound for the per-expert context 7(clo)
updates

max By i) [Le(0.€) + (f @) log #(ole)] + BH (x(clo)). (45)
where Lc(0,¢) = Er(g)c0) [R(c, 0) + alog 7(o|c, 0)] + aH [7(0|c,0)]. The variational dis-
tributions 7 (o|c, ) = 7my4(0|c, €) and 7(o|c) = m,4(0|c) arise through the decomposition
and are responsible for learning diverse solutions and concentrating on context regions
with small, or no support by 7 (c) (Celik et al., 2021). In every iteration, the variational
distributions are updated in closed form to tighten the bounds. Details of the equations
are in the Appendix B.1.

4.3. Related Work

Contextual Episode-based Policy Search (CEPS). CEPS is a black-box approach to
reinforcement learning (RL), in which the search distribution is the agent’s policy that maps
the contexts to controller parameters, typically represented as motion primitives (Schaal,
2006; Paraschos et al., 2013; Li et al., 2023). One of the noteworthy advantages of CEPS lies in
the independence of assumptions such as the Markovian property in common MDPs. This
characteristic renders it a versatile methodology, particularly well-suited for addressing
a diverse array of intricate tasks where the formulation of a Markovian reward function
is difficult (Otto et al., 2023). CEPS has been explored by applying various optimization
techniques, including Policy Gradients (Sehnke et al., 2010), Natural Gradients (Wierstra
et al., 2014), stochastic search strategies (Hansen and Ostermeier, 2001; Mannor et al.,
2003; Abdolmaleki et al., 2019), and trust-region optimization techniques (Abdolmaleki
et al., 2015; Daniel et al.,, 2012; Tangkaratt et al., 2017), particularly in the non-contextual
setting. Researchers extended the setting by incorporating linear (Tangkaratt et al., 2017;
Abdolmaleki et al., 2019) and non-linear contextual adaptation (Otto et al., 2023; Li et al.,
2024a), leveraging the recently introduced trust-region layers for neural networks (Otto
et al,, 2021). The work by (Li et al., 2024a) additionally introduces step-wise updates
to improve sample-efficiency. However, all previously mentioned methods learn single-
mode policies and do not address acquiring diverse skills leveraging automatic curriculum
learning.

Curriculum Reinforcement Learning. Curriculum reinforcement learning can poten-
tially increase the performance of RL agents, especially in sparse-rewarded environments
(Tao et al., 2024) in which exploration is fundamentally difficult. Adapting the environment
based on the agent’s learning process has been proposed by several works already, e.g.
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automatically generating sets of tasks or goals to increase the learning speed of the agent
(Florensa et al., 2017, 2018; Sukhbaatar et al., 2018; Zhang et al., 2020; Wohlke et al., 2020;
Racaniere et al., 2020), or generating a curriculum by interpolating an auxiliary and known
distribution of target tasks (Klink et al., 2022b, 2020a,b, 2024). Works propose sampling a
training level from a prespecified set of environments (Jiang et al., 2021b), or unsupervised
environment design (Jiang et al., 2021a; Dennis et al., 2020) based on the agent’s learning
process. The work by (Klink et al., 2022a) proposes improving the approximation of the
state-action value function by representing it as a sum of residuals acquired in previous
curriculum tasks. None of the above methods apply automatic curriculum learning on an
RL problem with an MoE policy, except for the work in (Celik et al., 2021). However, they
parameterize the curriculum distribution as Gaussian, suffering from low representation
capacity and requiring knowledge about the environment’s context distribution. Instead,
we leverage energy-based models to avoid these shortcomings.

RL with Mixture of Experts (MoE). Ren et al. (2021) propose using MoE policy rep-
resentation and presents a novel gradient estimator to calculate the gradients w.r.t. the
MOoE parameters. Huang et al. (2023) present a model-based RL approach to train latent
variable models. The work presents a novel lower bound for training the multi-modal
policy parameterization. Recently, Hendawy et al. (2024) proposed using MoEs for learning
a shared representation in multi-task reinforcement learning, whereas Akrour et al. (2021)
present how interpretable MoEs can be learned in continuous RL. These methods differ
from our work in that they are not categorized in the CEPS framework, or are model-based
variants and do not use automatic curriculum learning techniques. In the CEPS framework,
RL with MoE policies has also been explored in the works by Daniel et al. (2012); End et al.
(2017), in which an MoE model with linear experts without automatic curriculum learning
is learned. Additional constraints need to be added to enforce diversity in the experts.
In the work by Tosatto et al. (2021) a mixture model is used to perform RL, however,
pre-recorded demonstration data is required to train the mixture model and no curriculum
learning is considered. Related method to MoEs, Product of Experts was used in Hansel
et al. (2023); Le et al. (2023) for motion generation.

The work by Celik et al. (2021) also uses MoE policies and relies on the maximum entropy
objective as we do, however, their method only considers linear experts with Gaussian
per-expert distributions which limits the performance and consequently requires many
experts to solve a task. Moreover, it requires environment knowledge to hand-tune a
punishment term to keep the optimization of the per-expert context distributions within
the context bounds.

Quality-Diversity Optimization (QDO). Learning diverse skills has also been explored
in the evolutionary strategy community, most notably with the MAP-Elites algorithm
(Cully et al., 2015), where behavioral descriptors are defined to distinguish the different
learned motions. Extensions (Nilsson and Cully, 2021; Faldor et al., 2023a,b) have been
proposed to improve the performance of these methods. However, these methods can not
easily be applied to the contextual setting where different controller parameters should be
chosen in different situations such that post hoc adaptations (Keller et al., 2020; Faldor
et al., 2023b) are required. In contrast to QDO methods, in our work diversity measurement
naturally arises through the considered objective and does not need defining behavioral

59



4. Acquiring Diverse Skills using Curriculum Reinforcement Learning with Mixture of Experts

descriptors. Moreover, Di-SkilL. indirectly learns a gating distribution that selects the
expert after observing a context.

Unsupervised Reinforcement Learning (URL). URL also considers learning diverse
policies (Yang et al., 2024; Eysenbach et al., 2021; Laskin et al., 2021; Eysenbach et al., 2019;
Campos et al., 2020; Lee et al., 2019; Liu and Abbeel, 2021). The objective differs from ours
and skills are trained in the absence of an extrinsic reward. We discuss parallels in the
Appendix B.2.

4.4. Diverse Skill Learning

The common Contextual Episodic Policy Search (CEPS) loop (Kupcsik et al., 2013) with
a Mixture of Experts (MoE) policy representation learning observes a context ¢, and
then selects an expert o that subsequently adjusts the controller parameters 0 given
(c, 0). We consider the same process during testing time, as shown in blue color in
Fig. 4.1 (see also Fig. B.1a). However, the procedure changes during training for Di-
SkilL. as automatic curriculum learning requires that the agent can determine which
context regions it prefers to focus on. In this case, we observe a batch of context samples
from the environment’s context distribution p (c). For each of these samples, every per-
expert context distribution 7 (c|o) calculates a probability, which results in a categorical
distribution over the contexts c. We use these probabilities to sample contexts cr for the
corresponding expert o resulting in (cr, 0) sample pairs (see orange parts in Fig. 4.1 and
Fig. B.1b). Each chosen expert o provides Gaussian distributions over the motion primitive
parameters 6 by mapping the contexts cr to mean vectors p, and covariance matrices X,
using a parameterized neural network. We can now sample motion primitive parameters
0 from these Gaussian distributions to generate trajectories 7 using a motion primitive
generator. These trajectories are subsequently executed on the environment (green color
in Fig. 4.1) and an episode return R(6, cr) is observed and used for updating the MoE (see
Section 4.4.2). Yet, there exist several issues for a stable overall training of the MoE model,
which requires special treatment for each 7 (c|o) and 7(0|c, 0). Algorithmic details and
parameterizations of the model can be found in the Appendix B.3.

4.4.1. Energy-Based Model For Automatic Curriculum Learning

To illustrate these issues, we consider a bounded, uniformly distributed two-dimensional
environment context distribution p(c) (see example in the Appendix B.3 in Fig. B.1c). It is
challenging for a Reinforcement Learning (RL) agent to automatically learn its curriculum
n(clo) within the valid context space (Celik et al., 2021). Hard discontinuities such as
steps often naturally arise in p (c) due to the environment’s finite support in real-world
environments. For instance, in an environment where the agent’s task is to place an
object in specific positions on a table, the probability of observing a goal position outside
the table’s surface is zero. This implies that a large subset of the context space has no
probability mass. Therefore, exploration in these regions might be difficult if there is no
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guidance encoded in the reward. Even if it is guaranteed that 7 (c|o) only samples valid
contexts, it still needs to be able to represent multi-modal distributions, such as illustrated
in Fig. B.1d. This multi-modality can be present because of environmental circumstances
or simply if experts 7 (60|c, 0) prefer contexts in spatially apart regions. For the object
placing example, this could correspond to regions on the table where the object cannot be
placed due to obstacles or holes. We therefore require 7(c|o) being able to represent i)
complex distributions, ii) multi-modality and iii) only explore within the valid context
bounds of p (c). We propose parameterizing each per-expert distribution 7(clo) as an
energy-based model

7(clo) = exp(¢,(c))/Z (4.6)

to address the issues i) and ii), where the energy function ¢, is a per-expert learnable
neural network. Energy-based models (EBMs) have shown to be capable of represent-
ing sharp discontinued functions and multi-modal distributions (Florence et al., 2022).
Yet, they are hard to train and sample from due to the intractable normalizing constant
Z = fc exp(¢,(c))dc. We can circumvent and address these issues iii) by approximating the

normalizing constant with contexts ¢ ~ p (¢) as Z ~ Y., exp(¢,(c;)). This approximation
is justified as we can sample from p (c) by simply resetting the environment without execu-
tion. Additionally, the EBM will encounter important parts of the context space during the
training by resampling a large enough batch of contexts ¢ ~ p (c) in each iteration. Each
expert can therefore sample preferred contexts from the current batch of valid contexts by
calculating the probability for each of the contexts using 7 (c|o) as parameterized in Eq. 4.6.
Updating the parameters of the EBM can readily be addressed by the standard RL objective
for diverse skill learning, as described in the next section. It should be noted that explicit
models such as Gaussians, or Normalizing Flows (Papamakarios et al., 2021) can also be
used to parameterize 7 (c|o), but their support cannot be easily restricted to a bounded
space with hard discontinuities defined by the environment. Therefore, sampling from an
explicit 7(c|o) can easily generate invalid contexts, especially if the valid distribution has
hard non-linearities.

4.4.2. Updating the Mixture of Experts Model

We update each expert 7(0|c, 0) and its corresponding per-expert context distribution
7(clo) by maximizing the objectives in Eq. 4.4 and in Eq. 4.5, respectively. These de-
composed objectives allow us to independently update both distributions and to retain
the properties of diverse skill learning from the objective in Eq. 4.3. However, updating
the distributions is not straightforward due to the bi-level optimization that leads to a
dependency on both terms. This is particularly challenging for the expert 7(0|c,0) as
the sampled contexts ¢ can drastically change from one iteration to another if 7(c|o)
changes too aggressively. The same applies for updating 7 (c|o) as calculating the objective
requires calculating an integral over 6 under the expectation of 7(60|c,0). For a stable
update for both distributions, we employ trust-region updates to restrict the change of both
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distributions from one iteration to another. These updates have been shown to improve
the learning process (Peters et al., 2010; Schulman et al., 2015, 2017; Otto et al., 2021).

Expert Update. We parameterize each expert 7(60|c, 0) with a single neural network and
update them by a trust-region constrained optimization

max Exco)n(oco) [R(c ) + alog &(ole, )] + aBrigo) [H [x(0le,0)]]  (47)

s.t. KL (7(0]c,0) || mo1a(B]c,0)) <e VceC,

where the KL-bound ensures that the expert 7(60|c,0) does not differ too much from
the expert 7,14(0|c, 0) from the iteration before for each context c. The entropy bonus
H [7(0]c, 0)] incentivizes 7(0)|c, 0) to fully cover the parameter space while avoiding (6, c)
regions that are covered by other experts o. The latter is guaranteed by 7(o|c, @) which
rewards (6, c) regions that can be assigned to expert o with high probability. We efficiently
update the experts using trust region layers (Otto et al., 2021, 2023).

Per-Expert Context Distribution Update. We consider the objective with the aug-
mented rewards as shown in Eq. 4.5 for updating each context distribution 7(clo). We
can not apply the trust region layers (Otto et al., 2021) in this case, as 7(c|o) is a discrete
distribution over the context samples ¢; parameterized by the EBM. Yet, we can still use
PPO (Schulman et al., 2017) for updating 7(c|o) and simplifying our objective, as we can
now calculate many terms in closed form. For this, we rewrite the objective as

max > 7(cilo)Le(o,c) + Y m(cilo)((B - @) log #(ole;) — flog m(cio))  (4.8)

7(elo) o) erp(c)

and observe that all terms in the second sum can be calculated in closed form. Note that the
first term is approximated by resampling the context samples using 7 (c|o) since computing
Lc(o,¢) requires calculating the integral over 6 under the expectation of 7 (0|c,0) as
Lc(0,¢) = Ex(g)co) [R(c, 0) + alog fr(olc)] + aH [7(0|c, 0)]. This expectation can only be
estimated for context vectors that are actually chosen by the component. The entropy
bonus in Eq. (4.8) incentivizes covering of the context space, while focusing on context
regions that are not, or only partly covered by other options. The latter is guaranteed by
7(o|c) which assigns a high probability if expert o can be assigned to the context c.

4.4.3. How does Diversity Emerge?

From the Eq. 4.7 and Eq. 4.8 it is clear that diverse behaviors, represented by the experts,
emerge from the interplay of those terms in Eq. 4.7 and Eq. 4.8. We visually demonstrate
the meaning of the individual terms on the 5-Link Reacher task (see Fig. 4.2d). The Reacher
needs to reach a goal position in the two-dimensional space with its tip. In this task, a
context represents the goal position within the context space, visualized as a red circle
around the reacher’s fixed first joint (Fig. 4.2a). We trained Di-SkilL with 50 experts.

In Fig. 4.2a we show the high-probability regions of the individual per-expert context dis-
tributions 7(c|o), by setting the color intensity proportional to this probability. Each color
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(a) (b) (c) (d)

Figure 4.2.: a) High-probability regions of the individual per-expert context distributions 7 (c|o), where
a color represents an expert o. The red circle marks the context space of goal-reaching positions for the
5-Link Reacher’s tip. The specialization of 7 (c|o) is induced by 7(o|c). b) Different 7 (c|o) need to overlap
for learning diverse skills. This overlapping is induced by the entropy bonus H [7(c|o)]. ¢) Different tip
trajectories sampled in the same contexts. The trajectories and the end joint constellation are in the same
color. The diversity in the parameter space is induced by 7(o|c, 8). d) Visualization of the 5-Link Reacher
task (5LR).

represents an individual expert o. Each 7(c|o) concentrates on a sub-region of the context
space such that the corresponding 7(0|c, 0) becomes an expert there. This specialization
is incentivized by the term 7 (o|c) in Eq. 4.8. However, for learning diverse behaviors for
the same context regions, it is necessary that the per-expert context distributions 7z (c|o)
overlap, which is motivated by the entropy term H [7(c|o)] in Eq. 4.8.

These overlapping context regions are visualized in Fig. 4.2b, where we count how many
experts o are active for each context. The figure shows that more experts prefer regions
close to the initial position of the reacher, indicating that these contexts are easier to solve.
Despite the closeness to the reacher’s initial position, the agent does not have to exert
much energy to reach these points. Indeed, both aspects are present in the task’s reward
function (see Appendix B.4 for details), explaining why the left half plane of the context
space has fewer overlapping. However, the learned MoE has two or more experts active in
most parts of the context region. These experts differ in their behavior (see Fig. 4.2 for
examples), which is motivated by the terms 7(o|c, @) and H [7(0|c,0)] in Eq. 4.7.

4.5. Experiments

In our evaluations, we compare Di-SkilL against the baselines BBRL (Otto et al., 2023)
and SVSL (Celik et al., 2021). Whenever the environment satisfies the Markov properties,
we additionally compare against PPO (Schulman et al., 2017). BBRL and SVSL are suitable
baselines as they are state-of-the-art CEPS algorithms that can learn complex skills. BBRL
can learn highly non-linear policies leveraging trust region updates. SVSL learns a linear
Mixture of Experts (MoE) model and can capture multi-modality in the behavior space. We
consider challenging robotic environments with continuous context and parameter spaces.
The considered environments either have a non-Markovian reward function, i.e. require
retrospective data for calculation, or temporally sparse reward functions, increasing the
learning complexity due to more difficult exploration.
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We start by providing an overview of the benchmarking environments. In an ablation
study, we then show that automatic curriculum learning is an essential feature of Di-SkilL
to learn high-performing skills. Lastly, on five sophisticated robot simulation tasks we
report the performance of Di-SkilL against the baselines. The results show that Di-SkilL
performs on par, or better than the baselines on all tasks. In addition to the performance
analysis, we qualitatively show Di-SkilL’s learned diverse skills on the challenging table
tennis, box pushing, and reaching tasks.

4.5.1. Environments

The considered environments are visualizations in Fig. 4.3a. Throughout all environments,
we used ProDMPs (Li et al., 2023) to generate trajectories (see Appendix B.3). Detail
descriptions are provided in the Appendix B.4.

Table Tennis (TT). A 7-degree of freedom (DoF) robot has to learn fast and precise
motions to hit the ball to a desired position on the opponent’s side. The 4-dim. context
consists of the incoming ball’s landing position and the desired ball’s landing position on
the opponent’s side. The TT environment requires good exploratory behavior and has a
non-Markovian reward structure, making step-based approaches infeasible to learn useful
skills (Otto et al., 2023).

Table Tennis Hard (TT-H). We extend the TT environment to a more challenging version
by varying the ball’s initial velocity. This additionally increases the learning complexity,
as the agent now needs to reason about the physical effects of changed velocity ranges
and requires improved adaptability.

5-Link Reacher (5LR). The 5-Link reacher has to reach a goal position within all quad-
rants in the context space (see Fig. 4.2a) as opposed to the version in Otto et al. (2023),
where the multi-modality in the behavior space (see Fig. 4.2c) was avoided by constraining
the context space to the upper half of the context space. Additionally, the time-sparse
reward makes this task a challenging benchmark.

Hopper Jump (HJ). Presented in Otto et al. (2023) in which the Hopper (Brockman et al.,
2016) is tasked to jump as high as possible while landing in a goal position. The H]J has a
non-Markovian reward, making step-based RL methods unfeasible to learn useful policies
(Otto et al., 2023).

Box Pushing with Obstacle (BPO). A 7DoF robot is tasked to push a box to a target
position and rotation while avoiding an obstacle. In addition to the time-spare reward
(Otto et al., 2023), our version includes the obstacle and considers a larger range of the
box’s target position.

Robot Mini Golf (MG). The 7DoF robot has to hit the ball in an environment with two
obstacles (static, varying), such that it passes the tight goal. The context is the obstacle’s,
the goal’s, and the ball’s position. The MG environment has a non-markovian reward,
making step-based RL methods unfeasible to learn useful policies (Otto et al., 2023).
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Figure 4.3.: a) (left top) Hopper Jump Task (HJ). (Top right) Box Pushing with Obstacle (BPO). (Bottom
Left) Robot Mini Golf (MG). (Bottom right) Robot table tennis (TT). b) Ablation studies, showcasing the
need for automatic curriculum learning for Di-SkilL. BBRL and Di-SkilL can solve TT environment decently.
Di-SkilL’s variants without curriculum learning struggle to achieve a good performance. SVSL needs more
samples to achieve around 80% success rate, suffering under the linear experts. c¢) Performance of Di-SkilL,
BBRL, LinDi-SkilL, and PPO on 5LR with sparse in-time rewards.

4.5.2. ACL Benefits

Automatic Curriculum learning (ACL) enables Di-SkilL’s experts to shape their curriculum
by explicitly sampling from preferred context regions. We analyze the importance of this
feature by comparing the performance of variants of Di-SkilL. on the table tennis (TT)
task.

For both variants Di-SkilLV2 and Di-SkilLV3 we disable ACL by fixing the term induced
by the variational distribution to log 7(o|c) = 0 in Eq. 4.8 and by setting the entropy
scaling parameter = 2000. Ignoring the variational distribution 7 (o|c) during training
eliminates the intrinsic motivation of the per-expert context distribution 7z (c|o) to focus on
sub-regions in the context space that are not, or only partially, covered by any other 7(c|o)
(Section 4.4.3). Setting = 2000 incentivizes each 7 (c|o) to maximize its entropy, resulting
in a uniform distribution in the environment’s bounded context space. For Di-SkilL we
keep the ACL and set f = 4. We provide the same number of 50 context-parameter samples
per expert for Di-SkilLV2 and Di-SkilL, whereas Di-SkilLV3 receives 260 samples per expert
in each iteration. All variants possess 5 experts.

In Fig. 4.3b we report the mean success rates and the 95% confidence interval for each
method on at least 4 seeds. Di-SkilLV2 converges to a much smaller success rate, and
Di-SkilLV3 needs more samples to reach the level of Di-SkilL. BBRL and Di-SkilL achieve
high success rates, while BBRL performs slightly better. SVSL shows worse performance,
even though the model has 20 experts. The results indicate that ACL is an essential feature
of Di-SkilL ensuring that Di-SkilL can learn high-perfroming skills with fewer samples.
Moreover, SVSL’s poor performance shows that Gaussian parameterized per-expert context
distributions that require additionally tuned punishment terms for guided updates are
together with linear experts incapable of achieving a satisfying performance.
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Figure 4.4.: Performance on the a) HJ (Hopper Jump) b) BPO (Box Pushing with Obstacle), ¢) TT-H
(Table Tennis Hard), and d) MG (Robot Mini Golf) tasks. a) Di-SkilL performs on par with BBRL on the HJ
task. b) The multi-modality introduced by the obstacle in the box pushing task leads to worse performance
for BBRL than for Di-SkilL and LinDi-SkilL. PPO suffers under the time-sparse reward setting. ¢) While
BBRL converges faster, Di-SkilL. achieves a higher success rate eventually. d) Di-SkilL outperforms the
baselines on the MG task. LinDi-SkilL performs poorly on the non-Markovian rewarded tasks TT-H and
MG, indicating that highly non-linear policies are beneficial.

4.5.3. Analyzing the Performance and Diversity

For a detailed analysis, we have evaluated all methods on 24 seeds for each environment
and algorithm and report the interquantile mean (IQM) with a 95% stratified bootstrap
confidence interval as suggested by Agarwal et al. (2021). Please note that SVSL requires
designing a punishment function to guide the context samples in the environment’s valid
context region, which makes its application difficult, especially if the context influences
the objects’ physics. We therefore propose comparing against LinDi-SkilL instead of SVSL.
LinDi-SkilL. also has linear experts but benefits from Di-Skill.’s energy-based per-expert
context distribution 7(c|o) eliminating the need for punishment functions.

The performance curve of the HJ task in Fig. 4.4a shows that Di-SkilL performs on par with
BBRL, while BBRL converges slightly faster. Both methods can solve the task, indicating
that the task doesn’t require diversity. We can also see that LinDi-SkilL. achieves a similar
performance as BBRL and Di-SkilL, but needs more samples to converge. We provide
additional analysis of this task in Appendix B.5.

Fig. 4.4b shows the performance curves on the BPO task. The obstacle introduces multi-
modality in the behavior space which cannot be captured by a single-mode policy. This
multi-modality explains why DiSkilL and LinDi-SkilL outperform BBRL, while Di-SkilL still
achieves the highest success rate. PPO’s poor performance indicates that time-correlated
exploration as used with motion primitives is effective in sparse rewarded tasks.

A similar performance behavior can be observed in the 5LR task. In Fig. 4.3¢ we report the
achieved returns and observe that Di-SkilL. outperforms BBRL due to the ability to capture
multi-modal behaviors (e.g. reaching from different sides) while PPO suffers from the
sparse rewarded setting. Moreover, LinDi-SkilL’s linear experts cause slow convergence,
indicating that more experts are needed to effectively cover the whole context space. For
both tasks, Di-SkilL’s diverse skills in the parameter space 0 induce different behaviors.
Fig. 4.5 shows diverse box trajectories to several fixed goal and obstacle positions in the
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Figure 4.5.: Di-SkilL’s Diverse Skills for the Box Pushing with Obstacle BPO Task. The figures visualize
diverse solutions to the same contexts c on a table (black rectangle). The red, thick rectangle represents the
obstacle. The 7DoF robot is tasked to push the box (shown in different colors for each solution found) to the
goal box position (red rectangle with a green dot) and align the blue edges to match the orientation. The
context consists of the 2-dim. obstacle position, the 2-dim. goal position and the 1-dim. goal orientation
around the z-axis. We visualized successful box trajectories for each sampled skill from the same Di-SkilL
policy with 10 experts. The diversity learned in the parameter space results in different box trajectories
ranging in position and orientation.

(a) Backhand Drive (b) Forehand Drive (c) Backhand Block (d) Forehand Push (e) Backhand Smash

Figure 4.6.: Di-SkilL’s Diverse Skills for the Table Tennis Hard TT-H task. We fixed the ball’s desired
landing position and varied the serving landing position and the ball’s initial velocity. Di-SkilL can return
the ball in different striking types such as backhand or forehand strikes, where hitting the ball with the
green side of the racket is referred to as backhand and forehand otherwise. The shown striking styles are
captured from the same Di-SkilL policy that was trained with 10 experts.

BPO task, whereas Fig. 4.2c shows different tip trajectories to several fixed goal positions
in the 5LR task.

The non-Markovian rewarded tasks (TT-H and MG) show that non-linear policies as
learned by BBRL and Di-SkilL are beneficial. Di-SkilL. and BBRL perform similarly well
on the TT-H task (see Fig. 4.4c), where Di-SkilL achieves a slightly higher end success
rate compared to BBRL. However, there is a clear performance gap between Di-SkilL. and
BBRL on the MG task (see Fig. 4.4d) with Di-SkilL outperforming BBRL. In both tasks,
LinDi-SkilL performs worse than Di-SkilL. and BBRL indicating that linear experts are
insufficient for solving these tasks.

Di-SKilL can discover diverse striking styles in the table tennis task (TT-H). Fig. 4.6 shows
some of these learned skills. Additional strike visualizations are in Appendix B.5.

4.6. Conclusion and Future Work

In this paper, we propose Diverse Skill Learning (Di-SkilL), a novel method for learning
diverse skills using a contextual Mixture of Experts. Each expert automatically learns its
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curriculum by optimizing for a per-expert context distribution 7(c|o). We have demon-
strated challenges that arise through enabling automatic curriculum learning (ACR) and
proposed parameterizing 7 (c|o) as energy-based models (EBMs) to address these chal-
lenges. Additionally, we provided a methodology to efficiently optimize these EBMs. We
also proposed using trust-region updates for the deep experts to stabilize our bi-level
optimization problem. In an ablation, we have shown that ACR is necessary for efficient
and performant learning. Moreover, in sophisticated robot simulation environments, we
have shown that our method can learn diverse skills while performing on par or better
than the baselines. Currently, the major drawback of our approach is its inability to replan,
causing failures in the tasks if the robot even has small collisions with objects. We intend
to address this issue in future research. To improve the sample complexity of our approach,
we additionally plan to use off-policy RL techniques.
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Entropy Reinforcement Learning

In this chapter we aim to address the Challenges 1 and 3 using diffusion-based policies, where
we restate the respective challenges in a concise version below.

Chapters 3 and 4 have focused on learning versatile skills using Mixture of Experts (MoE)
policies in the episode-based reinforcement learning (ERL) framework. However, training
MoEs can require intensive hyper-parameter tuning, and depending on the task, they
might require many experts to obtain a good performance. In contrast, diffusion models
(Song et al., 2021; Ho et al., 2020; Karras et al., 2022) have shown remarkable results in
generative modeling and representing highly complex multimodal distributions with a
single model in high-dimensional spaces. At the same time, their training is very stable
framing them as a user-friendly and promising alternative to MoE policies. However,
essential statistics such as the marginal entropy of the diffusion policy are intractable,
which makes key concepts such as exploration control or evaluating the maximum entropy
RL objective intractable.

In contrast to the previous chapters, this chapter considers step-based RL (SRL), which is
known to be more sample-efficient than ERL and more commonly used in the RL literature.
We consider the maximum entropy RL objective (see Chapter 2.4) that is well studied and
has become the standard approach in RL due to its incentive for exploration. Similar to the
methods proposed in Chapters 3 and 4, we take inspiration from the approximate inference
with diffusion models literature and propose a tractable lower bound for the maximum
entropy RL objective for a policy iteration scheme. The resulting method can effectively
train a diffusion-based policy and performs favorably, especially on high-dimensional
control tasks, and importantly provides a framework for controlling the exploration for
diffusion models.

Due to their inherent representational capacity, diffusion models can naturally represent
multimodality and in conjunction with the proposed lower bound on the maximum
entropy RL objective, exploration and therefore, discovering new modes is incentivized.
Importantly, the proposed algorithm allows controlling the exploration behavior of the
diffusion policy and can be applied without much hyperparameter tuning. Because of these
features, this chapter addresses Challenge 1. Additionally, due to the diffusion model’s
principle, non-linear adaptation can be inherently represented, which addresses Challenge
3.

Challenges 1 and 3 from Section 1.1 are restated in a shorter version below for the conve-
nience of the reader.
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Challenge 1 (concise): Representation and Training of Multimodal Policies. Discovering
versatile skills in reinforcement learning (RL) with multimodal policy representations
such as diffusion models, requires novel RL algorithms that train these expressive policies
efficiently and explicitly encourage the exploration of different modes.

Challenge 3 (concise): Non-Linear Adaptation. Non-linear adaptation is a key feature for
successfully learning complex skills and requires to be ensured for each mode of the
multimodal policy.

The following work was published as DIME: Diffusion-Based Maximum Entropy Reinforce-
ment Learning (Onur Celik, Zechu Li, Denis Blessing, Ge Li, Daniel Palenicek, Jan Peters,
Georgia Chalvatzaki, Gerhard Neumann) in the Conference on 42nd International Confer-
ence on Machine Learning, ICML 2025. Reprinted with permission of the authors. Wording,
notation and formulations were revised in several places.

5.1. Introduction

The maximum entropy reinforcement learning (MaxEnt-RL) objective augments the task
reward in each time step with the entropy of the policy (Ziebart et al., 2008; Toussaint,
2009; Haarnoja et al., 2017, 2018b). This objective has several favorable properties among
which improved exploration (Ziebart, 2010; Haarnoja et al., 2017) is crucial for RL. Recent
successful model-free RL algorithms leverage these favorable properties and build upon
this framework (Bhatt et al., 2024; Nauman et al., 2024) improving sample efficiency
and leading to remarkable results. However, the policies are traditionally parameterized
using Gaussian distributions, significantly limiting their representational capacity. On the
other hand, diffusion models (Sohl-Dickstein et al., 2015; Ho et al., 2020; Song et al., 2021;
Karras et al., 2022) are highly expressive generative models and have proven beneficial
in representing complex behavior policies (Reuss et al., 2023; Chi et al., 2023). However,
important metrics such as the marginal entropy are intractable to compute (Zhou et al.,
2024) which restricts their usage in RL. Because of this shortcoming, recent methods
propose different ways to train diffusion-based methods in off-policy RL. While these
methods are discussed in more detail in the related work section, most of them require
additional techniques to add artificial (in most cases Gaussian) noise to the generated
actions to induce exploration in the behavior generation process. Hence, they do not
leverage the diffusion model to generate potentially non-Gaussian exploration patterns
but fall back to mainly Gaussian exploration. Nonetheless, there have been significant
advances in training diffusion-based models for approximate inference (Berner et al., 2024;
Richter and Berner, 2024). Since the policy improvement in MaxEnt-RL can also be cast as
an approximate inference problem to the energy-based policy Haarnoja et al. (2017), it is a
natural step to explore these parallels.

We propose Diffusion-Based Maximum Entropy Reinforcement Learning (DIME). DIME
leverages recent advances in approximate inference with diffusion models (Richter and
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Berner, 2024) to derive a lower bound on the MaxEnt objective. We propose a policy
iteration framework with monotonic policy improvement that converges to the optimal
diffusion policy. Additionally, building on recent off-policy RL algorithms such as Cross-Q
(Bhatt et al., 2024) and distributional RL (Bellemare et al., 2017), we propose a practical
version of DIME that can be used for training diffusion-based RL policies. On 13 chal-
lenging continuous high-dimensional control benchmarks, we empirically validate that
DIME significantly outperforms other diffusion-based baselines on all environments and
consistently outperforms other state-of-the-art RL methods based on a Gaussian policy
on 10 out of 13 environments, while being computationally more efficient and requiring
less algorithmic design choices as the current state of the art baseline BRO (Nauman et al.,
2024).

5.2. Related Work

Maximum Entropy RL. The maximum entropy RL framework uses the entropy of the
policy at each time step as an additional objective, providing a principled way of inducing
exploration in the RL policy. It is different from entropy regularized RL (Neu et al., 2017),
where the entropy of the policy is maximized only for the current time step. Haarnoja
et al. (2017) proposed Soft-Q Learning, where amortized Stein variational gradient descent
(Wang and Liu, 2016) (SVGD) is used to train a parameterized sampler that can sample from
the energy-based policy. SAC (Haarnoja et al., 2018b) proposes an actor-critic RL method
but frames the policy update as an approximate inference problem to the energy-based
policy using a Gaussian policy parameterization. SAC has been extended to energy-based
policies using SVGD in Messaoud et al. (2024), where the authors also propose a new
method to estimate the entropy in closed form. While SVGD is a powerful method for
learning an energy-based policy, it is harder to scale these approaches to high-dimensional
control problems. For improving exploration, LSAC (Ishfaq et al., 2025) proposes leveraging
Langevin Monte Carlo (Welling and Teh, 2011) in conjunction with a distributed critic
objective to sample a state-action value. Haarnoja et al. (2018a) proposes learning a latent
variable model as a policy representation, but relies on the change of variable formula to
express the density of the policy by calculating the Jacobian of the transformations. Recent
advances of SAC also define the state-of-the-art in off-policy RL in many domains, such as
CrossQ (Bhatt et al., 2024) and BRO (Nauman et al., 2024). CrossQ proposed removing the
target network by leveraging batch renormalization and BRO scales to large networks in
RL by using several methods such as optimistic exploration (Nauman and Cygan, 2023),
network resets (Nikishin et al., 2022), weight decay, and high update-to-data ratios.

Diffusion-Based Policies in RL. Early works have researched diffusion models in offline
RL (Lange et al., 2012; Levine et al., 2020) as trajectory generators (Janner et al., 2022) or
as expressive policy representations (Wang et al., 2023; Kang et al., 2023; Hansen-Estruch
et al., 2023; Chen et al., 2023; Ding and Jin, 2024; Mao et al., 2024; Fang et al., 2025; Lu et al.,
2023). More recently, diffusion models in online RL have become more popular. DIPO
(Yang et al., 2023) proposes training a diffusion-based policy using a behavior cloning
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loss. The actions in the replay buffer serve as target actions for the policy improvement
step and are updated using the gradients of the Q-function V,Q(s,a). DIPO has been
extended to develop methods for learning multi-modal behaviors (Li et al., 2024b) by
leveraging hierarchical clustering to isolate different behavior modes. DIPO relies on
the stochasticity inherent to the diffusion model for exploration and does not explicitly
control it via an objective. QSM (Psenka et al., 2024) directly matches the policy’s score
with the gradient of the Q-function V,Q(s, a). While their objective avoids differentiating
through the whole diffusion process, the proposed objective disregards the entropy of
the policy and, therefore, exploration. Consequently, QSM needs to add noise to the
final action of the diffusion process. More recently, DACER (Wang et al., 2024) proposed
using the data-generating process as the policy representation and backpropagating the
gradients through the diffusion process. However, they do not consider a backward process
as we do, and their objective for updating the diffusion model is based on the expected
Q-values only. To incentivize the exploration, DACER adds diagonal Gaussian noise to
the sampled actions, where the variance of this noise is controlled by a scaling term that
is updated automatically using an approximation of the marginal entropy by extracting
a Gaussian Mixture Model from the diffusion policy. Concurrently, QVPO (Ding et al.,
2024) proposed weighting their diffusion loss with their respective Q-values after applying
transformations. However, QVPO relies on sampling actions from a uniform distribution
to enforce exploration.

DIME distinguishes from prior works in that we use the maximum entropy RL framework
for training the diffusion policy, which was not considered before. This allows direct
control of the exploration-exploitation trade-off arising naturally through this objective
without the need for additional approximations. DIME is leveraging the diffusion model
to generate non-Gaussian exploration actions which is in contrast to most other diffusion
RL approaches that still require including Gaussian or uniform exploration noise.

Approximate Inference with Diffusion Models. Early works on approximate infer-
ence with diffusion models were formalized as a stochastic optimal control problem using
Schrodinger-Follmer diffusions (Dai Pra, 1991; Tzen and Raginsky, 2019; Huang et al., 2021)
and only recently realized with deep-learning based approaches (Vargas et al., 2023; Zhang
and Chen, 2021). Vargas et al. (2024); Berner et al. (2024) later extended these results to
denoising diffusion models. A more general framework where both forward and backward
processes of the diffusion model are learnable was concurrently proposed by Richter and
Berner (2024); Nusken et al. (2024). Recently, many extensions have been proposed, see
e.g. (Akhound-Sadegh et al., 2024; Noble et al., 2024; Geffner and Domke, 2023; Zhang
et al., 2023; Chen et al., 2025; Blessing et al., 2025b,a). Our work can be seen as an instance
of the sampler presented in Berner et al. (2024). However, our formulation allows using
different diffusion samplers such as those presented in Richter and Berner (2024); Blessing
et al. (2025a), while we restrict ourselves in this work to the sampler presented in Berner
et al. (2024).
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5.3. Preliminaries

5.3.1. Maximum Entropy Reinforcement Learning

Notation We consider the task of learning a policy 7 : § X A — R*, where S and A
denote a continuous state and action space, respectively using reinforcement learning (RL).
We formalize the RL problem using an infinite horizon Markov decision process consisting
of the tuple (S, A, r, p, pr), with bounded reward function 7 : S X A — [Fmin, "max] and
transition density p : S X 8 X A — R* which denotes the likelihood for transitioning into
a state s’ € S when being in s € S and executing an action a € A. We follow Haarnoja
et al. (2018b) and slightly overload p, which denotes the state and state-action marginals
induced by a policy 7. Moreover, y € [0, 1) denotes the discount factor. For brevity, we
use r; = r(sy, a;). Lastly, we denote objective functions that we aim to maximize as J and
minimize as L.

Control as inference. The goal of maximum entropy reinforcement learning (MaxEnt-
RL) is to jointly maximize the sum of expected rewards and entropies of a policy

J(m) = >y Ey, [r+aH((ails))], (5.1)

t=l

where H(x(als)) = — / 7(als) log 7(a|s)da is the differential entropy, and « € R* con-
trols the exploration exploitation trade-off (Haarnoja et al., 2017). To keep the notation
uncluttered we absorb « into the reward function via r < r/a. Defining the Q-function
of a policy 7 as

Q" (stvar) =i+ ) V'Ep, [rew+ H (w(aruilsi))] (5.2)

=1

with Q" : § X A — R, the MaxEnt objective can be cast as an approximate inference
problem of the form

L(r) = Dxr (ﬂ(at|st)

exp Q" (s, ar) )

Z"(st) ’
in a sense that max,, J(7r) = min, £(x). Here, Dgg, denotes the Kullback-Leibler divergence
and

(5.3)

Z”(s):/epr”(s,a)da (5.4)

is the state-dependent normalization constant.

Policy iteration is a two-step iterative update scheme that is, under certain assumptions,
guaranteed to converge to the optimal policy with respect to the maximum entropy
objective. The two steps include policy evaluation and policy improvement. Given a policy
7, policy evaluation aims to evaluate the value of 7. To that end, Haarnoja et al. (2018b)
showed that repeated application of the Bellman backup operator 77Q* with

T”Q(St, a;) = re+yE [O(sir1,a41) + H(ars1lsee1) ], (5.5)
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exp(QT/a)/ 27 t N(@©,T) exp(Q™ /o) /2 t N(@©,T) exp(Q™ /o) /27 [ N(0,1)

(@) a<1 (b) a=1 (c) a>1

Figure 5.1.: The effect of the reward scaling parameter «. The figures in (a)-(b) show diffusion processes
for different o values starting at a prior distribution N (0, I) and going backward in time to approximate the
target distribution exp (Q”/a)/Z”. Small values for « (a) lead to concentrated target distributions with less
noise in the diffusion trajectories especially at the last time steps. The higher a becomes (b) and (c), the
more the target distribution is smoothed and the distribution of the samples at the last time steps becomes
more noisy. Therefore, the parameter a directly controls the exploration by enforcing noisier samples the
higher « becomes.

converges to Q" as k — oo, starting from any Q. To update the policy, that is, to perform
the policy improvement step, the Q-function of the previous evaluation step, Q™ is used
to obtain a new policy according to

(5.6)

exp Q™ (s, a;) )
Z7ld(sy) ’

Tnew = arg min Dgp, (n(atlst)
mell

where II is a set of policies such as a family of parameterized distributions. Note that

Z™M(s;) is not required for optimization as it is independent of 7. Haarnoja et al. (2018b)

showed that for all state-action pairs (s,a) € S X A it holds that Q™v (s,a) > Q™!(s, a)

ensuring that policy iteration converges to the optimal policy 7™ in the limit of infinite

repetitions of policy evaluation and improvement.

5.3.2. Denoising Diffusion Policies

For a given state s € S, we consider a stochastic process on the time-interval [0, T] given
by an Ornstein-Uhlenbeck (OU) process ! (Sirkka and Solin, 2019)

dat = —ﬁtatdt +ny ZﬁtdBt, apg ~ ﬁo('lS), (57)

with diffusion coefficient § : [0, T] — R*, standard Brownian motion (B;);e[o,r], and some
target policy 7. For t,1 € [0, T], we denote the marginal density of Eq. 5.7 at t as 7; and
the conditional density at time ¢t given [ as 7;;. Eq. 5.7 is commonly referred to as forward
or noising process since, for a suitable choice of f, it holds that 71 ~ N (0, n*I). Denoising
diffusion models leverage the fact, that the time-reversed process of Eq. 5.7 is given by

da; = (—fradt - 2n° B,V log 7 (agls)) + nv2p:dB;, (5.8)

1 Please note, for clarity, we slightly abuse notation by using t to denote the time in the stochastic process.
This should not be confused with the time step in RL. The distinction becomes clear when we discretize
the processes.
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starting from 77 = 7 ~ N (0, n?I) and running backwards in time (Nelson, 2020; Anderson,
1982; Haussmann and Pardoux, 1986). For the backward, generative or denoising process
(Eq. 5.8), we denote the density as 7. Here, time-reversal means that the marginal densities
align, i.e., 77; = 7; for all t € [0, T]. Hence, starting from ar ~ N (0, nI), one can sample
from the target policy 7, by simulating Eq. 5.8. However, for most densities 7, the scores
(Vlog ﬁt(atls))te[oﬂ are intractable, requiring numerical approximations. To address this,
denoising score-matching objectives are commonly employed, that is,

Lsm(0) = B | il £ (ar, s) = Vlog o (ar|ap, s)| |, (5.9)

where t is sampled on [0, T] and f? denotes a parameterized score network (Hyvirinen
and Dayan, 2005; Vincent, 2011). For OU processes, the conditional densities V log 7;|y are
explicitly computable, making the objective tractable for optimizing 6 (Song et al., 2021).
Once trained, the score network f? can be used to simulate the denoising process

da, = (~raudt - 206, (a1,9) ) + 11v/2BidB, (5.10)
to obtain samples ag ~ 77.'00 that are approximately distributed according to 7y. Here, ﬂte
denotes the marginal distribution of Eq. 5.10 at time t. While score-matching techniques
work well in practice, they cannot be applied to maximum entropy reinforcement learning.
This is because the expectation in Eq. 5.9 requires samples ay ~ 7y « exp Q" which are
not available. However, in the next section, we build on recent advances in approximate
inference to optimize diffusion models without requiring samples from a,, relying instead
on evaluations of Q”.

5.4. Diffusion-Based Maximum Entropy RL

Here, we explain how diffusion models can be used within a maximum entropy RL frame-
work. To that end, we express the maximum entropy objective as an approximate inference
problem for diffusion models. We then use these results to introduce a policy iteration
scheme that provably converges to the optimal policy. Lastly, we propose a practical
algorithm for optimizing diffusion models.

5.4.1. Control as Inference for Diffusion Policies

Directly maximizing the maximum entropy objective

J(7) = Yy B, [ri(sial) + aH (7o (aflse))]

t=l

for a diffusion model is difficult as the marginal entropy H (7o(als)) of the denoising
process in Eq. 5.8 is intractable. Please note that we use superscripts for the actions to
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indicate the diffusion step to avoid collisions with the time step used in RL. Moreover, we
will again absorb « into the reward and use r; £ r(s, a‘t)). To overcome this intractability,
we propose to maximize a lower bound. We start by discretizing the stochastic processes
introduced in Section 5.3.2 and use the results as a foundation to derive this lower bound.
Note that while similar results can be derived from a continuous-time perspective (see
e.g., Berner et al. (2024); Richter and Berner (2024); Nusken et al. (2024)), such derivation
would require a background in stochastic calculus, making it less accessible to a broader
audience.

The Euler-Maruyama (EM) discretization (Sarkka and Solin, 2019) of the noising (Eq. 5.7)
and denoising (Eq. 5.8) process is given by

a"™! =a" - B,a"0+e€, and (5.11)

a”l=a"+ (Bna" + 2n° B,V log 7in(a"]s)) 8 + &, (5.12)

respectively, with €,, &, ~ N (0, 2n%B,6I). Here, § denotes a constant discretization step
size such that N = T/§ is an integer. To simplify notation, we write a”, instead of a".
Under the EM discretization, the noising and denoising process admit the following joint
distributions

N-1

Fon (a"N]s) = 7o(a’ls) | | werin (@™ [2" 5), (5.13)
n=0
N
Ton(@"Ns) = iy (@"s) | | Znoin(@ "), (5.14)
n=1

in a sense that 77,y and 7o.5 converge to the law of (a;)c[o,r] in Eq. 5.7 and 5.8, as § — 0,
respectively (Doucet et al., 2022). Here, 7,41}, and 7,,_y|, are Gaussian transition densities
that directly follow from Eq. 5.11 and 5.12.

To obtain a maximum entropy objective for diffusion models, we make use of the following
lower bound on the marginal entropy, that is, H (7To(ag|s)) > £;(a’, s), where

1npo (N ]al, s)]

on (a%N]s)

t-(a’s) =E;  |log (5.15)

TT0:N

Please note that similar bounds have been used, e.g., in Agakov and Barber (2004); Tran
et al. (2015); Ranganath et al. (2016); Maalge et al. (2016); Arenz et al. (2018), or, more
generally, follow from the data processing inequality (Cover, 1999). A derivation can be
found in Appendix C.1. From Eq. 5.15, it directly follows that

JGE) 2 J(8) = ) v By, [+ (a0 (5.16)

t=I
Next, we cast Eq. 5.16 as an approximate inference problem to make the objective more
interpretable. To that end, let us define the Q-function of a denoising policy 7 with respect
to the maximum entropy objective J as

O (sva)) =i+ ) y'By, [riss + (2, s00)] (5.17)
=1
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with 07 : S x A — R. With Eq. 5.17 we identify the corresponding approximate inference
problem as finding 7 which minimizes (please see Appendix C.1 for derivation)

L0 = Dy, (B @Vs) Fon (a™V]5)) (5.18)

where the target policy, i.e., the marginal of the noising process in Eq. 5.13 is given by the
exponentiated Q-function of the diffusion policy

7?0(30|S) = # (519)

Recall from Section 5.3.2 that we aim to time-reverse the noising process, that is, to ensure
for all states s € S, it holds that 7¢.5y = 7.n. Please note that this is precisely what Eq. 5.18
is trying to accomplish, i.e., we aim to learn a diffusion model 7, such that the denoising
process time-reverses the noising process, and, in particular, has a marginal distribution
given by o = exp Q7 /Z”. Lastly, from the data processing inequality, it directly follows
that

exp Q% (s, %)
Z%(s)
which shows the approximate inference problem in Eq. 5.18 indeed optimizes the same

inference problem stated in Eq. 5.3 (also see Section 2.7.1). Next, we will use these results
to develop a policy iteration scheme for diffusion models.

DKL(fo<a°|s)

) < Dy (f(a01N|s)|ﬁ(a°:N|s)), (5.20)

5.4.2. Diffusion-based Policy Iteration

We propose a policy iteration scheme for learning an optimal maximum entropy policy,
similar to Haarnoja et al. (2018b). However, here we restrict the family of stochastic actors
to diffusion policies 7 € Il c II. Throughout this section, we assume finite action spaces
to enable theoretical analysis, but relax this assumption in Section 5.4.3. All proofs of this
section are deferred to Appendix C.1.

For policy evaluation, we aim to compute the value of a policy 7. We define the Bellman
backup operator as

TfQ(St’ a?) é rt + YE [Q(St+1s a?+1) + f;lf(a?_‘_ls St+1)] . (521)

Note that Eq. 5.21 contains the entropy-lower bound ¢;. By applying standard convergence
results for policy evaluation (Sutton and Barto, 2018) we can obtain the value of a policy
by repeatedly applying 7" as established in Proposition 5.4.1.

Proposition 5.4.1 (Policy Evaluation). Let 77 be the Bellman backup operator for a diffu-
sion policy 7 as defined in Eq. 5.21. Further, let Q" : S X A — R and QK = T7QF. Then, it
holds that limy_,., Q¥ = Q" where Q7 is the Q value of 7.
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For the policy improvement step, we seek to improve the current policy based on its value
using the Q-function. Formally, we need to solve the approximate inference problem

#°°% = arg min Dy (EOzN(aOZle)|7_r’0‘:’]1\‘}(a0‘N|s)) (5.22)
el

for all s € S, where 7, °ld(a0N |s) is as in Eq. 5.13 with marginal density

exp Q7 (s, a”)
Zold (s) )

Indeed, solving Eq. 5.22 results in a policy with higher value as established below.

74 (@) = (5.23)

Proposition 5.4.2 (Policy Improvement). Let 7 o4, 7Tnew € 11 be defined as in Eq. 5.23 and
5.22, respectively. Then for all (s,a) € S X A it holds that Q" (s,a) > Q™(s,a).

Combining these results leads to the policy iteration method which alternates between
policy evaluation (Proposition 5.4.1) and policy improvement (Proposition 5.4.2) and
provably converges to the optimal policy in IT (Proposition 5.4.3).

<i+1 <—z <

Proposition 5. 4 3 (Policy Iteration). Let 7, 7', 7', 77, € I1. Further, let 7% be the policy
obtamedfrom 7T after a polzcy evaluation and improvement step. Then for any starting
policy ° it holds that hm,_,oo 7' =7, with T such that for all 7 € 11 and (s, a) e SxXA it
holds that Q7 (s,a) > Q" (s, a).

However, performing policy iteration until convergence is in practice often intractable,
particularly for continuous control tasks. As such, we will introduce a practical algorithm
next.

5.4.3. DIME: A Practical Diffusion RL Algorithm

To obtain a practical algorithm, we use a parameterized function approximation for the
Q-function and the policy, that is, Qg and 7%, with parameters ¢ and 6, respectively. Here,
7% is represented by a parameterized score network, see Eq. 5.10. To perform approximate

policy evaluation, we can minimize the Bellman residual,

Jo(#) = 52 (Qp(50:89) = Quugr(s1,21))° (524

using stochastic gradients with respect to ¢. We provide implementation details in Section
5.4.4. Moreover, the expectation is computed using state-action pairs collected from
environment interactions and saved in a replay buffer. For policy improvement, we solve
the approximate inference problem

£(6) = Dt (20 @V |9 Fon(a™1s)) (5.25)

78



5.4. Diffusion-Based Maximum Entropy RL

where the target policy, i.e., the marginal of the noising process in Eq. 5.13 is given by the

approximate Q-function

exp Oy (5.2")
Zy(s)

where states are again sampled from a replay buffer. Further expanding £(6) yields

#p(a’ls) = (5.26)

7

N
L(0) =E_o|log nﬁ,(aN|s) — Q4(s, a%) + Z log —
n=1

Tnln-1 (an|an—1’ s)

+1log Zy(s), (5.27)

showing that Zy is not needed to minimize Eq. 5.27 as it is independent of 6. Moreover,
contrary to the score-matching objective (see Eq. 5.9) that is commonly used to optimize
diffusion models, stochastic optimization of £(0) does not need access to samples a; ~
exp Qg /Ly, instead relying on stochastic gradients obtained via reparameterization trick
(Kingma, 2013) using samples from the diffusion model 7°.

5.4.4. Implementation Details

Autotuning Temperature. We follow implementations like SAC (Haarnoja et al., 2018c)
where the reward scaling parameter « (also see Fig. 5.1) is not absorbed into the reward but
scales the entropy term. Choosing a depends on the reward ranges and the dimensionality
of the action space, which requires tuning it per environment. We instead follow prior
works (Haarnoja et al., 2018c) for auto-tuning a by optimizing

J(@) =«a (Htarget - {’(}6_’{) , (5.28)

where Hiarger is a target value for the mismatch between the noising and denoising
processes measured by the log ratio.

Autotuning Diffusion Coefficient. Please note that the objective function in Eq. 5.27
is fully differentiable with respect to parameters of the diffusion process. As such, we
additionally treat the diffusion coefficient f§ as a learnable parameter that is optimized
end-to-end, further reducing the need for manual hyperparameter tuning. Further details
on the parameterization can be found in Appendices C.4 and C.6.

Q-function. Following Bhatt et al. (2024) we adopt the CrossQ algorithm, i.e., we use
Batch Renormalization in the Q-function and avoid a target network for calculating Qrarget.
When updating the Q-function, the values for the current and next state-action pairs are
queried in parallel. The next Q-values are used as target values where the gradients are
stopped. Additionally, we employ distributional Q learning as proposed by Bellemare et al.
(2017). The details are described in Appendix C.4.
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Figure 5.2.: Learning Curves on Gym Benchmark Suite (a)-(b). We compare DIME against various
diffusion baselines and CrossQ on the (a) Ant-v3 and (b) Humanoid-v3 from the Gym suite. While all
diffusion-based methods are outperformed by DIME, DIME performs on par with CrossQ on the Ant
environment. DIME performs favorably on the high-dimensional Humanoid-v3 environment, where it
also outperforms CrossQ. Varying the Number of diffusion steps (c)-(d). The number of diffusion steps
might affect the performance and the computation time. (d) shows DIME’s learning curves for varying
diffusion steps. Two diffusion steps perform badly, whereas four and eight diffusion steps perform similar
but still worse than 16 and 32 diffusion steps which perform similarly. (c) shows the computation time for
1MIO steps of the corresponding learning curves. The smaller the diffusion steps, the less computation time
is required.

5.5. Experiments

In a broad range of 13 sophisticated learning environments from different benchmark
suits, ranging from mujoco gym (Brockman et al., 2016), deepmind control suit (DMC)
(Tunyasuvunakool et al., 2020), and myo suite (Caggiano et al., 2022), we compare DIME’s
performance against state-of-the-art RL baselines that employ diffusion and Gaussian
policy parameterizations. The considered environments are challenging locomotion and
manipulation learning tasks with up to 39-dimensional action and 223-dimensional obser-
vation spaces.

We consider QSM (Psenka et al., 2024), Diffusion-QL (Wang et al., 2023), Consistency-
AC (Ding and Jin, 2024), DIPO (Yang et al., 2023), QVPO (Ding et al., 2024), and DACER
(Wang et al., 2024) as baselines for diffusion-based policy representations.

Additionally, we compare against the state-of-the-art RL methods CrossQ (Bhatt et al.,
2024) and BRO (Nauman et al., 2024), where we have used the provided learning curves
from the latter. Both methods use a Gaussian parameterized policy and have shown
remarkable results.

Finally, we analyze DIME’s algorithmic features with an intensive ablation study where we
clarify the role of the reward scaling parameter «, the effect of varying diffusion steps, the
gained performance boost when using a diffusion policy representation over a Gaussian
representation, and the effect of employing distributional Q learning.

We have run the learning curves for 10 seeds using the official code releases and report the
interquartile mean (IQM) with a 95% stratified bootstrap confidence interval as suggested
by Agarwal et al. (2021).
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Figure 5.3.: Training curves on DMC’s dog, humanoid tasks, and the hand environments from
the MYO Suite. DIME performs favorably on the high-dimensional dog tasks, where it significantly
outperforms all baselines (dog-run) or converges faster to the final performance. On the humanoid tasks,
DIME outperforms all diffusion-based baselines, CrossQ and BRO Fast, and performs on par with BRO on the
humanoid-stand task and slightly worse on the humanoid-run and humanoid-walk tasks. In the MYO SUITE
environments, DIME performs consistently on all tasks, either outperforming the baselines or performing
on par.

5.5.1. Performance Comparisons
We consider environments with high-dimensional observation and action spaces from
three benchmark suits for a robust performance assessment (please see Appendix C.3).

Gym Environments. Fig 5.2a and Fig. 5.2b show the learning curves for the An-tv3 and
Humanoid-v3 tasks respectively. While the diffusion-based baselines perform reasonably
well on the Ant-v3 task with DIPO outperforming the rest, they are all outperformed by
DIME and CrossQ which perform comparably. On the Humanoid-v3 DIME achieves a
significantly higher return than all baselines.

DMC: Dog and Humanoid Tasks (Fig. 5.3). We benchmark on DMC suit’s challenging
dog and humanoid environments, where we additionally consider BRO and BRO Fast as
a Gaussian-based policy baseline. BRO Fast is identical to BRO but differs only in the
update-to-data (UTD) ratio of two as DIME and CrossQ. Please note that we used the
online available learning curves provided by the official implementation for BRO. DIME
outperforms all baselines significantly on the dog-run environment and converges faster to
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Figure 5.4.: Reward Scaling Sensitivity (a)-(b). The « parameter controls the exploration-exploitation
trade-off. (a) shows the learning curves for varying values on DMC’s dog-run task. Too high « values
(a = 0.1) do not incentivize learning whereas too small & values (¢ < 107°) converge to suboptimal behavior.
(b) shows the aggregated end performance for each learning curve in (a). For increasing a values, the
end performance increases until it reaches an optimum at @ = 10~ after which the performance starts
dropping. Diffusion Policy Benefit (c) and (d). We compare DIME to a Gaussian policy with the same
implementation details as DIME on the (a) humanoid-run and (b) dog-run tasks. The diffusion-based policy
reaches a higher return (a) and converges faster.

the same end performance on the remaining dog environments (see Fig. 5.3a - 5.3d). BRO
has slightly higher average performance on the humanoid-run and humanoid-walk (see Fig.
5.3f - 5.3¢)) tasks indicating that DIME performs favorably on more high-dimensional tasks
like the dog environments and tasks from the myo suite. However, DIME’s asymptotic
behavior in the humanoid-run achieves slightly higher aggregated performance than BRO,
where we have run both algorithms for 3M steps (Fig. 5.8c). However, BRO requires full
parameter resets leading to performance drops during training and it is run with a UTD
ratio of 10 which is 5 times higher than DIME. This leads to longer training times. As
reported in their paper (Nauman et al., 2024), BRO needs an average training time of 8.5h,
whereas DIME trains in approximately 4.5h with 16 diffusion steps on the humanoid-run
with the same hardware (Nvidia A100).

MYO Suite (Fig. 5.3). Except for pen twirl hard (Fig. 5.3k), DIME consistently outperforms
BRO and BRO Fast in that it converges to a higher or faster end success rate. DIME also
consistently outperforms CrossQ in terms of the achieved success rates on all the tasks
except for the object hold hard task 5.3h, where DIME converges faster.

5.5.2. Ablation Studies

Exploration Control. The parameter @ balances the exploration-exploitation trade-off
by scaling the reward signal. We analyze the effect of this parameter by comparing DIME’s
learning curves with different a values on the dog-run task from the DMC (see Fig. 5.4a).
Additionally, we show the performance of the last return measurements for each learning
curve in Fig. 5.4b. Too high « values (¢ = 0.1) do not incentivize maximizing the task’s
return, leading to no learning at all, whereas small values (¢ < 10~°) lead to suboptimal
performance because the policy does not explore sufficiently. We can also see a clear
trend that starting from @ = 107'%, the performance gradually increases until the best
performance is reached for @ = 107°.
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Figure 5.5.: Comparison to Diffusion Baselines with (a)-(b) and without Distributional Q (c)-(d) on
the Ant-v3 and Humanoid-v3 tasks. We provide the learning curves for distributional versions for
Diff-QL and Consistency-AC alongside DACER, which employs distributional Q by default on the Ant-v3 (a)
and Humanoid-v3 (b) tasks. DIME converges faster on the Ant-v3 (a) task to the same performance achieved
by DACER and outperforms all baselines on the more high-dimensional Humanoid-v3 (b) task. Additionally,
we compare DIME without distributional Q against the diffusion baselines without distributional Q on the
Ant-v3 (c) and Humanoid-v3 (d) tasks. DIME without distributional Q performs on par with the baselines
DIPO and QVPO on the Ant-v3 (c) and outperforms all baselines on the Humanoid-v3 (d).

Diffusion Policy Benefit. We aim to analyze the performance benefits of the diffusion-
parameterized policy compared to a Gaussian parameterization in the same setup by only
exchanging the policy and the corresponding policy update. This comparison ensures
that the Gaussian policy is trained with the identical implementation details from DIME
as described in Sec. 5.4.4 and showcases the performance benefits of a diffusion-based
policy. Fig. 5.4c and 5.4d show the learning curves of both versions on DMC’s humanoid-
run and dog-run environments. The diffusion policy’s expressivity leads to a higher
aggregated return in the humanoid-run and to significantly faster convergence in the
high-dimensional dog-run task. We attribute this performance benefit to an improved
exploration behavior.

Number of Diffusion Steps. The number of diffusion steps determines how accurately
the stochastic differential equations are simulated and is a hyperparameter that affects
the performance. Usually, the higher the number of diffusion steps the better the model
performs at the burden of higher computational costs. In Fig. 5.2c we plot DIME’s
performance for varying diffusion steps on DMC’s humanoid-run environment and report
the corresponding runtimes for 1 Mio environment steps in Fig. 5.2d on an Nvidia A100
GPU machine. With an increasing number of diffusion steps, the performance and runtime
increases. However, from 16 diffusion steps on, the performance stays the same.

Analysis on Distributional Q Learning. DIME employs distributional Q Learning
(Bellemare et al., 2017) to represent the Q-function as a distribution over bins. We compare
DIME to baselines when using distributional Q Learning and when using the well-known
Bellman residual (see Eq. 5.24) for updating the parameters of the Q-function.

We start by comparing DIME with distributional Q learning against diffusion-based base-
lines that employ distributional Q learning. Fig. 5.5a and Fig. 5.5b show the learning
curves on the Ant-v3 and Humanoid-v3, respectively, where we compare against DACER,
a distributional Q variant of Diff-QL, and Consistency-AC. DIME converges faster to the
same performance as DACER on the Ant-v3 task and outperforms the baselines on the
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Figure 5.6.: Ablation on Distributional Q. Comparison of DIME and DIME without employing distri-
butional Q (dashed line). While there is a small improvement when using distributional Q, DIME w/o
Distributional Q still performs on par, or better than BRO, which employs quantile distributional RL. DIME
w/o DistrQ outperforms CrossQ and BRO (Fast).

Humanoid-v3 task. In the setting without distributional Q Learning, i.e., when updating
the parameters using the residual Bellman function, DIME performs similarly to DIPO
and QVPO on the Ant-v3 task and outperforms all baselines on the higher-dimensional
Humanoid-v3 task (Fig. 5.5¢ and Fig. 5.5d).

Additionally, we compare DIME with and without distributional Q Learning on the four
dog environments from the DMC suite (Fig. 5.6), where we concentrate on the strong
baselines BRO (Nauman et al., 2024) and CrossQ (Bhatt et al., 2024). BRO employs quantile
distributional Q learning, whereas CrossQ uses the Bellman residual loss function for
updating the Q-function’s parameters. We have already observed that DIME with distri-
butional Q performs favorably over the baselines. Fig. 5.6 shows a small improvement
when using distributional Q. However, DIME without distributional Q (dashed line) still
performs on par, or better than BRO and consistently performs better than BRO (Fast) and
CrossQ. Please note that BRO and BRO (Fast) employ quantile distributional RL (Nauman
et al., 2024).

5.5.3. Multimodality Analysis

A key feature of diffusion models is their ability to model multimodal distributions. In
the context of reinforcement learning, this means that the policy is able to learn multiple
modes in the action space that can lead to multimodal behavior, i.e. versatile skills. So far
we have analyzed DIME’s performance on various benchmark tasks and its algorithmic
features, but not its ability to learn multimodal behaviors. In general, analyzing wether an
algorithm is able to acquire multimodal behavior is not straightforward, especially not
in the off-policy setting. Here, the Q-function plays a crucial role because the policy is
updated based on the Q-values. If not multiple modes are present in the Q-function, it is
impossible for the policy to learn multimodal behavior. However, since the Q-function
is learned based on the data collected by the policy, one can argue that the policy plays
an important role for generating a good data distribution for optimizing the Q-function.
More precisely, the policy is responsible for exploring state-action regions that lead to
discovering those modes.
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Figure 5.7.: Analyzing DIME’s capabilities for learning multimodal behaviors. On a two-dimensional
point mass task, we analze DIME’s ability to learn multimodal behaviors. The point mass starts at the origin
of the state space and is tasked to reach one of the four goals that are shown as red points. We approximate
the value function using the Q-function learned by DIME for different « values. For this, we have uniformly
discretized the state space into a grid wtih 2500 points and evaluated 15 actions per state, sampled from the
policy to approximate the value function. Additionally, we have plotted the trajectories of the point mass for
50 rollouts. The rollouts were generated by executing the policy at the end of the training. Figures (a)-(f)
show a clear trent that the higher the a value, the more modes are discovered in both, the value function
and the resulting behavior, i.e. the trajectories of the point mass. This trend indicates that DIME is able to
learn multimodal behaviors for specific & values, which alligns with the intuition from Sec. 5.5.2, where we
have shown that higher a values lead to more exploration.

On a two-dimensional toy task we show that DIME is able to learn multimodal behaviors
depending on the a parameter, that controls the exploration-exploitation trade-off as we
have clarified in Sec. 5.5.2. In the point mass task, the agent starts always at the origin, i.e.
the middle of the state space and is tasked to reach one of the four goals that are shown as
red points in Fig. 5.7. We visualize the value function learned by DIME for the different
values and plot the trajectories of the point mass when executing the policy at the end of
training as an upper layer on the value function visualization. Please note that the value
function is a sample-based approximated of DIME’s Q-function by sampling 15 actions per
state. We have discretized the state space that consists of the x, y positions of the point
mass into a uniform grid with a total of 2500 points. The action corresponds to the delta
position on the x, y position of the point mass.

From the figures in Fig. 5.7 we can observe a clear trend. The higher the « value, the
more modes are present in both, the value function and the resulting behavior, i.e. the
trajectories of the point mass. This observation aligns with the intuition that the policy
is responsible for the exploration behavior to discover different modes. Due to it’s high-
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Figure 5.8.: Flexibility of the DIME framework (a)-(b) and comparison to BRO (c) on more environ-
ment interactions. As a proof of concept we have run experiments with the general bridge models (Richter
and Berner, 2024) where we compare its performance (GB) against the denoising diffusion policy here labeled
as DIME on the humanoid run task from the deepmind control suite. In (c) we compare DIME’s perfromance
agains BRO on the deempind control suite’s humanoid run task with more environment interactions.

expressivity, DIME is able to represent these multiple modes that are present in the learned
value function.

Fig. 5.7 not only shows that more modes are discovered the higher the « value becomes,
but it also shows that the higher a becomes, the exploration within one mode increases.
This can be clearly seen between the trajectories from Fig. 5.7e (¢ = 4.0) and Fig. 5.7f
(a = 5.0), where a broader state space is covered while rolling out the trajectory.

For learning those multimodal behaviors consistently, we have used a target network
for the Q-function to maintain the discovered modes, which otherwise were sometimes
degenerated once another mode with higher return was discovered. This is an indicator
that DIME needs to be extended to address Challenge 2 (Chapter 1) to consistently retain
the discovered modes.

5.6. Flexibility of DIME’s Framework

DIME’s maximum entropy reinforcement learning framework for training diffusion policies
is not specifically restricted to denoising diffusion policies but can be extended to general
diffusion policies. This can be realized using the General Bridges framework as presented
in Richter and Berner (2024). In this case, we can write the forward and backward process
as

da, = [f(a, ) + fu(ay,s, )] dt +26,dB;,  ag ~ 7 (-]s), (5.29)
da, = [f(a,t) - pv(a, s, t)] dt ++/26:dB,,  ar ~ N(0,]), (5.30)

with the drift and control functions f,u,v : RY x [0,T] — R?, the diffusion coefficient
p:[0,T] — R*, standard Brownian motion (B;);e[o.r] and some target policy 77,. Again
we denote the marginal density of the forward process as 77; and the conditional density at
time ¢ given [ as 7; for t,1 € [0, T]. The backward process starts from 71 = 77 ~ N(0,1)
and runs backward in time where we denote its density as 7.
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The respective discretizations using the Euler Maruyama (EM) (Sarkka and Solin, 2019)
method are given by

a"+l = an + [f(an: n) + ﬁu(an5 S, n)] 5 + €n, (531)
2" =" — [f(a",n) — fv(a,5,m)] S + &y, (5:32)
where €,, & ~ N(0,25I), with the constant discretization step size § such that N =T/§

is an integer. We have used the simplified notation where we write a” instead of a". The
discretizations admit the joint distributions

N-1
o (@"N]s) = mo(2°s) | | Furin (@[ 5), (533)

n=0

N

on (@™V]s) = in@N]s) | | Zaoan(@ " 5), (534)

n=1

with Gaussian kernels

Fusin(@™![a", s) = N(a™[a" + [f(a", n) + Bu(a”,s,n)] &, 283]), (5.35)
Tno1n(@"Ma" s) = N(@" 2" — [f(a",n) — pv(a”,s,n)] &, 2B5]). (5.36)

Following the same framework presented in Section 5.4 , we can now optimize the controls
u and v using the same objective

L(u,v) = D, (Fon @ [9) v (a"]s)) (537)

where the target policy at time step n = 0 is given as

pQW&f)

70(2%s) = ex o (5.38)

In practice, we optimize the control functions u and v using parameterized neural net-
works.

As a proof of concept, we have run experiments using the general bridge framework
within the maximum entropy objective as suggested in our work. The learning curves
can be seen in Fig. 5.8. While the denoising diffusion policy (DIME) performs better, the
general diffusion policy (GB) is able to learn, showcasing the genral usage of the proposed
framework. Additionally, the results show a potential for exploring different diffusion
model types in the context of reinforcement learning.
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5.7. Conclusion and Future Work

In this work, we introduced DIME, a method for learning diffusion models for maximum
entropy reinforcement learning by leveraging connections to approximate inference. We
view this work as a starting point for exciting future research. Specifically, we explored
denoising diffusion models, where the forward process follows an Ornstein-Uhlenbeck
process. However, approximate inference with diffusion models is an active and rapidly
evolving field, with numerous recent advancements that consider alternative stochastic
processes. For example, Richter and Berner (2024) proposed learning both the forward and
backward processes, while Nusken et al. (2024) further enhanced exploration by incorpo-
rating the gradient of the target density into the diffusion process. Additionally, Chen et al.
(2025) combined learned diffusion models with Sequential Monte Carlo (Del Moral et al.,
2006), resulting in a highly effective inference method. These approaches hold significant
promise for further improving diffusion-based policies in RL. We have conducted already
presented experiments as a proof of concept on the framework from Richter and Berner
(2024) in Section 5.6, demonstrating the potential to further extensions. Finally, we note
that the loss function used in this work (see Eq. 5.25) is based on the Kullback-Leibler
divergence. However, in principle, any divergence could be used. For instance, the log-
variance divergence (Richter and Berner, 2024) has shown promising results in optimizing
diffusion models for approximate inference (Chen et al., 2025; Noble et al., 2024). Explor-
ing alternative objectives could lead to additional performance improvements. Another
interesting future research lies in investigating the effects of using more sophisticated
critic structures, such as transformers, as proposed by Li et al. (2025).
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In this thesis, we have proposed methods for learning versatile and diverse skills for
robotics using reinforcement learning (RL). In the following, we summarize the main
contributions of this thesis and conclude with a discussion and an outlook for interesting
future directions.

6.1. Summary

We first started by identifying three challenges that occur when learning versatile skills. In
the following, we summarize those challenges.

Challenge 1(C1). Challenge 1 deals with the representation and training of multimodal
policies. For learning versatile skills, we require multimodal policies that can represent
different modes in the action space and that eventually lead to different behaviors. We pro-
posed using Mixture of Experts (MoE) and diffusion policies as two classes of distributions
that can represent multimodality and are particularly suitable as policy representations.
However, training such policies is not straightforward and requires tailored algorithms.

Challenge 2 (C2). Challenge 2 deals with the problem of retaining multimodalities. This
challenge emerges because some modes are underrepresented in the collected training
data. This underrepresentation arises because those modes are not as progressed as others
in training and can consequently be discarded by the RL algorithm which increases the
likelihood of modes that lead to higher returns. We addressed this challenge by introducing
an automatic curriculum shaping methodology that ensures that each of the experts in an
MOoE is guaranteed to become an expert in a specific context space.

Challenge 3(C3). Finally, Challenge 3 deals with the problem of learning policies that can
adapt using highly non-linear mappings. This non-linear adaptation is required not only
for generating the actions by each expert or the diffusion policy but also in the context of
curriculum learning where the context distributions need to be expressive to represent
sharp discontinuities in the context space.

To address these challenges, we have proposed three algorithms that optimize MoE and
diffusion policies and are capable of learning versatile skills.
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In Chapter 3 we have introduced Specializing Versatile Skill Libraries (SVSL). SVSL first
introduces an extension with a context distribution for automatic curriculum shaping
of the MoE and augments the episode-based maximum entropy objective for self-paced
learning (Section 2.5). As a second step, SVSL decomposes the objective into per-expert
objectives that allow the optimization of each expert of the MoE policy independently.
The per-expert context distributions are also updated alongside each expert in a higher
hierarchy of this decomposition and allow shaping a per-expert curriculum and therefore
allowing it to become an expert in a local context region. We have shown that the
emerging reward augmentations are essential for learning versatile skills and we have
demonstrated that SVSL is capable of learning versatile skills in complex robotics-simulated
environments, although only linear expert representations with a Gaussian-shaped context
distribution are used. Because of this decomposition and automatic curriculum learning,
SVSL addresses C1 and C2.

Next, we have introduced Acquiring Diverse Skills using Curriculum Reinforcement Learn-
ing with Mixture of Experts (Di-SKilL) (Chapter 4), which builds on SVSL’s objective and
extends its MoE policy with non-linear experts and energy-based representations for
the per-expert context distribution. This representation enhancement requires adapting
the optimization, especially for the per-expert context distribution because energy-based
models (EBM) are not straightforward to train due to their normalization constant. We
proposed sampling a batch of contexts from the environment’s context distribution by sim-
ply resetting the environment without execution. Those samples are used to approximate
the normalization constant of the EBM and for automatic curriculum learning, where the
per-expert distributions put higher probabilities to contexts they favor. Additionally, we
used the trust-region policy gradient approach (Otto et al., 2023) for updating the deep
experts. Thereby, Di-SkilL. mainly focuses on C3 but also addresses C1 and C2 by using
the same decomposition as SVSL.

Finally, in Chapter 5 we have introduced Diffusion-Based Maximum Entropy Reinforcement
Learning (DIME), which proposes a tractable lower-bound to the step-based maximum
entropy RL objective for learning a diffusion-based policy. Diffusion models have recently
proven highly powerful models for generating high-dimensional data, while still repre-
senting highly multimodal distributions. Their distinct benefit over MoE policies is that
they do not need several experts to represent multimodality, but can represent this using a
single model. Additionally, they do not require much hyperparameter tuning and are stable
in training. However, they are not straightforward to apply in the maximum entropy RL
setting because they do not have a tractable marginal entropy. Therefore, DIME proposes
a tractable lower bound to the step-based maximum entropy RL objective. The resulting
algorithm is a hyperparameter-light algorithm that effectively trains diffusion policies that
achieve state of the art performance on high-dimensional control tasks. Importantly, it
provides a principled way to control the exploration of the diffusion-based policy. DIME
mainly addresses C1 in the context of diffusion models and C3 due to its inherent non-linear
representation capabilities.
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6.2. Discussion and Outlook

The first two algorithms, SVSL and Di-SkilL (Chapters 3 and 4), have shown that training
an MoE policy in the ERL setting leads to discovering versatile skills. While ERL has its
benefits in exploration, it is very sample inefficient, usually requiring much more samples
than SRL counterparts. This is a main drawback of SVSL and Di-SkilL that limits their
application to real-world robotics. Therefore, analyzing their learning capabilities in the
context of off-policy ERL settings is an interesting future direction. For instance, utilizing
a transformer-based critic in combination with Motion Primitives (MPs) based policy
representation has been proposed by Li et al. (2025) already and has shwon promising
performance. Yet, this approach requires the Markov properties restricting it to Markovian
reward functions. However, it is an interesting future direction to improve the sample
efficiency of SVSL and Di-SkilL for real-world applications, especially in the context of
fine-tuning policies.

On the other hand, the on-policy characteristic of SVSL and Di-SkilL. makes them also
suitable candidates for sim-to-real transfer, which became very active research in the era
of highly parallelized simulators, where data generation is not a bottleneck anymore (Tan
et al., 2018; Hoeller et al., 2024). So far this has been approached mainly in the SRL setting,
but not in the ERL setting in the context of versatile skill learning setting. Therefore, this
research direction holds the promise to equip robots with versatile skills in simulation
and only fine-tune them in the real world for minor adjustments. Their highly flexible
structure allows MoE policies to continuously add new skills over a lifetime, making them
a suitable policy representation for continual learning as well. In combination with the
sim-to-real transfer, this could yield a powerful framework for quickly providing robots
with new skills for new situations.

So far we have used a single network for each expert in the MoE policies for both, the
expert distribution and the context distribution in both algorithms SVSL and Di-SkilL.
While this provides the flexible structure mentioned earlier, it could also quickly lead to a
policy with too many experts such that the training becomes limited. Therefore, exploring
new architectures with a common, shared backbone for both the experts and the context
distributions is an important approach that needs to be analyzed. Extending this shared
structure to a more flexible policy representation for example by activating or deactivating
heads of the policy might be a step towards obtaining a compact, but still flexible policy
structure.

Finally, it is an interesting research question on how we can extend SVSL and Di-SkilL
to settings with semantic understanding. An intuitive approach is to use some of the
Vision Language Models (VLMs) that have shown impressive generalization capabilities
in robotics recently (Intelligence et al., 2025), but it is unclear how these models can be
used in these settings.

In contrast to SVSL and Di-SkilL, DIME (Chapter 5) is an off-policy SRL algorithm that is
highly sample efficient and can be considered in using real-world robotics applications.
However, so far it is unclear how applicable is DIME, especially because its inference time
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is not analyzed yet. Although we didn’t use too many diffusion steps in the experiments,
the diffusion model can be a bottleneck in the control of tasks that require high-frequency
control. Additionally, although DIME’s training time is much less compared to some
state-of-the-art methods, there is still room for improvement, for scalable real-world
applications.

For instance, we can improve DIME’s training time by considering a different objective for
updating the diffusion model. The current objecive requires backpropagating the gradients
through the whole diffusion process, which is computationally expensive and does not
scale to use cases with many diffusion steps. However, this drawback can be addressed
with objective functions that have been used in the field of variational inference. One such
objective is the Log Variance loss (Richter et al., 2020) that allows to generate samples
from any policy distribution other than the current policy, but still estimates the gradient
of the Kullback-Leibler (KL) Divergence as used in DIME. This feature of the objective
would allow DIME to use any samples from a different process and therefore would not
require backpropagating through the whole chain.

During the analysis of DIME’s capabilities to learn versatile skills, we observed that a
target network for the critic is helpful because some of the modes might get lost otherwise.
This is an indicator that we have to adapt DIME to also address challenge C2. While the
target network is a first step towards this fix, it also restricts the algorithm as shown by
Bhatt et al. (2024) and slows down the training. One solution for this is to use a mixture
model for the initial noise distribution, where each mode is responsible for a mode of the
target distribution, similar as done by Blessing et al. (2025b) in the context of variational
inference. However, another interesting approach to this problem lies in using restricted
updates to the Q-distribution. DIME leverages a distributional critic and that opens various
options such as KL-regularized updates of the Q-function. In the context of this critic,
we could take inspiration from the automatic curriculum learning approach of SVSL and
Di-SkilL, but from the view of numerical continuation methods (Allgower and Georg,
1990) and start by optimizing a smoothed version of the critic and then gradually increase
the sharpness of the critic’s distribution, thereby ensuring to retain the modes.

Finally, extending DIME to fine-tuning pre-trained models is a promising future direction
in RL in the era of large models and big data.

It remains an open question how RL in general will develop in the future and how we can
enable the developed methods to equip robots with versatile skills. This thesis aims to
provide a first step towards this goal.
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A. Appendix for Chapter 3

A.1. Derivations

In the following we derive our objectives from Section 3.3.

A.1.1. Maximum Entropy Skill Learning with Curriculum

We start our derivation from the KL-regularized maximum entropy objective

max Er() [Ex(ole) [R(c, )] + aH [7(6]c)]] — BKL (z(c) || p(c)). (A.1)

We use following identities

(010 = Zﬂ(clo)ﬂ(o) ole o)

1(0|c,0)m(o|c)
(o|c, 9)

m(c) = ) mlclo)r (o),

[

log 7(0]|c) =1

log z(c) = log %

and insert them into our objective in Eq. A.1, which leads to
L= Z 7(0)Ex(clo) [E,,(mc,o) [R(c, 0) — alog m(0|c,0) — alog n(o|c) + alog n(o]c, 0)]]

+ Z 7(0)Er(clo) [-Blog m(clo) + Blog m(o|c) — Blog w(0)]. (A.2)

Note that we have dropped the log p(c) term since we assume p(c) to be uniformly
distributed in a given interval.
By further rearranging the terms we can reformulate this objective as

L= Z 7(0)Ex(clo) [Eﬂ(mc’o) [R(c, 0) — alog 7(0]c,0) + alog 7(o]c, 0)]] (A.3)

+ > 7(0)Br(clo) [-Blog (clo) + (B — @) log m(oc) — flog ()] .
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As stated in the paper, we can not optimize this objective. Therefore we introduce the
auxiliary distributions 7 (o|c, ) and 7 (o|c) as

L= Z 7(0)Er(clo) [Er[(9|c,0) [R(c,0) — alog 7(0|c,0) + alog 7 (o|c, 0) + alog 7(o]c, B)

~alog #(olc, 0)]] + Y| 7(0)Ex(ci) [ log (clo) — log 7(0) + (§ — @) log (o]c)
+(f — a)log (olc) — (f — a)7(ol0)] .
We can rearrange the terms further to
L= Z ﬂ(o)Eﬁ(do) [Eﬂ(9|c,0) [R(C’ 0) +ta log 7:[(0|C: 9)] + (ﬁ - a) lOg 7%(0|C)]

+ 0B (o) n(0lco) [H (m(0]c,0))] + fEr(o) [H (7(cl0))] + fH ((0))
+ aBx(c)n(01c) [KL (7 (olc, 0) |7 (o]c, 0))] + (B — a)Ex(c) [KL (z(0]c)||7(0]c))]. (A4)

A.1.2. Lower-Bound Decomposition for Expert Distributions

By observing that not all terms depend on 7(8|c, 0), we extract only the important ones
from the objective in Eq. A.4 as

ffc = Z ”(O)En(do) [En(0|c,o) [R(C, 0) ta 10g ﬁ'(OlC, 0)]] + aE?T(O),H(9|C,O) [7{ (n(0|c, 0))]

+ aEx(c) r(0)c) [KL (7 (0]c, 8)]|7(0]c, 0))] .

Since the KL is always positive, we can write the lower bound to this objective as

L= Z ”(O)Eﬂ(do) [Eﬂ(0|c,o) [R(C, 0) + fllog ﬁ'(O|C, 0)]] + aEﬂ(o),ﬂ(mc,o) [7{ (77:(0|C, O))] >

(o]

such that L, > L, always holds. After maximizing L. w.r.t. 7(0|c, 0) we tighten the lower
bound by updating the responsibilities as described in the paper.

A.1.3. Lower Bound Decomposition for Per-Expert Context Distributions

By neglecting all terms which do not depend on 7(c|o) in objective (A.4), we can write
the objective for optimizing w.r.t. 7(c|o) as

L= Z 7(0)Er(clo) [Le(0, €) + (B — @) log 7 (o[c)] + PEx(o) [H ((cl0))]

+ (B — @)Eq(e) [KL (x(olc)||7(o]c))],
where

Lc(0,¢) =Ex(g|co) [R(c, 0) + alog 7 (olc, )] + aH (7(0]c,0)).

110



A.1. Derivations

Again we can observe that the KL term is always positive and we can write the lower
bound to L as

Ly = Z 7(0)Ex(clo) [Lc(0,8) + (B — @) log t(o|c) ] + BE (o) [H (7(clo))],

(o]

such that Ly > L., holds. By setting the auxillary distributions to the responsibilities of
the updated model, we tighten the bound.

A.1.4. Lower Bound Decomposition for Prior Weights

Finally we can write down the objective for updating the prior weights 7 (o) as

Ly = > Lex(0) + pH ((0)), (A5)

where
Le(0) =m(0)Er(clo) [Le(0,8) + (B — @) log 7 (olc)] + fH (7 (clo)) .

Some context regions naturally lead to low reward due to for example high action regular-
izations. Still, these context regions should be discovered, even if the auxiliary rewards
7(o|c) are not sufficient. For this purpose, we calculate a value function, which reveals
the mean reward in a context. If solely one expert covers this context region, it will get a
high value for updating its weight 7 (o), although the task reward might be bad compared
to other experts in other regions. We use importance sampling, to calculate the Value
function

(ofc)
(I)

V() = / (8]c, 0)R(c, 8)d6, (A.6)

where 7 (o|c) are the gating probabilities before starting to update the weights 7(0) at the
end of our algorithm (see Algorithm 1). We completely resample the small replay buffer
for all experts before starting to update 7 (0). We use the Nadaraya Watson predictor to
get V(c). Thus, the update rule for 7 (o) is given by

Ly =) Lek(0) = V(e) + pH ((0)) . (A7)
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A.2. Algorithmic Details

We describe algorithmic details in the algorithm box 1. We start with one expert, which is
randomly added and incrementally add experts after training the lastly added expert for K
iterations. We update the expert and context distributions individually. Note that there is
no strict order on updating the experts or context distributions first.

Every H iterations we fine-tune all experts, if more than one expert is available. This allows
the already trained experts to adjust for the newly added one. After finishing training the
lastly added expert k, we check if it converged to a local optimum. There are different
ways on checking that. For example by comparing the entropy, or achieved task reward to
already trained experts. This step is not absolutely necessary since for the upcoming fine
tune steps, the expert might improve. For the Beer Pong and Table Tennis task, we have
disabled the deletion step in line 13.

As last step we update the prior weights 7(0) and delete all experts, which are below a
threshold value (e.g. 107°) for (o).

Note that in some experiments, it might happen that highly versatile skills result in
worse rewards, e.g. through action regularization, although the task is solved successfully.
In order to avoid deleting these diverse skills from the skill library at the end of the
optimization, a higher f value, f,, for the entropy of 7(0) in Eq. A.7 can be used. This
higher f,, value will encourage to put weights on skills which are not achieving highest
reward. Although those skills still will have lower weight compared to other experts,
they are kept in the skill set and might be useful. For example when the model should be
adapted to an environmental change. We made use of a different f,, value only once in
the Beer Pong task (see Experimental Details A.3).

Note that we have used a variant of MORE (Abdolmaleki et al., 2015) for optimizing Obj.
3.6, as described in (Arenz et al., 2020) and a variant of Contextual MORE Tangkaratt et al.
(2017) for optimizing Obj. 3.5 as described in (Becker et al., 2020).

Also note, that for updating each expert we use a small replay buffer. The newly taken
samples replace the oldest samples in the buffer. For the updates we simply use all samples
in the buffer for each expert.

A.3. Experimental Details

We describe the different hyper parameters and environment specifications used in the
experiments part here. Please note: We included a context punishment in all reward
functions for all experiments for contexts which were sampled out of the context range
defined by the environment. This encourages the context distributions 7 (c|o) to stay in
the valid context region as defined from the environment. We report the reward functions
and the environment specifications in the sub section for each experiment.
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Algorithm 1 Versatile Skill Learning
Input: o, §, f,, NN K. H
Output: 7(6|c)

1: fork =1toNdo

22 7m(0|c,0), m(clo) « randomly_add_expert()

3 m(o)=1/k, Yo

4: fori=1toK do

5: if i% H is 0 then

6: update_all_experts(a) to obj. (3.5) each

7: update_all_context_distributions(a, f) to obj. (3.6) each
8: else

9: (0]c,0) « update_expert_k(a) to obj. (3.5)
10: 7(clo) < update_context_distribution_k(e, f) to obj (3.6)
11: end if

122 end for
13:  if expert_k in local optimum then

14: delete_expert_k()
15:  end if
16: end for

17: m(o) « update_prior_weights(f,,) to obj. (A.7)
18: delete_redundant_experts()

As for the hyper parameters for all experiments for our Algorithm, we provide a summary
in Table A.1. Following the notation from Algorithm 1, f3,, is the entropy coeflicient for
7(0) in Objective A.7, N is the number of incrementally added experts, K is the number
of iterations one expert is trained and H describes the number that every H. iteration all
experts are updated.

For the hyper parameters for all experiments for HiREPS and LaDiPS, we provide a
summary in Table A.2 and A.3 respectively.

Hyper Parameter (Ours) a p|By | N| K |H
Planar Reacher (Ablation) | varies (see section 3.4.1) | 1.0 | 1.0 | 60 | 350 | 50
Beer Pong Task 0.001 05| 25|70 | 750 | 50
Table Tennis Task 0.00001 0.2 0.2 |50 | 800 | 50

Table A.1.: Hyperparameters of our algorithm for all environments.

Hyper Parameter (HiREPS) | € k | N
Planar Reacher (Ablation) | 0.5 | 0.99 | 60
Beer Pong Task 03| 09 |70
Table Tennis Task 03] 09 |50

Table A.2.: Hyperparameters of HiREPS for all environments.
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Hyper Parameter (LaDiPS) | € | €jating o N
Beer Pong Task 0.1 | 0.05 |log30 |70
Table Tennis Task 0.01 | 0.02 | log30 | 50

Table A.3.: Hyperparameters of LaDiPS.

A.3.1. Ablation Studies

For the Planar Reaching task we consider a two dimensional context space. Note that we
have not used any Movement Primitive representation for the policy. Instead, the sampled
0 from our search distributions directly represent the angles of each joint of the reacher
task.

We consider a two dimensional context space x,y, where xpi, = 4.5, Xmax = 7 and
Ymin = -6, Ymax = 6.

The reward function is given by:

R(6,¢) =—[10]]5 — 2 - [|f(0) — cll; — I.(c) — [,(6),
where

10, c¢C 3, bii0€O0
ZC(C):{ 0, else °’ lO(C):{ 0 ellsle? ’

where [, are the costs if a context ¢ is not within the valid context range C and [, are
the costs, if one of the ten links b; has a collision with the obstacles of the environment.
f(0) are the forward kinematics of the planar reacher. Note that the angles 0 are always
normalized into a range [—7, 7].

A.3.2. Beer Pong

For the Beer Pong task we consider a two dimensional context space x, y positions of
the cup on the table, where xp,;, = —0.32, Xpgr = 0.32 and ypmin = —2.2, Ymax = —1.2.
We use ProMPs as policy parameterizations. We also learn the length of the trajectory,
which might lead to invalid, i. e. negative trajectory length. We use a punishment term,
if the trajectories are out of a reasonable range and do not execute this sample on the
environment. We do the same for the context samples. Furthermore, we do not execute
trajectories, which violate the joint constraints of the robot. Since these samples are not
executed on the environment, they are not counted as "taken samples". For the case that
those restrictions are not violated, the reward function is given as

—4- min(llpc,top - pb,l:T“g) - 0-5||pc,bottom - Pb,T||§ - 10_47, if cond. 1
R(Q C) = —2 - min(llpC,l‘OP - pb,l:T“g) - O-5||pc,bottom - PlelS - 10_4Ts if cond. 2
||Pc,bottom - PbT”g +1.5- 10747, if cond. 3
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where p. 1o is the position of the top edge of the cup, p¢portom is the ground position of
the cup, pp, is the position of the ball at time point ¢ and 7 is the squared mean torque
over all joints during one rollout. The different conditions are:

« cond. 1: The ball is not in the cup and had no table contact
« cond. 2: The ball is not in the cup and had table contact
« cond. 3: The ball is in the cup.

For the case that context samples were sampled out of the range we provide a high negative
reward

R.(6,c) = —30 — d7,

where d? is the distance of the current context c to the valid context region.

For the case that the duration of the trajectory was sampled out of the range we provide a
negative reward as

[ =30-10-(I-0.1)4 ifl<o0.1
Ry(c,0) _{ —30-10- (- 1.3)% ifl>13

where [ is the duration of the Trajectory in seconds. If the joint constraint limits are
violated by the ProMP’s trajectory, we give a punishment of -30.

A.3.2.1. On Versatility of our Solutions on the Beer Pong Task

In this section we want to compare the learned solutions of LaDiPS (End et al., 2017) and
our method. As LaDiPS uses experience-sharing between experts, it outperforms our
method in terms of sample efficiency, but does not find as qualitative solutions as our
method, which is reflected in the end-rewards (see Fig. 3.2a), where we can clearly achieve
a higher value. In addition to the more qualitative solutions, we are able to learn a mixture
model with higher expected entropy, which can be seen in Fig. A.1. Our method is able
to achieve more qualitative skills with a much higher entropy compared to LaDiPS and
HiREPS, indicating that the proposed solutions by our method are more versatile than
the others. Please note that we have defined a fine grid of contexts and sampled for each
context ¢ 1000 parameter vectors 0 from the mixture models to calculate the expected
entropy. We have repeated this procedure for all 20 different trials/seeds and report the
mean expected entropy together with two times the standard error. In addition to the
expected mixture entropy we have conducted a qualitative comparison, where we have
picked the first model for both, our method and LaDiPS and have let it run for twelve
different contexts. For each context we have sampled 100 times from the mixture model
and executed the mean of the sampled experts on the environment. Note that we only have
taken those ball trajectories into account that lead to a successful solution. For LaDiPS
all observed solutions for all contexts showed only one mode, in which the ball bounced
once on the table and then landed in the cup. For our method the same solution could be
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Figure A.1.: Expected Mixture Entropies.

seen for six contexts. For three contexts, our method threw the ball directly into the cup,
whereas for another three contexts three different ball trajectories could be observed: i)
direct throw, ii) bouncing ones on the table ii) bouncing once on the table and once on the
wall.

A.3.3. Table Tennis

For the Table Tennis task we consider a four dimensional context space [b%¢, bi*¢] € R*.
We have the desired landing position of outgoing ball b%¢s = [x%, 9] € R? and the initial
positions of the incoming ball b = [x"¢, y"‘] € R? where x%¢* € [-1.2, —0.2], y% €
[-0.6, 0.6], x'™ € [-1.2, —0.2], y™™ € [-0.65, 0.65]. We fix the initial ball velocity and
z!™ position so we can transform the initial ball position to the incoming ball landing
position on the table. We use ProMPs as policy parameterizations and learn the length
of the trajectory, which might lead to invalid, i. e. negative trajectory length. We use
a punishment term, if the length of trajectories are out of a reasonable range and do
not execute this sample on the environment. We do the same for the context samples.
Furthermore, we do not execute trajectories, which violate the joint constraints of the robot
and return a punishment. Since these samples are not executed on the environment, they
are not counted as "taken samples". For the case that those restrictions are not violated,
the reward function is given as

0.2-(1- tanh(mtin(Hbt —1|[2)), if cond. 1
2 (1 = tanh(min({[b; - rel[3))
R(0,¢c) =4 +(1- tanh(mtin(llbdes — bexyll3)), if cond. 2 |
2 (1~ tanh(min(| b - rl[2))
+4 - (1 tanh((|[b% = b™||2)) + 1 jiana_yy,  if cond. 3
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where b; € R? is the position of the ball at time point ¢, bixy € R? is the x, y position of
the ball at time point ¢, r; € R3 is the position of the racket at time point ¢, b2 € R? is
the real x, y landing position point. The different conditions are:

« cond. 1: The ball had no racket contact.
« cond. 2: The ball had racket contact but then no table contact.
« cond. 3: The ball had racket contact and then table contact.

For the case that context samples were sampled out of the range we provide a high negative
reward

R.(6,c) = —20 - dZ,

where d? is the distance of the current context c to the valid context region.

For the case that the duration of the trajectory was sampled out of the range we provide a
negative reward as

[ Sslli-01]l, ifl<0.1
Re(c’e)‘{—3||1—5||, ifl>5 °

where [ is the duration of the Trajectory in seconds.

For the case that the trajectory was sampled out of the joint constraints we provide a
negative reward as

T
1
Rc(e, c)=-1- f Z dqpos,t,

where dgpos; is the distance of the planned joint positions to the valid joint position
region.

A.3.3.1. On Versatility of our Solutions on the Table Tennis Task

We compare the versatility of learned solutions of LaDiPS (End et al., 2017), HiREPS (Daniel
et al., 2012) and ours. We plot the expected mixture entropies of each algorithm in Fig.
A.2a. For each of the 1600 uniformly context samples we have sampled 1000 parameter
vectors 6 from the mixture model to calculate the mixture entropy. We repeat this for all
models resulting from 20 seeds/trials and plot the average of the entropies in Fig. A.2a.
Please note that the fluctuations of the entropy curve in Fig. A.2a of our algorithm are due
to adding experts during training.

We are able to achieve the highest entropy while clearly outperforming both methods in
terms of the achieved task reward (see Fig. A.2b), which indicates that we are able to learn
more qualitative skills.
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Figure A.2.: Expected Mixture Entropies (left) and performance on the table tennis task (right). Note
that the performance graph is the same as in Fig. 3.2b, but with the full graph of our method to train 70
experts. The graph in Fig. 3.2b was clipped in the x-axis to maintain overview.

A.3.3.2. Hyperparameters

The hyperparameters for our algorithm are given in the following Table. Please note that
we used punishments,

Hyper Parameter Qurs) | « | f | fw | N| K | H
Reacher Reward (3.8) | 1e™® | 15| 15 | 40 | 250 | 50
Reacher Reward (3.9) | 0.01 | 1 | 2.5 | 40 | 250 | 50

Reacher Reward (3.10) 1 25 | 25 | 40 | 800 | 50

Table A.4.: Hyperparameters of our algorithm for the reacher environment.

if contexts were sampled out of the context range (which is the right half circle around the
base with radius 0.5), we provided a quadratic punishment to the distance of the sample
to the valid context bound. We multiplied this distance with a factor of 1000 for the case
of reward function (3.8, 3.9) and with a factor of 50000 for the case of reward function
(3.10).

We normalized the observations and rewards for PPO and used the same hyperparameters
for all three experiments, which we summarized in the following table
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Hyp. Params (PPO) a N |GAEA| y | K| € | network structure
Reacher Reward (3.8) | 1e™* | 16384 | 0.95 | 0.99 | 64 | 0.2 [64, 64]
Reacher Reward (3.9) | 1e™* | 16384 | 0.95 | 0.99 | 64 | 0.2 [64, 64]
Reacher Reward (3.10) | 1e™* | 16384 | 0.95 | 0.99 | 64 | 0.2 [64, 64]

Table A.5.: Hyperparameters of PPO for the reacher environment. Note that « is the learning rate, N is the
number of rollouts, y is the discount factor, K is the batch size, € is the clip value for the importance ratio.
The layer structure is for both: the policy network as well as the value function network.
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(o) (o)
(a) (b) (c) (d)

Figure B.1.: Probabilistic Graphical Models (PGMs) during inference a) and training b). During a)) the
model observes the contexts ¢ from the environment. An expert o is sampled from 7 (o|c), which leads to
an adjustment of the motion primitive parameters 0 by 7 (6|c, 0). We iterate over each expert during (b),
sample the contexts ¢ and 0 from the per-expert distribution 7 (c|o) and 7(8|c, 0) respectively. Sampling
from 7 (c|o) allows shaping the expert’s curriculum. c) illustrates the environment’s context distribution
p (c) and a possibly optimal 7 (c|o) (d)) in two-dim. space. Yellow areas indicate high and purple zero
probability. The illustrations show that optimizing 7 (c|o) requires dealing with i) step-like non-linearities,
ii) multi-modality, iii) bounded within the red rectangle support of p (c), complicating exploration.

B. Appendix for Chapter 4

B.1. Additional Information to Self-Paced Diverse Skill
Learning with MoE

The general self-paced diverse skill learning objective

max Bro [Exolo [R(c 0)] +aH [x(8]0)]] - KL (x () | p ()

can be reformulated to

gf(;{)Eﬂ(o),ﬂ(do) [Eﬂ(mc’o) [R(c,0) + alog m(o|c,0)] + Blogp (c) + (B — @) log 777(O|C)]

+ @B (o) n(clo) [H [7(8]c, 0)]] + fEx(o) [H [7(cl0)]] + fH [7(0)], (B.1)

by inserting 7(0|c), 7 (c) from Eq. 4.2 into Eq. B.1 and applying Bayes theorem. This
objective is not straightforward to optimize for Mixture of Experts MoE models and
requires further steps to introduce a lower bound (see Section 4.2) that can be efficiently
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optimized. Please note that the variational distributions in Eq. 4.4 and Eq. 4.5 can be
calculated in closed form by the identities

7o1d(0|c, 0) 7014(0]€)
To14(0]c) ’

o14(clo) 7 (0)

To1d(c€)

7(olc, 0) = moa(olc, 8) =

7(ole) = moiq(ole) =

We refer the interested reader to Celik et al. (2021) for a detailed derivation.

B.2. Additional Related Work

Unsupervised Reinforcement Learning. Another field of research that considers learn-
ing diverse policies is unsupervised reinforcement learning (URL). In URL the agent is first
trained solely with an intrinsic reward to acquire a diverse set of skills from which the most
appropriate is picked to solve a downstream task. More related to our work is a group of
algorithms that obtain their intrinsic reward based on information-theoretic formulations
(Laskin et al., 2021; Eysenbach et al., 2019; Campos et al., 2020; Lee et al., 2019; Liu and
Abbeel, 2021). However, their resulting objective is based on the mutual-information and
differs from the objective we maximize. The learned skills in the pre-training aim to cover
distinct parts of the state-space during pre-training in the absence of an extrinsic task
reward which implies that skills are not explicitly trained to solve the same task in different
ways. Those methods operate within the step-based RL setting which differs from CEPS.

B.3. Additional Information to Diverse Skill Learning

B.3.1. The Parameterization of the Mixture of Experts (MoE) Model

In the following, we provide details on the parameterization of the MoE model.

Parametrization of the expert 7(60|c,0). We parameterize each expert 7(0|c,0) as a
Gaussian policy N ( py(c), %y(c), where the mean py(c) and the covariance X, (c) are
functions of the context ¢ and parameterized by a neural network with parameters y.
Although the covariance % (c) is formalized as a function of the context ¢, we have not
observed any advantages in doing so. In our experiments, we therefore parameterize the
covariance as a lower-triangular matrix L and form the covariance matrix ¥ = LLT.

Parameterization of the per-expert context distribution 7(c|o). The reader is re-
ferred to Section 4.4 for details on the parameterization of 7(c|o)

Parameterization of the prior (o). We fix the prior 7(0) to a uniform distribution
over the number K of available experts and do not further optimize this distribution. This
is a useful definition to increase the entropy of the mixture model.
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Parameterization of the context distribution x (c¢). Due to the relation 7 (c) =
2., (clo)z (o), 7 (c) is defined by 7 (c|o) and does not need explicit modelling.
Parameterization of the gating distribution 7 (o|c). Due to the relation z(o|c) =
% we do not need an explicit parameterization of 7(o|c) and can easily calculate
the probabilities for choosing the expert o given a context c.

B.3.2. Using Motion Primitives in the Context of Reinforcement Learning

Motion Primitives (MPs) are a low-dimensional representation of a trajectory. For instance,
instead of parameterizing a desired joint-level trajectory as the single state in each time
step, MPs introduce a low-dimensional parameter vector 8 which concisely defines the
trajectory to follow. The generation of the trajectory depends on the method that is used.
Probabilistic Movement Primitives (ProMPs) (Paraschos et al., 2013) for example define the
desired trajectory as a simple linear function 7 = ®' @, where ® are time-dependent basis
functions (e.g. normalized radial basis functions). Dynamic Movement Primitives (DMPs)
(Schaal, 2006) rely on a second-order dynamic system that provides smooth trajectories
in the position and velocity space. Recently Probabilistic Dynamic Movement Primitives
(ProDMPs) were introduced by Li et al. (2023) and combines the advantages of both
methods, that is the easy generation of trajectories and smooth trajectories. We therefore
rely on ProDMPs throughout this work.

In the context of reinforcement learning, the policy 7(0|c), or in our case an expert
7(0]c, 0) defines a distribution over the parameters 6 of the MP depending on the observed
context c. This allows the policy to quickly adapt to new tasks defined by c.

B.3.3. Algorithm Details

Detailed descriptions of the algorithm during training and during inference are provided
in the algorithm boxes Alg. 2 and Alg. 2, respectively. In each iteration during training,
we sample a batch of contexts ¢ from the environment by resetting it. We then iterate
over each expert and evaluate the probabilities of these contexts ¢ on each per-expert
context distribution 7 (c|o) and sample then training contexts cr from them. From the
corresponding expert 7(0|c, 0) we sample motion primitive parameters 0 and evaluate the
samples (cr, €) on the environment and observe a return R(c, 8) which we use to update the
experts 7(0|c, 0) and the per-expert context distributions 7(c|o) by maximizing Obj. 4.7
and Obj. 4.8 respectively. During inference, we observe contexts ¢ from the environment,
calculate the gating distributions 7 (o|c) = % from which we sample the expert
0. We then either take the mean or sample an 6 from this expert and execute it on the
environment.
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Algorithm 2 Di-SkilL. Training

Input: «, f, N(max. iterations), K(num. experts),T(num. samples per expert)
Output: 7(0|c)

1: fork=1toNdo
¢ ~ p (c) (context batch by environment resetting)
3 foro=1toK do
4: cr ~ n(clo) (context batch from EBM)
5: 0 ~ n(0|cr,0)
6
7
8

»

R(c, 0) « eval(0, c7)
7(0|c,0) <« Obj. 4.7
: n(clo) « Obj. 4.8
9:  end for
10: end for

Algorithm 3 Di-SkilL Inference

Input: 7(0|c)
1: ¢ ~ p (c) (observe contexts from environment)
2: 0 ~ m(o|c), where 7m(o|c) = %
3: 0 ~ m(0|c,0)
4: R(c, 0) « eval(0,c)

B.4. Experimental Details

B.4.1. Environment Details
B.4.1.1. Table Tennis Easy

Environment. We use the same table tennis environment as presented in Otto et al.
(2023), in which a 7 Degree of Freedom (DoF) robot has to return a ball to a desired ball
landing position. The context is the four-dimensional space of the ball’s initial landing
position ( x € [-1,-0.2], y € [-0.65,0.65]) on the robot’s table side and the desired ball
landing position (x € [-1.0,—0.2], y € [—0.6,0.6]) on the opponent’s table side. The robot
is controlled with torques on the joint level in each time step. The torques are generated by
the tracking controller (PD-controller) that tracks the desired trajectory generated by the
motion primitive. We consider three basis functions per joint resulting in a 21-dimensional
parameter (@) space. We additionally allow the agent to learn the trajectory length and the
starting time step of the trajectory. Note that the starting point allows the agent to define
when after the episode’s start the generated desired trajectory should be tracked. Induced
by the varying contexts, this is helpful to react to the varying time the served ball needs to
reach a positional space that is convenient to hit the ball with the robot’s racket. Overall
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the parameter space is 23 dimensional. The task is considered successful if the returned
ball lands on the opponent’s side of the table and within < 0.2m to the goal location.

The reward function is unchanged from Otto et al. (2023) and is defined as

0, if cond. 1,
J2(pr. Pp) if cond. 2,
Riask = 4 f3(Prs Pb Pi> Pgoar)  if cond. 3,
fa(Prs Pv> Pl Pgoar)  if cond. 4,
f5(Pr> Pos P1» Pgoar)  if cond. 5,

where p, is the executed trajectory position of the racket center, p;, is the executed position
trajectory of the ball, p; is the ball landing position, pyo. is the target position. The
individual functions are defined as

J2(pr.pv) = 0.2 = 0.29(py, p»)
13(Prs P> P> Pgoat) = 3 — 29(pr, Pv) — (D1, Pgoat)
Ja(Pr, P, Pl Pgoat) = 6 = 29(Pr, Pb) — 4h(P1, Pgoal)
J5(Prs Pbs Pis Pgoat) = 7 — 29(pr, Pb) — 4h(PL, Pgoal);

where g(x,y) = tanh (min ||x — y||?) and h(x,y) = tanh (||x — y||?). The different condi-
tions are

« cond. 1: the end of the episode is not reached,

« cond. 2: the end of the episode is reached,

. cond. 3: cond.?2 is satisfied and the robot did hit the ball,

« cond. 4: cond.3 is satisfied and the returned ball lands on the table,

« cond. 5: cond.4 is satisfied and the landing position is at the opponent’s side.
The episode ends when any of the following conditions are met

« the maximum horizon length is reached

« ball did land on the floor without hitting

« ball did land on the floor or table after hitting

The whole desired trajectory is obtained ahead of environment interaction, making use
of this property we can collect some samples without physical simulation. The reward
function based on this desired trajectory is defined as

Firay = = ) el =1d0l () € (G, ) 121 > 1601,
(i.j)
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where 77 is the desired trajectory, i is the time index, j is the joint index, ¢” is the joint
position upper bound. The desired trajectory is considered as invalid if r;,4; < 0, an invalid
trajectory will not be executed on the robot. The overall reward is defined as:

;= T'traj, Ttraj <0
Tiask, Otherwise.

SVSL. SVSL requires designing a guiding punishment term for context samples that are
not in a valid region. For the four-dimensional context space in table tennis, this can be
done using quadratic functions (as proposed in the original work Celik et al. (2021)):

R.(c) = —20 - d?,

where d? is the distance of the current context c to the valid context region.

SVSL Hyperparameters All hyperparameters are summarized in the Table B.1.

Hyperparameters are listed in the Table B.2.

B.4.1.2. Table Tennis Task Hard

Environment. We extend the table tennis environment described in Appendix B.4.1.1
by additionally including the ball’s initial velocity in the context space making the task
harder as the agent has to react to ranging velocities now. We define the initial velocity
vy € [1.5%,4%]. Note that every single constellation within the resulting context space is
a valid context. However, there exist ball landing positions that can not be set along with
a subset of the initial velocity range. This makes designing a guiding punishment term
for SVSL especially difficult. We adopt the parameter space and the reward function
as defined in the standard table tennis environment as described in Appendix B.4.1.1.

Hyperparameters are listed in the Table B.4.

B.4.2. Hopper Jump

Environment. We use the same hopper jump environment as presented in (Otto et al.,
2023), in which the hopper Brockman et al. (2016) has to jump as high as possible and
land at a specified position. The context is the four-dimensional space of the last three
joints of the hopper and the goal landing position [ js, ja, js, g], where the ranges are
from [-0.5,—0.2,0,0.3] to [0.0,0.0,0.785, 1.35]. The hopper is controlled the same as in
(Brockman et al., 2016). Here, we consider three basis functions per joint and a goal basis
resulting in a parameter space (0) of 12 dimensions. The reward is non-markovian and
is unchanged from (Otto et al., 2023).
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In each time-step t the action cost
K
T, =107 Z(a;)z,
i

is provided. The variable K = 3 corresponds to the number of degrees of freedom. At the
end of the episode, a reward containing retrospective information about the maximum
height in the z-direction of the center of mass achieved hp,.y, the goal landing position
of the heel pgoa1, the foot’s heel position when having contact with the ground after
jumping the first time proot, contact 1S given. Additionally, per-time information such as
PDroot, t describing the position of the foot’s heel in world-coordinates is given. The resulting
reward function is

T

Rior = — Z T+ Rheight + Rgdist + Regist + Rhealthya
t=0

where

Rheight = 10hmax,
Rgdist = ||Pfoot,T - PgoalHZ:
Rcdist = ||pfoot,contact - pgoalHZa

| 2 ifzr € [0.5,00]and 0, y, ¢ € [—oo, 0]
Rhealthy = 0 else.

The healthy reward is the same as provided by (Brockman et al., 2016).

Hyperparameters are listed in the Table B.5.

B.4.2.1. Box Pushing with Obstacle Task

Environment. We increase the difficulty of the box pushing environment as presented
in (Otto et al., 2023), by changing major parts of the context space. The goal of the box
pushing task is to move a box to a specified goal location and orientation using the seven
DoF Franka Emika Panda. The newly context space (compared to the original version in
(Otto et al., 2023)) are described in the following. We increase the box’ goal position range
to x4 € [0.3,0.6],y,4 € [—0.7,0.45], and keep the goal orientation angle ¢ € [0rad, 27rrad].
Additionally, we include an obstacle between the initial box and the box’s goal. The range
of the obstacle position is x, € [0.3,0.6],y, € [-0.3,0.15]. Note that we guarantee a
distance of at least 0.15m between the obstacle’s position and the initial position as well as
at least 0.15m between the obstacle’s position and the box’s goal position.

The robot is controlled via torques on the joint level. We use four basis functions per DoF,
resulting in a parameter space of 28 dimensions. We consider an episode successful if
the box’s orientation around the z-axis error is smaller than 0.5 rad and the position error
is smaller than 0.05m.
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The sparse-in-time reward function is up to a scaling parameter the same as presented
in (Otto et al., 2023). We describe the whole reward function in the following.

The box’s distance to the goal position is

Rgoal = ”P - Pgoal”a

where p is the box position and pg, is the goal position. The rotation distance is defined
as

1
Ryotation = ; arccos |I‘ : rgoall,

where r and ry, are the box orientation and goal orientation quaternion respectively. The
incentive to keep the rod within the box is defined as

Rroa = clip(|[p - hposHa 0.05, 10),

where hy,; is the position of the rod tip. Similarly, to incentivize to maintain the rod in a
desired rotation, the reward

.2
Rrod_rotation = Chp(; arccos |hrot : h0|5 0.25, 2)

is defined, where h,,; and hy = (0, 1,0, 0) are the current and desired rod orientation in
quaternion respectively. To incentivize the robot to stay within the joint and velocity
bounds, the error

e = ), (al-lglD ) Ugl-1gD

ie{illgil>|q?1} jetillg;1>1451y

is used, where q, q, q%, and q” are the robot’s joint positions and velocities as well as their
respective bounds. To learn low-energy motions, the per-time action (torque) cost

K
=) (a)’,
i

is used. The resulting temporal sparse reward is given as

_Rrod - Rrod_rotation —0.027; — err(q, q) t < T,

Riot = { —Rrod — Rrod_rotation —0.027; — err(q, q)
_350Rgoal — 200R;otation t=T,

where T = 100 is the horizon of the episode. The reward gives relevant information to
solve the ask only in the last time step of the episode, which makes exploration hard.

Further Visualizations of learned skills. We show additional plots of the box’s trajectories
in the box pushing task in Fig. B.2.

Hyperparameters are listed in the Table B.6.
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B.4.3. Extended 5-Link Reacher Task

Environment. Inthe 5-Link Reacher task, a 5-link planar robot has to reach a goal position
with its tip. The reacher’s initial position is straight to the right. This task is difficult to
solve, as it introduces multi-modality in the behavior space. (Otto et al., 2023) avoided
this multi-modality by constraining the y coordinate of the goal position to y > 0, i.e. the
first two quadrants. We adopt the 5Link-Reacher task by increasing the context space to
the full space, i.e. all four quadrants. We consider 5 basis functions per joint leading to a
25-dimensional parameter space. We consider the sparse reward function presented

in (Otto et al., 2023) as
—T; t<T,
Rior =

—T; — ZOORgoal —10Ryeq t=T,

where
Rgoal = ||P - pgoal”2

and

K
7= Z(abz.

The sparse reward only returns the task reward in the last time step T and additionally
adds a velocity penalty Ry = 3.X (¢%)%. The joint velocities are denoted asq. This velocity
penalty avoids overshooting in the last time step.

Hyperparameters are listed in the Table B.3.

B.4.4. Robot Mini Golf Task

Environment. In the robot mini golf task the agent needs to hit a ball while avoiding
the two obstacles, such that it passes the tight goal to achieve a bonus. The context
space consists of the ball’s initial x-position xp,; € [0.25m, 0.6m], the XY positions of
the green obstacle x,,s € [0.3,0.6] and y,ps € [—0.5,—0.1] and the x positions of the goal
Xpani € [0.25,0.6]. The parameter space is 29 dimensional resulting from the 4 basis
functions per joint and an additional duration parameter which allows the robot to learn
the duration of the trajectory. The robot starts always at the same position. The reward
function consists of three stages:

—0.0005 - 7; if cond. 1,
0.2 — 0.2 tanh (min ||p, — pp||) if cond. 2,
Rigsk = {2 — 2tanh (min ||p, — pyl|)

~tanh (|[poy ~ Prreshgll)  if cond. 3,
6 if cond. 3,

where the individual conditions are
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cond. 1: the end of the episode is not reached,

cond. 2: the end of the episode is reached and the robot did not hit the ball,

cond. 3: the end of the episode is reached and the robot has hit the ball, but the ball
didn’t pass the goal

cond. 4: the end of the episode is reached, robot has hit the ball and the ball has
passed the goal for at least 0.75m

The episode ends when the maximum horizon length T = 100 is achieved. We again make
use of the advantage that we obtain the whole desired trajectory ahead of the environment
interaction, such that we can collect some samples without physical simulation. The
reward function based on this desired trajectory is defined as

rvay = Il = 1gfl ) € {G) el > a1y,
(@)

where ¢ is the desired trajectory, i is the time index, j is the joint index, ¢” is the joint
position upper bound. The desired trajectory is considered as invalid if r;,4j < 0, an invalid
trajectory will not be executed on the robot. Additionally, we provide a punishment, if the
agent samples invalid duration times

Ydur = =3 (max(O, tq — td, max) + max(0, ty mint — td)) ,

where tg max = 1.75, tgmin = 0.45s and ¢; is the duration in seconds chosen by the agent.
The overall reward is defined as:

Ttrajs —20(Tiraj + raur) — 5  if invalid duration,
r= or trajectory

Tiasks otherwise.

Hyperparameters are listed in the Table B.7.

B.5. Additional Evaluations

We provide additional diverse skills to the Box Pushing Obstacle task in Fig. B.2. In Fig.
B.4 we provide additional diverse strikes to fixed ball’s desired landing positions on the
TT-H task.

Furthermore, we analyze Di-SkilL’s performance on the hopper jump task in more detail.
In Fig. B.3a we observe that the mean return is on par with BBRL, similar to the achieved
goal distance in Fig. B.3c. However, there is a small gap in the max height, where BBRL
jumps slightly higher (see Fig. B.3b. Given that the mean return is on par, one would
expect that the maximum jump height is on par as well. However, Di-SkilL optimizes the
remaining terms in the objective of the hopper jump task such as the healthy reward (see
Appendix B.4), which explains this gap.
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Figure B.2.: Additional Diverse Skills for the Box Push Obstacle Task learned by Di-SkilL. We fix
the contexts and sample experts which we subsequently execute. This leads to diverse behaviors in the
motion primitive parameter space@ which leads to different trajectories of the pushed box on the table.
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Figure B.3.: Additional Analysis of the Hopper Jump (H]J) task.
B.6. Hyperparameters

We list the hyperparameters for all algorithms on all environments in the following tables.

add expert every iteration

1000

fine tune all experts every iteration

50

number expert adds

1

number initial experts

1

number total experts

20

number traj. samples per expert per iteration

200

(04

0.0001

p

0.5

expert KL-bound

0.01

context KL-bound

0.01

Table B.1.: Hyperparameters for SVSL on TT
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Figure B.4.: Di-SkilL’s Diverse Skills for the TT-H task. We fixed the ball’s desired landing position and
varied the serving landing position and the ball’s initial velocity. Di-SkilL can return the ball in different
striking types. Note that each row represents a different desired ball landing position.
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B.6. Hyperparameters

Di-SkilL BBRL
critic activation tanh tanh
hidden sizes critic [8,8] [32, 32]
initialization orthogonal | orthogonal
Ir critic 0.0003 0.0003
optimizer critic adam adam
ciritc epochs 100 100
activation context distribution tanh -
epochs context distribution 100 -
hidden sizes context distr [16,16] -
initialization orthogonal -
Ir context distribution 0.0001 -
optimizer context distr adam -
batch size per expert 50 209
number samples from environment distribution 5000 -
number samples per expert 50 209
normalize advantages True True
expert activateion tanh tanh
epochs 100 100
hidden sizes expert [64] [32]
Ir policy 0.0003 0.0003
covariance type full full
alpha 0.001 -
beta 4 -
number experts 5 -
covariance bound 0.005 0.001
mean bound 0.05 0.05
projection type KL KL
trust region coefficient 100 25

Table B.2.: Hyperparameters for Di-SkilL. and BBRL on TT.
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Di-SkilL BBRL LinDi-SkilL PPO
critic activation tanh tanh tanh tanh
hidden sizes critic [32,32] [32, 32] [32, 32] (32, 32]
initialization orthogonal | orthogonal | orthogonal | orthogonal
Ir critic 0.0003 0.0003 0.0003 0.0003
optimizer critic adam adam adam adam
ciritc epochs 100 100 100 10
activation context distr. tanh - tanh -
epochs context distr. 100 - 100 -
hidden sizes context distr. [16,16] - [16, 16] -
initialization orthogonal - orthogonal -
Ir context distr. 0.0001 - 0.0001 -
optimizer context distr. adam - adam -
batch size per expert 25 240 25 512
nr. mini batches - - - 32
nr. samples from env. distr. 5000 - 5000 -
number samples per expert 25 240 25 16384
normalize advantages True True True True
expert activateion tanh tanh - tanh
epochs 100 100 100 10
hidden sizes expert [32,32] [64,64] - [32, 32]
Ir policy 0.0003 0.0003 0.0003 0.0003
covariance type full full full diagonal
alpha 0.01 - 0.01 -
beta 8 - 8 -
number experts 10 - 10 -
covariance bound 0.001 0.005 0.0005 -
mean bound 0.05 0.05 0.05 -
projection type KL KL KL -
trust region coefficient 100 25 100 -
discount factor 1 1 1 1

Table B.3.: Hyperparameters for Di-SkilL, BBRL, LinDi-SkilL, and PPO on 5LR. We used all code-level
optimization (Engstrom et al., 2020) needed for PPO. The implementation is based on the source code from
Otto et al. (2021).
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Di-SkilL BBRL LinDi-SkilL
critic activation tanh tanh tanh
hidden sizes critic [8,8] (32, 32] [8,8]
initialization orthogonal | orthogonal | orthogonal
Ir critic 0.0003 0.0003 0.0003
optimizer critic adam adam adam
ciritc epochs 100 100 100
activation context distr. tanh - tanh
epochs context distr. 100 - 100
hidden sizes context distr. [16,16] - [16, 16
initialization orthogonal - orthogonal
Ir context distr. 0.0001 - 0.0001
optimizer context distr. adam - adam
batch size per expert 50 209 50
nr. samples from env. distr. 5000 - 5000
number samples per expert 50 209 50
normalize advantages True True True
expert activateion tanh tanh -
epochs 100 100 100
hidden sizes expert [128] [32,32] -
Ir policy 0.0003 0.0003 0.0003
covariance type full full full
alpha 0.001 - 0.001
beta 0.5 - 0.5
number experts 10 - 10
covariance bound 0.005 0.0005 0.001
mean bound 0.05 0.05 0.05
projection type KL KL KL
trust region coefficient 100 25 100

Table B.4.: Hyperparameters for Di-SkilL, BBRL, and LinDi-SKilL for the Hard Table Tennis Task (T'T-H).
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Di-SkilL BBRL LinDi-SkilL
critic activation tanh tanh tanh
hidden sizes critic [64,64] [64, 64] [64,64]
initialization orthogonal | orthogonal | orthogonal
Ir critic 0.0001 0.0001 0.0001
optimizer critic adam adam adam
ciritc epochs 100 100 100
activation context distr. tanh - tanh
epochs context distr. 100 - 100
hidden sizes context distr. [16,16] - [16, 16]
initialization orthogonal - orthogonal
Ir context distr. 0.0001 - 0.0001
optimizer context distr. adam - adam
batch size per expert 80 200 80
number samples from environment distr. 1000 - 1000
number samples per expert 80 200 80
normalize advantages True True True
expert activateion tanh tanh -
epochs 100 100 100
hidden sizes expert (32, 32] [32,32] -
Ir policy 0.0003 0.0003 0.0003
covariance type full full full
alpha 0.01 - 0.01
beta 8 - 8
number experts 3 - 3
covariance bound 0.005 0.05 0.005
mean bound 0.05 0.1 0.05
projection type KL KL KL
trust region coefficient 100 25 100

Table B.5.: Hyperparameters for Di-SkilL, BBRL, and LinDi-SkilL for the Hopper Jump Task (H]J).
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Di-SkilL BBRL LinDi-SkilL PPO
critic activation tanh tanh tanh tanh
hidden sizes critic [32,32] (32, 32] (32, 32] [256, 256]
initialization orthogonal | orthogonal | orthogonal | orthogonal
Ir critic 0.0003 0.0003 0.0003 0.0001
optimizer critic adam adam adam adam
ciritc epochs 100 100 100 10
activation context distr. tanh - tanh -
epochs context distr. 100 - 100 -
hidden sizes context distr. [16,16] - [16, 16] -
initialization orthogonal - orthogonal -
Ir context distr. 0.0001 - 0.0001 -
optimizer context distr. adam - adam -
batch size per expert 50 500 50 410
nr. mini batches - - - 40
nr. samples from env. distr. 5000 - 5000 -
number samples per expert 50 500 50 16384
normalize advantages True True True True
expert activateion tanh tanh - tanh
epochs 100 100 100 10
hidden sizes expert [64,64] [64,64] - [256, 256]
Ir policy 0.0003 0.0003 0.0003 0.0001
covariance type full full full diagonal
alpha 0.01 - 0.0001 -
beta 64 - 64 -
number experts 10 - 10 -
covariance bound 0.005 0.0005 0.001 -
mean bound 0.05 0.05 0.05 -
projection type KL KL KL -
trust region coefficient 100 25 100 -
discount factor 1 1 1 1

Table B.6.: Hyperparameters for Di-SkilL, BBRL, LinDi-SkilL, and PPO for Box Pushing Obstacle task (BPO).
We used all code-level optimization (Engstrom et al., 2020) needed for PPO. The implementation is based on
the source code from Otto et al. (2021).
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Di-SkilL BBRL LinDi-SkilL
critic activation tanh tanh tanh
hidden sizes critic [32,32] [32, 32] (32, 32]
initialization orthogonal | orthogonal | orthogonal
Ir critic 0.0003 0.0003 0.0003
optimizer critic adam adam adam
ciritc epochs 100 100 100
activation context distr. tanh - tanh
epochs context distr. 100 - 100
hidden sizes context distr. [16,16] - [16, 16]
initialization orthogonal - orthogonal
Ir context distr. 0.0001 - 0.0001
optimizer context distr adam - adam
batch size per expert 50 500 50
nr. samples from env. distr. 5000 - 5000
number samples per expert 50 500 50
normalize advantages True True True
expert activateion tanh tanh -
epochs 100 100 100
hidden sizes expert [64,64] [128,128] -
Ir policy 0.0003 0.0003 0.0003
covariance type full full full
alpha 0.0001 - 0.0001
beta 1 - 1
number experts 10 - 10
covariance bound 0.005 0.001 0.001
mean bound 0.05 0.05 0.01
projection type KL KL KL
trust region coefficient 100 25 100

Table B.7.: Hyperparameters for Di-SkilL, BBRL, and LinDi-SkilL for the mini golf task.




C. Appendix for Chapter 5

C.1. Derivations

Lower-Bound Derivation. H ((ag|s)) > £5(a’,s)
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where we have used the relation
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and the fact that the KL divergence is always non-negative
Approximate Inference Formulation. Recall the definition of the Q-function
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We start reformulating the objective

JOD) 2 J(0) = ) Y7, [n+ tx(af, 51)] (C6)
t=I

= > V7B, [re+ ta(ad, s)] + Epr [+ £:(af, 5))] (C.7)

t=I+1
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. Frjo(atV[a%, s)
= EP”J:EO:N Q (St, a(t)) + log ﬁO:N(aOZle) (ClO)
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where we used -

7o(al]s) = S22 (C.12)

Z%(s)
in the last step. When minimizing, the negative sign in front of the KL vanishes. Please

note that the expectation over the marginal state distribution was ommited in the main
text to avoid cluttered notation.

C.2. Proofs

Proof of Proposition 5.4.1 (Policy Evaluation). Let’s define the entropy-augmented
reward of a diffusion policy as

ri(se.ay) = ri(sp,a)) +Ez, , |log (C.13)

on (a%N|s)

N0 (2N |2, s)]

and the update rule for the Q-function as

Q(St’ a?) — rf'[_(sta a(t)) + yEst+1~p,ag+l~ﬁ [Q(st+ls a?+1)] . (Cl4)

This formulation allows us to apply the standard convergence results for policy evaluation
as stated in Sutton and Barto (2018).

Proof of Proposition 5.4.2 (Policy Improvement). It holds that

. () N _
£V @"N|s) = expg <i>((S;a )ﬁ(l)(aO:N_llaN, s). (C.15)
(s

Moreover, using the fact that the KL divergence is always non-negative, we obtain
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Rewriting the KL divergences yields
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Since Q improves monotonically, we eventually reach a fixed point QU+ = Q) = Q*,
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Figure C.1.: Considered environments. The Humanoid-v3 and the Ant-v3 are environments from the
mujoco gym benchmark (Brockman et al., 2016). The three environmentshumanoid-run,humanoid-walk
and humanoid-stand are from the deepmind control suite (DMC) benchmark (Tunyasuvunakool et al.,
2020). The dog environments consist of dog-run, dog-walk, dog-stand, dog-trot and are also from the DMC
sutie benchmark. Finally, the myo suite hand environments object-hold-hard,reach-hard, key-turn-hard,
pen-twirl-hard are from the myo suite (Caggiano et al., 2022).

Proof of Proposition 5.4.3 (Policy Iteration). From Proposition 5.4.2 it follows that
Q’?m (s,a) > Q’?l (s,a). If for limy_, i = 7", then it must hold that Qﬁ*(s’a) > Q’? (s,a) for
all 7 € II which is guaranteed by Proposition 5.4.2.

C.3. Environments

All environments are visualized in Fig. C.1. We consider the Ant-v3 and the Humanoid-v3
environments from mujoco gym (Brockman et al., 2016). The humanoid-stand, humanoid-
walk , humanoid-run, dog-stand, dog-walk, dog-trot and dog-run environments from the
deepmind control suite (DMC) (Tunyasuvunakool et al., 2020). The hand environments
from myo suite are the object-hold-random,reach-random, key-turn-random and pen-twirl-
random environments (Caggiano et al., 2022). The action and observation spaces of the
respective environments are shown in Table C.1.

C.4. Implementation Details

We consider a score network with 3 layers and a 256 dimensional hidden layer with
gelu activation function. We use Fourier features to encode the timestep and scale the
embedding using a feed-forward neural network with two layers, with a hidden dimension
of 256. For the diffusion coefficient, we use a cosine schedule and additionally optimize a
scaling parameter for the diffusion coefficient per dimension end-to-end (i.e,. we learn the
parameter f3 (please see Appendix C.6).

We employ distributional Q following Bellemare et al. (2017), where the Q-model outputs
probabilities ¢ over b bins. Using the bellman backup operator for diffusion models
from Eq. 5.21 and the bin values b we follow Bellemare et al. (2017) and calculate the
target probabilities q;qrge;. Using the entropy-regularized cross-entropy loss L(¢) =
— 2. qrarget 10g gy — 0.005 3 g4 log q4 we update the parameters ¢ of the Q-function. Please

142



C.4. Implementation Details

Training Environment Observation Space Dim. Action Space Dim.
Ant-v3 111 8
Humanoid-v3 376 17
dog-run 223 38
dog-walk 223 38
dog-trot 223 38
dog-stand 223 38
humanoid-run 67 24
humanoid-walk 67 24
humanoid-stand 67 24
myoHandObjHoldRandom-v0 91 39
myoHandReachRandom-v0 115 39
myoHandKeyTurnRandom-v0 93 39
myoHandPenTwirlRandom-v0 83 39

Table C.1.: Observation and Action Space Dimensions for Various Training Environments.

note that the entropy regularization was not proposed in the original paper from Bellemare
etal. (2017), however, we noticed that a small regularization helps improve the performance
in the early learning stages but does not change the asymptotic performance. Additionally,
we follow Nauman et al. (2024) and use the mean of the two Q-values instead of the min
as it has usually been used in RL so far.

The expected Q-values for updating the actor can be easily calculated using the expectation
Q(s,a)) = X; qi(se, a})bi

Action Scaling. Practical applications have a bounded action space that can usually be
scaled to a fixed range. However, the action range of the diffusion policy 7 is unbounded.
Therefore, we follow recent works (Haarnoja et al., 2018b) and propose applying the
change of variables with a tanh squashing function at the last diffusion step n = 0. For the
backward process §,.y (4’ |s) with unbounded action space u € RP we can squash the
action a° = tanh u° such that a° € (-1,1) and its density is given by

< 0:N < 0:N daO

mon(@ ]s) = qon(u " |s) det (@) , (C.29)

with the corresponding log-likelihood

N D
log oy (a*]s) = log iy () + Y log ., (w"~'[u", ) = )" log (1 - tanh? (ul"}) .
i=1

n=1
(C.30)
This means that the Gaussian kernels of the diffusion chain have the same log probabilities
except for the correction term of the last step at n = 0.
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Algorithm 4 DIME: Diffusion-Based Maximum Entropy Reinforcement Learning

Input: Initialized parameters 0, ¢, «, learningrates A
1: fork=1toMdo
2. if k %2 UTD then

3: alT ~ 7% (a"N|s;)

4 Ste1 ~ P(sea1lal, sp)

5: D — D U{ss, a?, Ity St+1}

6: endif

7. Ppe—¢P— )L¢V¢]Q(¢) (Eq. 5.24)
8: if k % POLICYDELAY then

9: 0 — 0 — 19VyL(0) (Eq. 5.25)
10: a — a— A.J(a) (Eq. 5.28)

11:  end if

12: end for

Algorithm 4 shows the learning procedure of DIME. Note that policy delay refers to the
number of delayed updates of the policy compared to the critic. UTD is the update to data
ratio.

C.5. List of Hyperparameters

Please note that we have used the official code releases of the respective baseline methods
for training. For BRO and BRO Fast we used the provided learning curves

DIME. For DIME, we use distributional Q, where the maximum and minimum values
for the bins have been chosen per benchmark suite. We have used v,,;, = —1600 and
Umax = 1600 for the gym environments, v,,;, = —200 and v,,,4 = 200 for the DMC suite and
Omin = —3600 and vy, = 3600 for the myo suite.

QOSM. In certain environments, we observed that QSM with default hyperparameters
performed poorly, particularly in several DMC tasks and the Gym Ant-v3 tasks. To address
this, we fine-tuned the hyperparameters for QSM in each of these underperforming
tasks. For the DMC tasks, we found that QSM often requires an « value—representing the
alignment factor between the score and the Q-function (Psenka et al., 2024)—in the range of
100-200, rather than the default value of 50 reported in QSM’s original implementation. In
the Ant-v3 task, we determined that @ needs to be set to 1. In the original implementation,
the number of diffusion steps is set to be 5, however, we found using more steps, such as
10 and 15, can significantly improve the performance in these under performed tasks.

CrossQ. We used the hyperparameters from the original paper (Bhatt et al., 2024) for the
gym benchmark suite. However, we used a different set of hyperparameters for the DMC
and MYO suites for improved performance. More precisely, we increased the policy size to
3 layers with 256 hidden size. Additionally, we reduced the learning rate to 7e-4.
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DIME OSM  Diff-QL Consistency-AC DIPO DACER QVPO
Update-to-data ratio 2 1 1 1 1 1 1
Discount 0.99 0.99 0.99 0.99 0.99 0.99 0.99
batch size 256 256 256 256 256 256 256
Buffer size le6 le6 le5 le5 le6 le6 le6
Hiarger 4dim(A) N/A N/A N/A N/A  -09dimA  N/A
Critic hidden depth 2 2 2 3 3 3 2
Critic hidden size 2048 2048 256 256 256 256 256
Actor/Score depth 3 3 4 4 4 3 2
Actor/Score size 256 256 256 256 256 256 256
Num. Bins/Quantiles 100 N/A N/A N/A N/A 2 N/A
Temp. Learn. Rate le-3 N/A N/A N/A N/A 3e-2 N/A
Learn. Rate Critic 3e-4 3e-4 3e-4 3e-4 3e-4 3e-4 3e-4
Learn. Rate Actor/Score 3e-4 3e-4 le-5 le-5 3e-4 3e-4 3e-4
Optimizer Adam Adam  Adam Adam Adam  Adam Adam
Diffusion Steps 16 15 5 N/A 100 20 20
Prior Distr. N(0,2.5) N(0,1) N/A N/A N/A  N(0,1) N(0,1)
Exploration Steps 5000 le4 le4 le4 le4 le4 le4
Score-Q align. factor N/A 50 N/A N/A N/A N/A N/A

Table C.2.: Hyperparameters of DIME and all diffusion-based algorithms for all benchmark suits. Varying

hyperparameters for different benchmark suits are described in the text.

DIME BRO BRO Fast CrossQ
Polyak weight N/A 0.005 0.005 N/A
Update-to-data ratio 2 10 2 2
Discount 0.99 0.99 0.99 0.99
batch size 256 128 128 256
Buffer size le6 le6 le6 le6
Hiarger 4dim(A) dim(A)/2 dim(A)/2 dim(A)
Critic hidden depth 2 BRONET BRONET 2
Critic hidden size 2048 512 512 2048
Actor/Score depth 3 BRONET BRONET 3
Actor/Score size 256 256 256 256
Num. Bins/Quantiles 100 100 100 N/A
Temp. Learn. Rate le-3 3e-4 3e-4 3e-4
Learn. Rate Critic 3e-4 3e-4 3e-4 7e-4
Learn. Rate Actor/Score 3e-4 3e-4 3e-4 7e-4
Optimizer Adam AdamW  AdamW  Adam
Diffusion Steps 16 N/A N/A N/A
Prior Distr. N(0,2.5) N/A N/A N/A
Exploration Steps 5000 2500 2500 5000

Table C.3.: Hyperparameters of DIME and Gaussian-based algorithms
hyperparameters for different benchmark suits are described in the text.

for all benchmark suits. Varying
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Figure C.2.: Learned j parameters. DIME’s policy improvement objective (Eq. 5.27) allows to train various
parameters end-to-end, such as the scaling for the diffusion coefficient . More concretely, we train a scaling
parameter S per dimension k, that scales the cosine schedule. We visualize the adaptation of the parameter
for the dimension k = 0, 10, 20, 30 over the training, averaged over 10 seeds for the dog-run task. Clearly,
DIME first increases the parameter at the beginning of the training phase. Depending on the dimension, it
either converges to a rather high value (k = 20 and k = 30), or keeps being reduced for other dimensions
k =0and k = 10.

C.6. Additional Experiments

End-To-End Learning of . We visualize the adaptation of the scaling for the diffusion
coefficient f in Fig. C.2 during learning on DMC’s dog-run environment.
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