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Abstract

For zeolites, an approach is tested to compute adsorption free energies using molec-

ular dynamics (MD) simulations based on density functional theory (DFT) at the

PBE-D3 level of theory. The interaction free energy between zeolite and adsorbate

is computed with Bennett’s acceptance ratio method (BAR). An intermediate hard-

sphere model is introduced to improve overlap between interacting and non-interacting

system. Using this intermediate model also allows to alternatively evaluate the in-

teraction reliably with both backward and forward free energy perturbation theory

(FEPT). This approach works for weakly adsorbed systems and is applied to com-

pute adsorption free energies of CO, propene and ketene at a surface methoxy species

(SMS) in H-SSZ-13 at 200 °C and 400 °C. Intrinsic activation barriers for methylation

of the adsorbed species are determined using constrained MD-simulations. Apparent

activation free energies are then obtained as the sum of adsorption free energies and
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the intrinsic activation barriers. The anharmonicity of the apparent activation free

energies is negligible for CO and is in the range of -20 to -10 kJ/mol for propene and

ketene. To address the limited accuracy of PBE-D3, calculations with the random

phase approximation (RPA) are performed both as single points for stationary points

and using FEPT based on the MD simulations. Both approaches agree to better than

5 kJ/mol and predict that PBE-D3 apparent activation barriers are too low by 20 to

30 kJ/mol.

Introduction

Zeolites are used in many industrial applications, for example as molecular sieves or as acidic

catalysts.1–5 Chemical reactions catalyzed by zeolites are routinely investigated with quan-

tum chemical methods.6–8 These investigations can give detailed insight into the chemical

equilibrium and reaction kinetics. This can help to identify active species and reaction mech-

anism and, ultimately, to predict activities and selectivities of catalysts. The reliability of

such an investigation will of course depend on the accuracy of the methods used. Usually,

the Born-Oppenheimer approximation is used and there are then two decisive factors for the

accuracy: 1) The precision of the electronic structure method and 2) The method used to

describe the motion of the nuclei.

One common approach is based on a harmonic approximation of the potential energy

surface (PES) around stationary points, such as minima and first-order saddle points. There

are some advantages to this approach, for example that the stationary points and harmonic

frequencies obtained from different simulations can be easily compared. Since this informa-

tion requires only a very small amount of data, it can easily be provided and calculations are

then very well defined and reproducible. If on the other hand, this data is not available, then

different investigations on different local minima or saddle points can give differing results9

that can then be difficult to explain. An additional advantage is that one can compute

apparent activation free energies (see Fig. 1) directly, simply as the free energy difference
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between transition state and clean zeolite and reactant in the gas phase. Furthermore, this

approach is computationally inexpensive and corrections from a more advanced electronic

structure method can be easily applied as single-point energy calculations. Partial opti-

mization of the structure using higher level methods such as MP2 and extensions to treat

anharmonic effects are also possible, but less common. Calculations of the type outlined

above were pursued by Joachim Sauer and coworkers using accurate ab initio methods to get

insights into the reactivity of zeolites.10–14 The main disadvantage is that the description of

a given state is limited to a single structure and, typically, the harmonic description of the

PES in its vicinity. The harmonic approximation is expected to fail mainly, when a molecule

or parts of it are relatively loosely bound and become more mobile than predicted by the

harmonic approximation.

In the context of zeolites catalysis, reactants and products are often gas phase species,

thus requiring adsorption and desorption steps. While gas phase species and the clean zeolite

are expected to be described adequately by the harmonic approximation, this may not be

the case for relatively weakly bound adsorbates. In the harmonic approximation, rotational

and translational degrees of freedom present in gas phase molecules are lost upon adsorption

and are converted into harmonic vibrations. Typically, this will lead to a loss in entropy

and therefore an unfavorable contribution to the adsorption free energy. For loosely bound

adsorbates, it is expected that this entropic penalty is overestimated with the harmonic

approximation, resulting in too unfavorable adsorption free energies.

Molecular dynamics (MD) simulations are increasingly used to model the chemical reac-

tivity of zeolites.15 MD simulations are typically semiclassical: The nuclei are treated with

classical mechanics based on forces obtained with a quantum mechanical method, such as

DFT. The intrinsic lack of quantum effects of the nuclei, such as the zero point vibrational

energy (ZPVE) is one of the limitations of this approach. The main advantage is that MD

simulations are not limited to stationary points and the entire PES can be sampled, although

this is in practice limited by the huge computational demand. As opposed to the harmonic
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approximation, results of MD simulations are not as straightforward to compare or repro-

duce. It is technically possible to reproduce an MD simulation, when carefully initialized

based on the initial structure, velocities and potentially the seed for a random number gen-

erator. Furthermore, well-converged MD simulations should give identical results, within

the statistical uncertainty, irrespective of the initialization. In practice, the results of MD

simulations can differ due to different electronic structure methods on top of possible conver-

gence issues, which can be due to MD-specific setups (simulation time, time step, treatment

of initiation period and thermostat). If the results of two MD simulations differ, it will be

difficult to find the origin, even if both trajectories are available, which is not always the

case due to their large size.

In zeolite catalysis, MD simulations are mainly carried out with GGA-functionals, due to

the high computational demand of more accurate approaches. Usually, dispersion corrected

PBE,16 PBE-D317 or PBE-D218 is employed.

Improving the results of MD simulations with higher level methods is not straightforward

and is rarely done, at least in the field of zeolite catalysis. This is also because most ab initio

methods are only available for non-periodic systems. In previous work, we have attempted

to improve the accuracy of MD-simulations by adding single-point corrections based on

cluster models.19 The more rigorous approach to this is using free energy perturbation theory

(FEPT).20 The main ab-initio method in use with a plane wave basis set and applicable to

zeolites is the random phase approximation (RPA).21–25 There are a few examples, where

the RPA (or a RPA-trained machine learning model) has been applied to MD simulations on

zeolites using FEPT.26,26,27 Another approach is to fit a machine learning model to a higher

level method such as the RPA and perform the MD directly using this model.28 Many of

these calculations would not be feasible without machine learning since direct application of

RPA requires too much computing time.

Computing free energies with MD simulations is not straightforward, and in practice,

only free energy differences between certain states are computed. For chemical reactions,
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a couple of techniques were developed, which generally involve some reaction coordinate ξ,

over which the reaction is driven and along which the change in free energy is computed.

Techniques in use are metadynamics,29 umbrella sampling or integration30–32 and blue moon

sampling.33,34 As also discussed nicely in the recent review of van Speybroeck et al.,15 all

of these techniques have in common that they only work with all reactants co-adsorbed

in the initial state. In practice, the adsorption and desorption steps necessary in zeolite

catalysis are in most MD simulations not considered at all. This can be a serious limitation

to such an investigation, if one wants to determine the reaction rates of a certain process.

In many cases, at elevated temperatures, adsorption of reactants is unfavorable in terms

of Gibbs free energy, see Fig. 1 for illustration. The apparent activation free energy will

then be given relative to the reactant in the gas phase and will be higher than the intrinsic

activation barrier. Simple estimates of the activity of a catalytic process as described by

the energetic span model35 would then require an apparent activation barrier. If data for

adsorption is not available, as in many MD simulations, only the intrinsic activation barrier

can be analyzed. Estimating the rate based only on the intrinsic barrier assumes that the

coverage of the pre-adsorbed state is θ = 1, which leads to an overestimation of the rate,

if the coverage is actually much smaller, as in the example given in Fig. 1. This issue is

furthermore enhanced by the fact that the commonly used PBE-D3 approach gives too low

barriers. Both of these factors will thus add up to give too low barriers and too high rates.

Mechanistic investigations that aim to explain experimentally observed reactions typically

try to find a mechanism with low barriers. Employing methodology that gives systematically

too low barriers may thus lead to a false positive evaluation of reaction mechanisms.

Anharmonic adsorption free energies in zeolites are rarely computed with DFT.10,11,36 One

approach explored recently, is to explicitly compute the anharmonicity of a given state using

thermodynamic integration.37 The anharmonic contribution to an adsorption free energy is

then obtained as the difference of the anharmonicity of the adsorbed state, the clean zeolite

and the molecule in the gas phase. An advantage of this approach is that it can also be
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Figure 1: Example of a free energy profile illustrating intrinsic and apparent free energy for
the case of CO-methylation at 400 °C.

applied directly to transition states.38 The main technical challenge with this approach is

that the harmonic approximation in Cartesian coordinates can be extremely bad for loosely

bound adsorbates, complicating the thermodynamic integration. This can be improved by

defining suitable intrinsic coordinates, which may nevertheless be challenging for specific

systems.

Another approach to compute adsorption free energies is mainly used with force-fields

based on Monte Carlo or MD simulations, also in related problems to study solvation, or

binding to proteins.39 Here, the interaction between the binding species (here zeolite and

gas phase molecule) is switched on and the free energy difference is computed, typically with

FEPT or the BAR method.40 When using forward FEPT based on separate reactants this is

also referred to as the Widom test particle method,41–43,43–45 often used for pristine zeolites

without acid sites. Generally, the free energy difference can only be computed reliably if

the overlap between the states is sufficient. Similar to the approach followed here, in ref.

46 the Widom insertion method was used with DFT calculation on MOFs by partitioning

the sampled space of the pore into three regions. In this way, rather than sampling all
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space in the same way, the most densely populated areas can be sampled more efficiently.

This can be expected to be the case when the adsorbate is very mobile, similar to the gas

phase, but could be problematic for a strongly bound species. Recently, van Speybroeck

and coworkers have employed machine-learned models including up to the CCSD(T) level of

theory to perform grand canonical Monte Carlo simulations for the adsorption of water in

MOFs.47 One important aspect here is that machine learning allows to transfer a high level

of accuracy to large and complex systems that could otherwise not be addressed directly

with ab initio calculations.

In this work, we explore the calculation of adsorption free energies using MD simulations.

We first discuss methodology and introduce an intermediate hard sphere model (IHSM) that

can be used to improve overlap between the states. Using conventional blue moon (BM)

calculations,33 we then compute intrinsic free energy barriers. Together with the adsorption

free energies, this provides apparent free energy barriers at the PBE-D3 level of theory. As

relevant examples, we study the adsorption and methylation of CO, propene and ketene.

Lastly, we use FEPT to compute the same quantities with RPA.

Methods

Computational Details of DFT calculations

All DFT calculations were performed with the Vienna Ab-Initio program package (VASP)

in versions 6.3.0 and 6.4.3 using the projector augmented wave (PAW) method.48,49 The

standard PAW potentials were employed for all PBE16 calculations along with real-space

projectors. A cutoff of 400 eV was used for the expansion of the wave function in plane

waves and a FFT-grid using lattice vectors with a norm up to 2 times larger than for the

wave function, |Gcut| (PREC=Accurate) was used. For the bulk optimization of H-SSZ-13,

an increased cutoff of 800 eV was used. The D3-correction was used in the zero-damping

version.17
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Stationary points were optimized with a convergence criterion of < 0.005 eV/Å and SCF

convergence of 10−8 eV. Harmonic frequencies were computed based on a finite difference

Hessian (central difference, offset 0.015 Å). The Hessian matrix was computed for the entire

zeolite, but we also compare to the results with a partial Hessian including only the active

site (Table S4). For comparison with MD simulations, we use the classical harmonic partition

function50 to obtain the free energy contribution:

Aharm.,class. =− kBT
∑
i

ln

(
kBT

h̄ωi

)
(1)

In Table S4, results using the partition sum for the quantum harmonic oscillator are also

given, with negligible difference to the classical result. Symmetry is not considered in the

rotational partition function, which makes a small difference for ketene with σ=2, see Table

S4.

In MD simulations, the Andersen thermostat was employed together with a collision

probability of 0.025 and a timestep of 0.5 fs for blue-moon calculations. For the calculation

of adsorption properties, which do not depend on atomic masses, the mass of hydrogen was

substituted with that of tritium (3.0 a.u.). Here a larger timestep (1 fs) and a corresponding

collision probability of 0.05 was used. The initiation period for each MD simulation was

determined using the Mann-Kendall test, based on the total energy averaged over blocks of

2000 steps.51 After removing the initiation period, the correlation length was determined

using the blocking method,52 again based on the total energy.

RPA-calculations employ a cubic-scaling version53 as implemented in VASP. All calcu-

lations were performed only at the Γ-point and use well-converged PBE wave functions.

The standard RPA-calculations we used for FEPT were performed with a cutoff of 400 eV,

standard PAW potentials and the settings prec=Normal and prec fock=Normal. The type

of structures as well as the precision (cutoff) that can be used with the RPA is limited by

available RAM. For the single point calculations, we confirmed that using (prec=Accurate
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and prec fock=Accurate) settings leads only to negligible change (< 1 kJ/mol). The most

demanding calculations we were still able to perform for the 12T-unit cell were with the GW

PAW potentials using 500 eV with prec=Normal and prec fock=Normal.

Adsorption free energies

We assume that the volume of the zeolite does not change upon adsorption of the adsorbate.

Therefore, during adsorption at constant pressure, the pressure-volume work w = pVm = kT

occurs. Consequently, the Gibbs free energy of adsorption ∆Gads at a fixed pressure is:

∆Gads = ∆Uads − T∆Sads − kT. (2)

The Helmholtz free energy of adsorption ∆Aads at fixed volume does not include pressure-

volume work. Therefore, it is identical to ∆Gads at a reference pressure corresponding to the

volume per molecule of the CHA-cell (806 Å3), i.e. p = 81 bar at 200°C and p = 115 bar at

400°C. The reference pressure is adjusted to p0 = 1 bar by adding −kBT ln(p0/p):

∆Gads = ∆Aads − kBT ln (p0/p) . (3)

The difference in Hamiltonians between the reference system, clean zeolite and adsorbate

in the gas phase separated (sep) and the interacting system (int) is:

∆H =Hint −Hsep (4)

=Vint, (5)

where Vint describes the interaction between zeolite and adsorbate. In the Widom test particle
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method,41–43 FEPT20,39 is applied according to:

∆A = −kBT ln

〈
exp

(
−E1 − E0

kBT

)〉
0

(6)

In practice, this is evaluated by running separate MD-simulations on zeolite and gas phase

species and computing the interaction energies based on those trajectories. There are some

issues with a straightforward application. First of all, within an MD simulation in VASP (or

most programs), the movement of the center of mass is removed and therefore the adsorbate

in the gas phase does not translate, as opposed to an actual gas phase moecule. To sample

the interaction between zeolite and gas phase, we choose random positions of the adsorbate.

This will result in the collision between adsorbate and zeolite in many instances, which one

needs to take care of in some way. We use an intermediate hard-sphere model (IHSM), which

removes this types of collisions. All simulations carried out can then be described with a

general Hamiltonian:

H =Hsep + V, (7)

where the Hamiltonian differs in the interacting potential V . For the non-interacting system,

with the adsorbate in the gas phase, V = 0. For the fully interacting system, we have V = Vint

by definition (Eq. 5). The IHSM is defined as:

VIHSM =

Nzeolite∑
i=1

Nadsorbate∑
j=1

V ij
IHSM(rij), (8)

Here, rij are the pairwise atomic distances and the hard-sphere model uses pairwise radii

rhardij for each element combination (O-C, O-Si, etc.):

V ij
IHSM(rij) =


0 if rij < rhardij

∞ else

. (9)
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For simplicity, we enumerate the different states associated with the potentials:

V0 =0 (10)

V1 =VIHSM (11)

V2 =Vint + VIHSM (12)

V3 =Vint (13)

The Helmholtz adsorption free energy is then computed as a sum of the differences between

the intermediate models:

∆Aads =∆A1-0 +∆A2-1 +∆A3-2. (14)

The first term A1-0 can be easily determined with FEPT at negligible numerical cost. Based

on the separate MDs a certain number of paired adsorbate and clean zeolite structures is

generated. We choose to extract every 5th MD-steps and to then simply pair the MD steps

with the same iteration number, although any other combination would also work. For each

adsorbate/zeolite pair, 100 random positions are chosen and the adsorbate is then added to

the zeolite. Evaluation of the potential according to Eqs. 8 and 9 and FEPT (Eq. 6) is

simple. The exponential is either 0 or 1 and the average of the exponential is thus equivalent

to the fraction of adsorbate/zeolite pairs that do not collide according to the IHSM. This

can be understood as a reduction of the accessible volume from that of the full unit cell v0

to v1:

∆A1-0 =− kBT ln

〈
exp

(
−VIHSM

kBT

)〉
0

(15)

=− kBT ln

(
v1
v0

)
(16)

The second contribution to the adsorption free energy, when evaluated with forward FEPT,
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is:

∆AFEPT-fw
2-1 =− kBT ln

〈
exp

(
− Vint

kBT

)〉
1

. (17)

The IHSM affects this calculation only indirectly by limiting the sampling to gas phase

structures not colliding according to the hard spheres. The IHSM itself cancels in the

potential difference V2 − V1 = Vint. Here the MD-simulation for state 1 is in practice again

a combination of the simulation of separate gas phase and clean zeolite from which only

pairs are created, which do not collide. The procedure for creating the structures is similar

to that above for ∆A1-0, but due to the much higher computational cost, fewer structures

are considered. As above, every 5th MD-step of the gas phase is used and paired with the

corresponding MD-step of zeolite. A random position of the gas phase species is created

until it does not collide with the zeolite and Eq. 17 is then evaluated with DFT single point

energy calculations. One of the benefits of the IHSM is that backwards FEPT is also a good

approximation:

∆AFEPT-bw
2-1 =− kBT ln

〈
exp

(
− Vint

kBT

)〉
2

. (18)

Additionally, Bennett’s acceptance ratio (BAR) method54 can be applied, which is generally

superior to one-sided FEPT. Here, both simulations of state 1 and state 2 are employed,

when solving the following equation iteratively for parameter C:

N2∑
i=1

f(−V i
int + C) =

N1∑
i=1

f(V i
int − C), (19)

where on the left-hand side of the equation the sum runs over the N2 structures in the

employed trajectory of state 2 and on the right-hand side over the N1 structures in the

employed trajectory of state 1. The optimal switching function is the Fermi function (with
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β = kBT ):

f(E) =
1

1 + exp(βE)
. (20)

The free energy difference is:

∆ABAR
2-1 =C − kBT ln(N2/N1). (21)

The variance σ(∆ABAR
2-1 ) is given by:55

σ(∆ABAR
2-1 ) =

⟨f 2
2 ⟩/⟨f2⟩2 − 1

β2Ñ2

+
⟨f 2

1 ⟩/⟨f1⟩2 − 1

β2Ñ1

. (22)

Here, the number of structures N1 and N2 is reduced by the correlation length to the modified

quantities Ñ1 and Ñ2. Furthermore, we use the shorthand notations ⟨f1⟩2 and ⟨f 2
1 ⟩ for the

square of the average and the average of the square of the terms in the sum of the right-hand

side of Eq. 19 and and analogously for state 2.

Bennett described his method54 as similar to a Monte Carlo simulation, where, instead

of changing the structure one instead changes the Hamiltonian. If the free energy difference

is zero, then the probability to switch back and forth between the two Hamiltonians is equal.

In Eq. 19, the energy difference is shifted by the parameter C, so that the overall probability

to go from state 2 to state 1 and vice versa equals. If the lengths of the trajectories for state

1 and 2 are identical, C equals the free energy difference. If, not this is accounted for by the

second term in Eq 21.

The third contribution is evaluated analogously to ∆A1-0:

∆A3-2 =+ kBT ln

〈
exp

(
−VIHSM

kBT

)〉
3

. (23)

As for ∆A1-0, the exponential is either 0 (n0 times) or 1 (n1 times) when averaging over
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n0 + n1 structures and the free energy difference is then:

∆A3-2 =+ kBT ln

(
n1

n0 + n1

)
. (24)

As opposed to ∆A1-0, where the energy of the adsorbate in state 0 is in principle independent

of its position and just part of the accessible volume is removed, this is different for ∆A3-2. For

∆A3-2, the energy depends on the position of the adsorbate in the cavity and the accessible

volume removed by the IHSM is mainly at the edges of the cavity, where adsorbate and

zeolite interact repulsively.

Results and Discussion

We use H-SSZ-13 as the catalyst due to its structural simplicity with only one T-site and

because of the small size of its primitive cell with only twelve T-atoms. The structure

of the clean surface methoxy species (SMS) is shown in Fig. 2 along with the indicated

unit cell. The SMS was placed at the oxygen commonly labeled O4 that connects two T-

atoms in the same double-six-ring, where one is in the upper and one in the lower six-ring.

The unit cell was optimized for the pristine pure SiO2-zeolite without symmetry constraints

(lattice constants 9.35, 9.33 and 9.33 Å.) and subsequently kept fixed. Cartesian coordinates

coordinate of stationary points are provided as SI.

Adsorption free energies and choice of hard-sphere radii

We will first discuss the choice of hard-sphere radii and how it influences the individual

contributions to the adsorption free energy. We already want to make clear that the final

value for the adsorption free energy is not very sensitive, when computed with either the

BAR method or forward FEPT. However, when using backward FEPT, it is best to choose

large radii.

The simplest estimate for hard sphere radii, based only on the simulations at hand,
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Figure 2: Structure of the H-SSZ-13 with an an SMS and the unit cell that includes 12T-sites
indicated. Color code: Yellow: Si, blue: Al, red: O, black: H.
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is obtained as the shortest pairwise distance observed during the MD simulation of the

interacting MD. This is also the initial parametrization that we tested. It has the advantage

of being well-defined and has the property that all structures sampled in the interacting MD

do not collide according to the hard-sphere model, resulting in ∆A3-2 = 0, see Table S1 in

the SI. However, the disadvantage of using small hard-sphere radii is that this samples all

of the repulsive interaction between adsorbate and zeolite in the interacting MD. This can

be observed in Fig. 3a), which shows a histogram of the adsorption energy (more precisely

E2 − E1). For both backward sampling based on the interacting MD and forward sampling

based on the separate MD, the distribution shows a long, asymmetric tail towards positive,

repulsive interaction. The average of the exponential factor required for FEPT is in practice

computed as the mean value of a certain number of structures n, for example:

〈
exp

(
− Vint

kBT

)〉
=
1

n

n∑
i=1

exp

(
−E

(i)
2 − E

(i)
1

kBT

)
. (25)

In addition to Fig. 3a) for adsorption of ketene, we also show a histogram which is

weighted by this exponential factor according to Eq. 25. As expected, for forward FEPT,

the corresponding curve (dashed black) is slightly shifted to lower binding energies, see

Fig. 3b). For backward FEPT, it is not only shifted to higher binding energies, but also

shows strong contributions far away from the well-sampled area, see Fig. 3c). This makes

backward FEPT with small radii very sensitive to the sampled structures. In practice, we

have observed issues only for CO adsorbed at 400 °C, see Tables S1 and S2 and Fig S3 in the

SI. Here backwards FEPT is dominated by only a handful out of thousands of structures,

which are located in the repulsive, not very well sampled area. The results for backwards

FEPT are off by 4.5 kJ/mol for this case.

The problem of backward FEPT being dominated by badly sampled repulsive interactions

can be solved by simply using larger radii, see Figs. 3d), 3e) and 3f). The tail towards re-

pulsive interaction is reduced significantly and along with that the contribution to backward
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a) b) c)

d) e) f)
Weighted 
according 
to Eq. 25

Figure 3: Overlap analysis for the adsorption of ketene at 400 °C. Histograms (bin size 0.01
eV) of the adsorption energy in presence of the IHSM, i.e. ∆Eads = E2 − E1. The smallest
hard sphere radii are used in a-c) and the largest (Table 1) in d-f), note the difference in
scale. a) and d) show the probability density based on interacting and separate MD. b) and
e) show additionally the probability weighted with the Boltzmann factor, see Eq. 25. for
the separate MD. c) and f) analogous to b) and e) but for the interacting MD.
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FEPT from that region, see Fig. 3f). This can be easily tested at negligible computational

cost, when analyzing the interacting MD by increasing the radii until the contributions in

the badly sampled area shrink. The radii for CO happened to be particularly small. We have

decided to present results here that use one set of radii, for simplicity. These parameters

were obtained by using the largest radii for each pair observed in all simulations and by

then increasing it by 10%, see Table 1. Additional results, showing the results with small

radii specific to each MD (as discussed above), as well as results with these radii increased

by 10% are shown in the SI. Overall, the final adsorption free energies obtained with the

BAR methods differ at most by 0.2 kJ/mol when employing different radii. This difference

lies within the variance σ, which is given in Table 2. When using the set of large radii, the

largest deviation observed between forward and backward FEPT is 1 kJ/mol.

Can the hard sphere radii be chosen too large? Increasing the radii reduces the part of

the interacting MD that does not violate the hard-sphere parameters and remains useful to

compute ∆A2-1 and thus worsens the sampling. In practice, even using the largest radii,

only 10% of the interacting MD violates the hard-sphere model.

Table 1: Maximum pairwise distances between adsorbate and zeolite adsorbed during the
MD of the interacting system in Å. The column labeled ’max’ list the maximum values,
increased by 10%, which were used to compute the results in the main text.

CO propene ketene
T (°C) 200 400 200 400 200 400
pair max
Al-C 3.0 2.7 3.1 3.0 3.0 3.2 3.5
Al-H - - 2.4 2.2 2.6 2.5 2.8
Al-O 2.9 3.0 - - 2.8 2.3 3.3
C-C 2.7 2.6 2.7 2.8 2.9 2.8 3.2
C-H 2.0 1.9 2.0 2.0 2.1 2.0 2.3
C-O 2.5 2.4 2.7 2.6 2.6 2.4 2.9
C-Si 2.9 2.8 3.2 3.2 3.2 3.0 3.5
H-H - - 1.4 1.4 1.6 1.5 1.8
H-O 2.0 1.9 1.9 1.8 1.7 1.6 2.2
H-Si - - 2.4 2.3 2.5 2.3 2.7
O-O 2.4 2.4 - - 2.4 2.3 2.7
O-Si 2.8 2.8 - - 2.9 2.8 3.1
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Table 2 shows the computed contributions to ∆Aads. The main contributions are the

decrease in volume leading to ∆A1-0 > 0 and the actual binding leading to ∆A2-1 < 0. The

absolute contribution of ∆A3-2 < 0 is less than one kJ/mol. It can furthermore be seen

that the actual binding contribution ∆A2-1 depends only very weakly on temperature, with

differences (BAR) below 1 kJ/mol.

Besides the discussed issues for CO at 400 °C, the results with the different set of radii

(Tables S1 and S2) differ in an expected way, shifting contributions between ∆A1-0, ∆A2-1

and ∆A3-2 while the overall result for ∆Aads changes little. The smaller the radii, the smaller

are the absolute values of ∆A1-0 and ∆A3-2. Using the smallest radii, by definition, gives

∆A3-2=0. Adjusting the reference pressure to 1 bar using Eq. 3, we obtain the Gibbs

free energies of adsorption, can also be compared to the those obtained with the harmonic

approximation. As expected, the harmonic approximation leads to too weak binding, with

deviations ranging from 10 to 20 kJ/mol.

Table 2: Contributions to adsorption free energies computed at the PBE-D3 level of theory
in kJ/mol. A reference pressure of 1 bar is used for ∆Gads.

CO propene ketene
T (°C) 200 400 200 400 200 400

quantity method
∆A1-0 MD 10.5 15.1 16.2 23.3 14.0 19.7
∆A2-1 FEPT-bw MD -17.8 -17.6 -43.5 -43.9 -31.8 -31.7
∆A2-1 BAR MD -17.8 -17.6 -43.9 -43.7 -32.4 -31.9
σ(∆A2-1 BAR) MD 0.1 0.1 0.2 0.2 0.2 0.2
∆A2-1 FEPT-fw MD -17.9 -17.7 -44.5 -43.7 -32.9 -32.2
∆A3-2 MD -0.5 -0.8 -0.3 -0.6 -0.4 -0.8
∆Aads MD -7.8 -3.4 -27.9 -21.0 -18.8 -13.0
−kBT ln(p0/p) MD 17.3 26.6 17.3 26.6 17.3 26.6
∆Gads MD 9.5 23.2 -10.7 5.6 -1.5 13.6
∆Gads harm 20.8 37.5 4.5 25.7 15.1 35.8
∆∆Gads anharm -11.3 -14.3 -15.2 -20.1 -16.6 -22.2
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Activation barriers

Intrinsic activation free energies were computed using the usual blue moon (BM) sampling

approach using constrained MD simulations as implemented in VASP. All methylations can

be described with a typical reaction coordinate for an SN2-reaction:

ξ = d2(Ozeolite − Cmethyl)− d1(Creactant − Cmethyl). (26)

Here, two bond distances are involved: reactant carbon to the carbon of the methyl group

(d1) and the zeolite oxygen to the carbon of the methyl group (d2). This is also illustrated in

Fig. 4a). Constrained simulations with a length of about 90 ps (180,000 steps) were carried

out for different values of ξ (16 for CO, 14 for propene and and 14 for ketene).

We did not investigate the products of the methylation reaction, which are in most cases

known, even if some discussions have been concerned with what exactly happens after the

transition state. CO-methylation yields a protonated ketene (acylium cation), which may

subsequently be deprotonated by the zeolite to the ketene, or could coordinate to the zeolite

to form a surface acetyl species. The barriers for rearrangement between these species

are low, so that the question, which forms first is of no immediate consequence. Ketene

methylation leads to analogous species with one hydrogen atoms substituted by a methyl

group. Propene methylation is more complicated. Potential neutral product molecules are 1-

butene, n-butene, iso butene and methyl cyclopropane. Bell and coworkers have investigated

direct propene methylation by methanol (rather than stepwise by SMS) at 623 K in MFI

using both static approaches and quasiclassical trajectories and have concluded that the

main product is n-butene, in agreement with the experimental investigations.56 They found

that the reaction proceeds via an intermediate methylcyclopropane (mPCP+) carbocation,

which quickly rearranges to the 2-butyl cation, which is more stable and may exists for more

than 1 ps before giving the final product. In our constrained MD simulations, for values of

the reaction coordinate at or after the TS (ξ ≥ -0.26 Å), the barrier for rearrangement to
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the tert-butyl cation is accessible. The chosen constraint (Eq. 26) does not prevent that

the methyl group attaches to the central carbon of propene and it turns out that starting

from the constrained state, the barrier for rearrangement to the tert-butyl cation is low

enough to be overcome. Rearrangement to the tert-butyl cation is irreversible due a large

gain in energy and is easily identified by the distance between methyl group and the central

carbon of propene, which is > 2.4 Å in the TS and < 1.7 Å in the tert-butyl cation. For

the analysis of the constrained MD at ξ‡ = -0.26 Å, we have only kept the ≈40 ps before

rearrangement. Additionally, rearrangement can be prevented with a Fermi bias potential,

which we placed at a value of the mentioned C-C distance of 2.0 Å, with a height of 1 eV

and a width defined in VASP with FBIAS D=150. Using this additional constraint, more

simulations were performed at ξ‡ = -0.26 Å, giving very similar free energy gradients close to

zero (absolute values with and without constraint < 0.01 eV/Å), which were eventually not

used in the analysis. For the point at ξ = 0.2 Å after the TS used for propene (see SI), only

the MDs including the described bias potential were performed and analyzed. In the end,

we expect the influence of the additional constraint after the TS and of the rearrangement

itself to be small. The contribution to ∆A‡
int stemming from integration of the free energy

gradient in the affected range of ξ from -0.4 to -0.26 Å is only 1.6 kJ/mol, since the free

energy gradient is of course very small close to the TS. Furthermore, we observe in all cases

here, that the free energy gradient changes almost linearly in the TS region (Fig. 4b), which

is also the case for propene.

Conditional averages at a given value of ξ of some quantity O in the blue moon ensemble

are obtained as:33

⟨O⟩ξ =
⟨Z−1/2O(ξ)⟩ξ

⟨Z−1/2⟩ξ
, (27)
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Figure 4: Activation barrier computed for ketene methylation at 400 °C using blue-moon
sampling. a) Illustration of the employed reaction coordinates. b) Obtained free energy
gradient and free energy profile. The position of the transition state (ξ‡) and the choice
for initial state (ξref) is indicated. c) Histogram of the probability density for the reaction
coordinate obtained for the unconstrained initial state. d) Histogram of the probability
density for the torsional angle ϕ at ξ = ξ‡.
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with the Z as the inverse of the mass metric tensor:

Z =
3N∑
i=1

1

mi

(
∂ξ

∂qi

)2

. (28)

Here, N is the number of atoms and qi are the atomic coordinates. The free energy gradient

is:34

∂A

∂ξk

∣∣∣∣
ξ

=
⟨Z−1/2Y (ξ)⟩ξ

⟨Z−1/2⟩ξ
, (29)

with

Y (ξ) =

[
−λ+

kBT

Z

3N∑
i=1

1

mi

∂ξ

∂qi

∂Z

∂qi

]
, (30)

where the Lagrangian Multiplier (λ) comes from the SHAKE algorithm.57 The free gradient

was determined for each value of ξ, see also Table S8.

The free energy gradient can then be integrated between a reference value of the reaction

coordinate ξref and the value at the transition state ξ‡:

A(ξ‡)− A(ξref) =

∫ ξ‡

ξref

dξ
∂A

∂ξk

∣∣∣∣
ξ

. (31)

We performed this integration based on a spline-interpolation of the computed values of

free energy gradient. The variance of the free energy difference in Eq. 31 is obtained by

integrating the squared variance (given in Table S8) in the same way. An Akima-spline was

used, but very similar (difference < 0.1 kJ/mol) results were obtained for different spline

interpolations (natural spline or smoothed not-a-knot spline). The results are listed in Table

3. Notably, Eq. 31 is not the activation barrier suitable for calculating reaction rate constants

based on transition state theory or for comparison with the harmonic approximation.58
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Instead, the intrinsic free energy barrier is obtained as:

∆A‡
int =A(ξ‡)− A(ξref)

− kBT ln

[
h

kBT

⟨ξ̇⟩ξ‡
2

P (ξref)

]
. (32)

We note that a free energy barrier based on metadynamics29 or umbrella integration30–32 is

obtained in the same way. In Table 3, the last term in Eq. 32 is split into two parts:

−kBT ln

[
h

kBT

⟨ξ̇⟩
2
P (ξref)

]
=− kBT ln

(
h

kBT

⟨ξ̇⟩
2 ξ0

)

− kBT ln(P (ξref) · ξ0). (33)

Here, P (ξref) is the probability distribution of the unconstrained initial state evaluated at

the ξref . The quantity ξ0 on the right hand side is introduced to make the argument of the

natural logarithm unitless, here we use ξ0 = 1 Å. The velocity term ⟨ξ̇⟩ is computed as:

⟨ξ̇⟩ξ‡ =
√

2kBT

π

1

⟨Z−1/2⟩ξ‡
(34)

Table 3 lists the contributions from BM-calculations as described above. We have used ξref

= -2.5 Å, because this value is close enough to the reactant state to allow reliable evaluation

of P (ξref) through the histogram approximation, see Fig. 4c). The location of the transition

state does not vary much with temperature (≤ 0.01 Å) and is similar for propene and ketene

(≈ -0.30 Å). For CO, the transition state occurs later (≈ 0.06 Å), in line with the higher

barrier. The contributions according to Eq. 33 are similar for the different species and add

up to 5-10 kJ/mol, generally increasing the barrier.

For comparison, harmonic intrinsic activation barriers are also listed in Table 3, as well

as the anharmonicity, which is simply the difference between the MD (blue moon) and

the harmonic result. The intrinsic barrier is usually somewhat lower (< 10 kJ/mol) in
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Table 3: Contributions to activation free energies obtained with PBE-D3 using blue-moon
sampling (’MD’) for all studied reactions. Results obtained with the harmonic approxima-
tion (’harm’) are also shown. Additionally, the anharmonic part (’anharm’) defined as the
difference between ’MD’ and ’harm’ is listed. Additionally, apparent Gibs free energies of
activation are listed. These are simply the sum of ∆A‡

int and ∆Gads. All free energy contri-
butions are given in kJ/mol, ξ‡ and ξref in Å. Gibbs free energies use a reference pressure of
1 bar for gas phase species.

CO propene ketene
T (°C) 200 400 200 400 200 400

quantity method
ξ‡ MD 0.06 0.06 -0.25 -0.26 -0.30 -0.30
ξref MD -2.50 -2.50 -2.50 -2.50 -2.50 -2.50
A(ξ‡)− A(ξref) MD 117.8 124.8 85.3 87.6 81.5 86.8

−kBT ln

(
h

kBT

⟨ξ̇⟩
ξ‡

2Å

)
MD 2.3 4.3 2.3 4.3 2.3 4.3

−kBT ln(P (ξref) · Å) MD 3.1 5.7 2.4 4.1 3.9 5.4

∆A‡
int MD 123.1 134.8 90.0 96.0 87.7 96.6

σ(∆A‡
int) MD 1.0 1.3 1.2 1.4 1.1 1.2

∆A‡
int harm 114.3 122.2 87.4 94.2 79.3 87.2

∆∆A‡
int anharm 8.8 12.6 2.6 1.7 8.4 9.4

∆G‡
app MD 132.7 158.0 79.3 101.5 86.2 110.1

∆G‡
app harm 135.1 159.7 91.9 119.9 94.4 123.0

∆∆G‡
app anharm -2.5 -1.7 -12.5 -18.4 -8.2 -12.8
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the harmonic approximation. This is because the initial state (adsorbed reactant) is more

anharmonic than the transition state.

Apparent activation free energies are computed simply as:

∆G‡
app = ∆A‡

int +∆Gads. (35)

Together with the adsorption free energies from Table 2, we thus obtain the values for ∆G‡
app

given in Table 3. For the apparent activation barriers, all anharmonicities are negative. The

effect for CO is small (about -3 kJ/mol), but more significant for propene and ketene (-20

to -10 kJ/mol).

The difference between free energies obtained using the harmonic classical and quantum

partition functions are generally small, in the range of 2 kJ/mol or less (Table S4). An

additional correction arises in the quantum version of the rotational partition function of

ketene with a symmetry number of σ = 2, which has not been considered in the main text.

Considering the correct symmetry number shifts the free energy of ketene in the gas phase

up by 3 to 4 kJ/mol, thus lowering ∆Gads and ∆G‡
app by the same amount (see Table S4).

The origin of anharmonicity is clear for the adsorbed reactant state. In the MD sim-

ulation, the adsorbed reactants rotate and translate in the pore, while they only perform

soft vibrations in the harmonic approximation. The harmonic approximation is thus qual-

itatively and quantitatively inadequate. We would also like to point out that no attempt

has been made to find the global minimum for the reactant state. Instead, the minimum

obtained by displacing the transition state along the reaction mode and optimizing towards

the endpoints has been used.

For the transition state, the origin of anharmonicity is less obvious. One clear contribution

is the hindered rotation of the reactant along the CH3-C axis (bond distance d1) along which

methylation occurs. For CO, no such rotation occurs, in line with the observed negligible

anharmonicity for ∆G‡
app. For ketene, a histogram of the torsional angle during the MD
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simulation is shown in Fig. 4d). which clearly shows an anharmonic behavior. The angle

ϕ is given relative to the most upright position of ketene, i.e. relative to the z-axis from

which the component parallel to CH3-C vector is removed. Three distinct saddle points were

obtained for ketene methylation, with torsional angles of (ϕ = 111°, 24°, 287°). These saddle

points are, depending on temperature, quite close in Gibbs free energy, generally within 5.5

kJ/mol. Truhlar and coworkers have proposed methods to compute activation free energy

based on multiple conformers.59 We did not pursue such advanced approaches to improve

upon the harmonic approximation based on a single structure. It is also noteworthy that

the rotation of the reactant (ketene or propene) is coupled to tilting of the SMS and is

hindered by the zeolite framework. Therefore, no smooth relaxed potential energy surface is

obtained, as one might expect for more benign torsional modes in gas phase molecules. The

first step to include multiple conformers in the transition state is to simply add the harmonic

partition functions,59 which is expected to fail if the distributions of the different harmonic

wells overlap significantly. In Table S7, combining two or three out of the three conformers

for the transition state of ketene is tested, giving a stabilization of up to 5.2 kJ/mol over

the description of using just the most stable single conformer. For propene, the situation is

similar, with two conformers of the transition state, leading to a stabilization of up to 3.5

kJ/mol if both are considered.

Besides the intrinsic accuracy of the harmonic approximation, there are a couple of factors

limiting the achieved precision in practice. First of all, if the most stable saddle points has

not been located, the transition state free energy will be overestimated. This would result

in an overestimation of the barrier, unless a similar issue exists for the initial state, in

which case the barrier could be off in any direction. Secondly, there are a number of factors

limiting the precision of the harmonic frequencies, which are in plane wave DFT typically

evaluated numerically based on the Hellmann-Feynman forces. These limiting factors are

the geometric convergence of the stationary points, SCF convergence and the procedure to

obtain the numerical Hessian, here two-point central difference with an offset of 0.015 Å.
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An additional limiting factors in the electronic structure method for plane wave codes is the

density cutoff, in VASP typically changed via prec = Normal/Accurate. Given the numerical

calculation of the Hessian, it is common practice in computational catalysis to compute only

partial Hessians, where typically only the adsorbate and the active site is included. Results

using a partial Hessian (Si-O(CH3)-Al and adsorbate) are given in Table S4 and deviate up

to about 10 kJ/mol. Importantly, in the investigated cases, the error of using only partial

Hessians always makes adsorption weaker and barriers higher and therefore systematically

increases the intrinsic errors of the harmonic approximation. It is well-known that numerical

inaccuracies can lead to noisy frequencies. Sloppy convergence criteria combined with soft

modes can lead to too low or even negative curvature, resulting in too low or even imaginary

harmonic frequencies. The most rigorous way of dealing with this is to generally apply

stricter criteria and to re-optimize minima which are actually saddle points after distorting

along the undesired negative curvature modes. Another common approach to deal with this

issue is to instead replace all frequencies that are imaginary or fall below a certain threshold

with this threshold. Typical values in heterogeneous catalysis are 10 or 12 cm−1, which

we have also employed in previous work. We usually we find no frequencies falling in this

range, also because weakly bound states are often not explicitly computed. Here we have

one case, the lowest frequency for adsorbed propene is 7 cm−1 and was shifted to 12 cm−1.

Again, we point out that no attempt has been made to find a more stable minimum for the

adsorbed structure. Other typical shift-values in use mainly for calculations in solution are

60 or even 100 cm−1, which are motivated by the fact that large-amplitude vibrations may

be hindered by solvent molecules. Clearly this is not the case here and the lowest-frequency

vibrational modes encountered in the transition states (20 to 40 cm−1) are significant. We

have tested using a minimum frequency of 100 cm−1 (table S4), which increases harmonic

apparent barriers by 10 to 20 kJ/mol, further worsening the agreement with MD-simulations.
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RPA free energies

For the harmonic approximation, RPA-energies were computed simply as single points at

the stationary points. For the MD-simulations, FEPT was performed using every 1000th

MD-step (safely above the correlation length), which gives a total free energy difference

∆AFEPT/MD(RPA-PBE-D3) for each state (given in Table S10). We furthermore used FEPT

in the second-order cumulant expansion version, with ∆E as the energy difference between

PBE-D3 and RPA for a given MD step:

∆AFEPT/MD(RPA-PBE-D3) = ⟨∆E⟩ − β

2
⟨[∆E − ⟨∆E⟩]2⟩. (36)

The second-order cumulant expansion of FEPT was used due to the small number of struc-

tures (100 to 200), but reaction free energies using the full exponential expression (Eq. 6)

differ at most by 1.3 kJ/mol, see Table S11. Total RPA free energies are calculated as:

AFEPT/MD(RPA) = ∆AFEPT/MD(RPA-PBE-D3) + AMD(PBE-D3). (37)

Reaction and activation free energies at the RPA-level are then obtained simply as differences

of the free energies of the involved states based on Eqs. 36 and 37. The FEPT-correction

to the intrinsic activation barrier (Eq. 32) is obtained in the same way, as described and

derived in ref. 60. Table 4 lists the results of the RPA calculations. Furthermore the results

of different levels of theory are shown in Fig. 5. The FEPT values for each state are listed in

Table S10, which also gives the respective Iw-index.
60 The value of Iw-index is generally in

the range of 0.10 to 0.30 thus indicating that a reasonable number of structures contribute

to FEPT, which can thus be considered reliable. As expected, RPA gives weaker adsorption

energies and higher barriers than PBE-D3. In our recent work61 we tested RPA/cc-pVQZ

on large 46T-cluster models of H-SSZ-13. For ∆G‡
app, we found that RPA/cc-pVQZ gives

barriers that are about 5 kJ/mol too high for CO and about 5 kJ/mol too low for both

29



propene and ketene. As opposed to the plane wave calculations herein, these RPA/cc-pVQZ

contain some amount of basis set super position error (BSSE) and are therefore expected to

be lower than the complete basis set limit. Overall, we thus expect the RPA to be accurate

for the barriers investigated in this work. For CO, ∆A‡
int is higher with RPA compared to

PBE-D3 by 20 kJ/mol, while it is only about 10 kJ/mol for ketene and propene. Together

with the weaker binding, this gives for ∆G‡
app barriers which are higher by about 25 kJ/mol

for ketene and 30 kJ/mol for both CO and propene.

Table 4: Results of RPA calculations in kJ/mol for 200 °C and 400 °C. The obtained differ-
ences in free energies relative to PBE-D3 (RPA-PBE-D3) are labeled ∆∆G and ∆∆A for
adsorption and intrinsic and apparent activation barriers. Additionally, the RPA value for
∆G and ∆A is given for the MD simulations, which is obtained by adding the MD (FEPT)
result obtained here to the MD results given in Tables 2 and 3. Gibbs free energies use a
reference pressure of 1 bar for gas phase species.

CO propene ketene
T (°C) 200 400 200 400 200 400

quantity method
∆∆Gads FEPT/MD 8.7 7.6 17.0 19.1 12.5 12.5
∆∆Gads SP 10.1 20.5 15.6
∆∆Gads SP/500eV 8.6 19.1 12.4

∆∆A‡
int FEPT/MD 21.7 21.1 11.2 9.2 11.9 9.8

∆∆A‡
int SP 18.4 10.1 9.9

∆∆A‡
int SP/500eV 22.4 12.8 13.3

∆∆G‡
app FEPT/MD 30.4 28.7 28.2 28.3 24.4 22.4

∆∆G‡
app SP 28.5 30.6 25.6

∆∆G‡
app SP/500eV 31.0 32.0 25.7

∆Gads FEPT/MD 18.2 30.8 6.4 24.6 11.0 26.1

∆A‡
int FEPT/MD 144.8 155.9 101.2 105.2 99.6 106.4

∆G‡
app FEPT/MD 163.1 186.7 107.6 129.8 110.6 132.5

If we compare the difference between RPA and PBE-D3 evaluated as a single point (SP)

and with FEPT, we find that they differ at most by 3.5 kJ/mol and on average by 2.0 kJ/mol.

This is on the same order of magnitude as the difference between RPA evaluated with

standard PAW potentials and 400 eV cutoff and RPA evaluated with GW PAW potentials

and 500 eV cutoff. In this case, the inaccuracy introduced by computing the difference

between PBE-D3 and RPA using only a single point is therefore within the precision of a
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Figure 5: Summary of Gibbs free energies computed for adsorption of CO, propene and
ketene at 200 °C and 400 °C and the respective transition state for methylation by an SMS.
All free energies are referenced to the reactant in the gas phase at 1 bar reference pressure.
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RPA-calculation using standard PAW potentials.

At this point, we will discuss the obtained adsorption and activation free energies and

compare to the literature. We are not aware of experimental data for the adsorption at an

SMS, however CO and propene have been studied for adsorption at Brønsted acid sites and

in pristine zeolites. For CO, our best estimate for ∆Gads is 18.2 and 30.8 kJ/mol at 200 °C

and 400 °C, respectively (RPA with FEPT/MD in Table 4) . It is important to keep in mind

that this refers to reference states of 1 bar in the gas phase and one molecule per unit cell

in the adsorbed state. Adsorption experiments in zeolites are typically reported in terms

of the uptake of molecules per mass of zeolite, in units of mol/kg or, equivalently, mmol/g.

For comparison, an adsorption free energy of ∆Gads = 0 at a partial pressure equal to the

reference pressure, would result in a coverage of θ = 0.5, which means for the T12 CHA

unit cell studied here half a molecule per CHA cavity, corresponding to 0.7 mol/kg uptake.

CO-adsorption is generally weak, which can already be concluded from the fact that IR-

experiments on CO adsorbed at Brønsted acid sites are usually carried out at liquid nitrogen

temperature to achieve sufficient coverage.62 For H-MCM-22 and H-FER, coverages of the

acid site of θ ≈0.2 were observed at about 30 °C and 0.225 bar partial pressure of CO.63

For adsorption on isolated sites, based on the Langmuir adsorption isotherm, we deduce

an experimental value of ∆Gads ≈ -0.3 kJ/mol for these conditions. Given that fact that

adsorption on an SMS is expected to be weaker than on a Brønsted acid site and that we

study adsorption at much higher temperatures, we thus conclude that our values for ∆Gads

of CO fall in a reasonable range. For propylene, we find stronger adsorption than for CO,

∆Gads is 6.4 and 24.6 kJ/mol at 200 °C and 400 °C (RPA with FEPT/MD in Table 4). The

highest-temperature experimental adsorption measurement we found for propene reports an

uptake of about 1.2 mol/kg at 1 bar and T ≈ 150 °C in purely silicous CHA,64 from which

we deduce ∆Gads ≈ -6.5 kJ/mol. Our value for ∆Gads at 200 °C is thus 12.9 kJ/mol higher,

which we consider to be in a reasonable range.

The adsorption and methylation of CO, propene and ketene is relevant in the MTO
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process. Propene methylation is part of the olefin cycle and is a prototypical methylation

reaction for terminal olefins heavier than ethene. The reactivity of CO and ketene within

the MTO-process is discussed mainly as a likely initiation mechanism for the hydrocarbon

pool,65,66 when the first C-C bond is formed, but also in other areas.67–80 Furthermore, CO-

methylation is also the central step in the carbonylation of dimethyl ether.81–83 Additionally,

the reactivity of CO and ketene is important in the context of the methanol-to-syngas or

OXZEO84–86 (oxide-zeolite) processes, where a composite catalyst (reducible oxide and zeo-

lite) transforms syngas (H2+CO) directly to hydrocarbons.87–90

In our earliest work,78,91 at 400 °C, we computed ∆G‡
app = 190 kJ/mol for CO-methylation,

159 kJ/mol for ketene and 156 kJ/mol for propene using a correction based on MP2/def2-

TZVPP calculations on cluster models. Using complete-basis-set (CBS)-extrapolated MP2

together with DLPNO-CCSD(T), we later obtained ∆G‡
app = 160 kJ/mol for ketene, also

at 400 °C.80 While the barrier for CO-methylation is similar to our best RPA-estimate here

(186.7 kJ/mol at 400 °C), the barriers for propene and ketene methylation are decidedly

higher than the corresponding RPA-value obtained here (129.9 and 132.5 kJ/mol). This is

due to both the anharmonicity (-18.4 and -12.8 kJ/mol for propene and ketene) as well as a

higher barrier obtained already at the harmonic PBE-D3 level for the 36T-cell of chabazite,

employing also lower precision and only a partial Hessian.80

Yang and coworkers obtained ∆A‡
int = 128 kJ/mol for CO-methylation and ∆A‡

int = 78

kJ/mol for ketene in H-SAPO-34 using metadynamics (T = 670 K) with revPBE-D3 and

a double-zeta basis set.89 The barrier for CO-methylation is similar to our PBE-D3 value

of 134.8 kJ/mol at 400 °C (673.15 K), while our corresponding PBE-D3 barrier for ketene

methylation is significantly higher (96.6 kJ/mol). The differences can be attributed to the

different zeolite, different density functional and the definition of ∆A‡
int, see Eq. 32. Using

PBE-D2 and blue moon sampling, Bucko and coworkers computed activation barriers for

side and main pocket of H-MOR (T = 440 K) of ∆A‡
int = 102 and 130 kJ/mol, similar to

our PBE-D3 value of 134.8 kJ/mol at 200 °C (473.15 K).
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Summary and Conclusion

An approach has been proposed to compute anharmonic adsorption free energies based on

DFT calculations. Similar, to the Widom test particle method,41,42 the interaction between

adsorbate and zeolite is computed by switching on or off the interaction between the two.

This quantity can be computed with forward and backward free energy perturbation theory

or the BAR method. Using an intermediate hard sphere model allows to greatly improve

the overlap between the distributions of interacting and non-interacting states.

The main goal of obtaining accurate adsorption free energies from MD simulations was to

be able to use these within the investigation of reaction mechanisms. A simple, yet relevant

example has been investigated here, the methylation of different reactants by an SMS. In

this case, coadsorption of the reactant with an SMS is generally weak and is then followed by

a single transition state to yield the methylated product. The decisive quantity for reaction

kinetics in this case is then the apparent activation free energy, which was determined here

for CO, propene and ketene at temperatures of 200 °C and 400 °C.

For adsorption, the harmonic free energies are too weak by about 10 to 20 kJ/mol. This

can be readily explained by the fact that the weakly adsorbed reactants can rotate and

translate in the pore, which cannnot be described correctly the harmonic approximation.

For apparent activation energies, anharmonicities are generally smaller than for the adsorbed

reactants. For CO, the difference between MD and harmonic approximation is insignificant

(< 3 kJ/mol). For ketene and propene, the anharmonicity of the apparent activation free

energy is around 3 to 10 kJ/mol smaller then for the respective adsorption free energies, but

overall in a similar range (10 to 20 kJ/mol).

To improve upon the limited accuracy of PBE-D3, RPA-calculations were performed,

both as single points for the stationary points and using free energy perturbation theory

(FEPT) for the MD simulations. One of the main results is that for the cases considered

here, RPA-corrections to the PBE-D3 results agree very well, when computed with as a single

point or with FEPT. Especially for apparent activation barriers, which are underestimated
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by PBE-D3 by about 20 to 30 kJ/mol, the difference between single point and FEPT is

only around 2 kJ/mol. Therefore, applying a correction based only on a single point would

clearly be a significant improvement over a plain PBE-D3 calculation.

In its present form, this method is not expected to work for strongly bound, localized ad-

sorbates, which will not have enough overlap with the reference state in which the adsorbate

behaves as an ideal gas. Strongly bound adsorbates could be treated with this approach

when they are first forced to desorb from the active site into the pore using a constraint

or a bias potential. The free energy for desorption into the pore has been computed in

this way for NH3 in Cu-SSZ-13.92 Another technical limitation is that RPA-calculations are

applicable only to small unit cells, although extension to larger systems is possible using

machine learning.27,28 Besides technical limitations, it is also noteworthy that real catalyst

may differ from the idealized isolated Brønsted acid site model and may feature also proxi-

mate Brønsted acid sites93–97 or Lewis acid sites, either as extra-framework98–104 or surface

sites.43,105–108 Furthermore, the rate of catalytic reactions in zeolite also depends on diffusion

phenomena and can be influenced by co-adsorbates.109–111
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