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ABSTRACT Scandals have shown that extant assessment methods (e.g., certifications) cannot cater to the
impermanent nature of Artificial Intelligence (AI) systems because of their inherent learning capabilities and
adaptability. Current AI assessment methods are only limitedly trustworthy and cannot fulfill their purpose of
demonstrating system safety. Our interviews with AI experts from industry and academia help us understand
why and how AI impermanence limits assessment in practice. We reveal eight AI impermanence-related
implications that threaten the reliability of AI assessment, including challenges for assessment methods, the
validity of assessment results, and AI’s self-learning nature that requires ongoing reassessments. Our study
contributes to a critical reflection on current AI assessment ideas, illustrating where their validity is at risk
owing to AI impermanence. We provide the foundation for the development of assessment methods that
consider impermanence-related implications and are suited to fully leveraging AI capabilities for the benefit
of society.

INDEX TERMS Artificial intelligence systems, artificial intelligence, artificial intelligence assessment,
system changes, impermanence, learning.

I. INTRODUCTION
Internal and external assessment of Artificial Intelligence
(AI) systems is becoming increasingly important because
it can contribute to detecting potential risks and undesir-
able AI behavior (e.g., performance reduction). In essence,
AI assessment refers to the attestation and verification of
specific AI system characteristics, operations, and manage-
ment principles to prove compliance with requirements (e.g.,
fairness principles). AI assessment is increasingly demanded
by practitioners and researchers [1], [2], particularly because
of popular AI scandals such as Google’s algorithm that clas-
sified people of color as gorillas or Amazon’s Alexa that
offered adult content to children [3].
In recent years, various initiatives have emerged that exam-

ine how to perform internal or external AI assessment and
that develop related methods, such as codes of conduct, ethics
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principles, certifications, assurance seals, and frameworks
for assessment [1]. These AI assessment methods uncover
flaws and increase trustworthiness by providing evidence
that AI systems fulfill their intended purpose, comply with
accepted regulatory standards, or adhere to industry best
practices [4]. Regulators foresee a key role of AI assessment
owing to its great potential. For example, the novel EU AI
Act mandates the internal or external assessment of high-risk
AI systems [5], the draft of United Kingdoms’ AI Bill pro-
poses third-party audits [6], and the New York City council
requires yearly bias audits for AI-based employment decision
tools [7].

However, AI assessment faces the risks of limited relia-
bility and validity due to the impermanence of AI systems.
Recent failures in practice emphasize adverse consequences
of AI impermanence. For example, Zillow’s iBuyingmachine
learning algorithm overestimated the value of the houses for
which Zillow paid, because the algorithm was not adjusted
to changing market conditions [8], [9]. This model drift was
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only detected lately and led to a loss of $304 million and the
closure of the AI system iBuyer in November 2021.

The changing nature of AI systems originates from their
characteristics of intelligence, learning, and adaptability to
various contexts [10], [11]. For example, Netflix’s recom-
mender system uses sophisticated AI algorithms to analyze
vast amounts of users’ data, learn from their preferences, and
adapt the system accordingly [12]. Traditional assessment
methods are unsuitable for such impermanent systems that
change during operation [13]. AI impermanence presents
assessors with the challenge that AI systems cannot be con-
sidered ‘‘unchangeable end product(s)’’ [14, p. 3]. Instead,
systems change their behavior over time, even after tests [2]
and long after deployment [14].

Impermanent AI systems raise concerns regarding the
validity period of AI assessment [15], assessment meth-
ods’ ability to predict future system performance [16] and
to provide guarantees for the future [16], [17], [18]. For
example, the online grocery delivery service Instacart used
a machine learning algorithm to suggest replacements for
out-of-stock products and was assessed to provide reli-
able predictions. However, the system experienced a sudden
drop in prediction accuracy from 93% to 61% in March
2020 because customers’ shopping habits changed suddenly
during COVID-19. Instacart’s model training practices had
to be adjusted quickly, but it seems that the performance drop
was identified too late [19]. AI impermanence thus introduces
uncertainties about howAI assessment methods can deal with
the self-learning of AI systems and changes in input data [20],
[21]. Practitioners are faced with an urgent need to adapt tra-
ditional assessment methods to achieve viable AI assessment
results. Without such adjustments, organizations are prone
to developing AI assessment methods that are unreliable.
Ineffective assessment will not only render assessment costs
for organizations useless but also fail in reducing customers’
uncertainty regarding AI systems. To avoid AI assessment
that defeats its purpose, we need to understand the chal-
lenges and implications for AI assessment stemming from
AI impermanence; ultimately motivating us to conduct this
study.

Literature on AI assessments reveals that prior research
has extensively analyzed assessment methods in AI (e.g.,
[14], [22]) and related contexts of systems characterized by
fast-paced technological advancements such as cloud ser-
vices (e.g., [23], [24]). Research has already made valuable
contributions, for example, by clarifying how to overcome
challenges in assessing ethical AI principles [2]. However,
AI assessment research has just recently emerged and focused
on developing the first proof of concepts and applicable
assessment methods. We are still faced with a limited under-
standing of the origins of AI impermanence and its impact on
AI assessment. Confronted with this research gap, a growing
number of researchers have called for further research to
uncover the impact of AI impermanence on AI assessment to
ensure long-term AI system reliability and detect undesirable

changes to mitigate risks (e.g., [3], [21], [25]). For example,
research on AI certification calls for continuous assessment
to cope with AI impermanence (e.g., [4]). These calls sub-
stantiate the need for further research and motivate our
study.

We believe that the prevalent limited understanding of
AI impermanence is in particular unfortunate for regulatory
and assessment bodies, AI providers, and researchers. Tradi-
tional assessment methods can be adapted to the AI context
only when the impact of AI impermanence becomes clear.
Research is also responsible for conveying and explaining
to practitioners the misfits arising from impermanence when
traditional assessment methods for AI systems are applied.
It is important to provide explanations of why assessment
methods need to be adapted for AI and how they are influ-
enced by AI impermanence. The promising potential of AI
assessment is at risk if assessed systems still lead to major
AI scandals. Therefore, we require further knowledge that
can guide the adaptation of AI assessment methods, which
includes understanding the causes and conditions leading to
AI impermanence. We can then examine the impact of the
changing nature of AI systems on the performance of AI
assessment and their ability to ensure long-term system relia-
bility. In response, we seek to answer the following research
question (RQ):

How does AI impermanence impede AI assessment?
We conducted 25 expert interviews to identify AI

impermanence-related challenges. We gained detailed
insights into the perspectives of industry stakeholders that
assess AI systems either internally from a technical per-
spective or externally as a third party or auditor, as well
as stakeholders from other academic institutions. On the
basis of these interviews, we reveal how AI imperma-
nence is caused by accident, through updates, or by design.
We uncover how these changes impact AI assessment
and lead to novel challenges that need to be solved to
develop reliable AI assessmentmethods. Among other things,
we explain why AI impermanence hampers differentiat-
ing between desired and undesired changes, threatens AI
assessment reliability and validity, and requires continuous
assessments which are, however, only possible on a limited
basis.

This study provides important contributions to research
and practice. First, we highlight eight implications for AI
assessment validity and generate insights that help address AI
impermanence in a differentiated manner. Second, we pro-
vide a starting point for future research endeavors that can
help address the adverse implications of AI impermanence
for AI assessment. Third, our research guides practitioners,
such as internal and external assessors, in conducting AI
assessment by providing insights into aspects that need to
be considered. Through our research, we uncover why AI
impermanence leads to the failure of AI assessment in pro-
viding long-term guarantees. To support further technological
advancement via continuously self-learning AI, we need to
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find ways to handle such assessment to use self-learning
systems safely and benefit from them. Currently, AI imper-
manence is the Achilles’ heel of assessment, and our study
provides first knowledge of how learning aspects and the
lack of reliability inherent to AI impede the assessment of
AI systems.

This study is structured as follows. We first provide
background information on AI systems and AI assessment,
followed by outlining the challenges that motivated our
study. In Section III, we outline our qualitative research
approach by explaining how we conducted expert inter-
views and analyzed the interview data. Section IV explains
the implications of AI impermanence for AI assessment
in detail. We discuss our principal findings, contributions
to research, implications for research, and limitations in
Section V, before presenting avenues for future research in
Section VI. Finally, we portray related work that informed
our study (Section VII) and provide the study’s conclusion in
Section VIII.

II. BACKGROUND
A. AI SYSTEMS
We consider diverse AI systems relevant to assessment and
follow a broad definition of AI ‘‘as the ability of a machine
to perform cognitive functions that we associate with human
minds such as perceiving, reasoning, learning, interacting
with the environment, problem solving, decision-making, and
even demonstrating creativity’’ [26, p. iii]. We thereby align
withAI regulators, proposing a similarly broad understanding
of AI systems to cover themarket [27]. Applying this compre-
hensive and abstract AI system definition that covers a wide
range of different AI systems is useful for our study. It helps to
ensure that the causes and effects of AI impermanence on AI
assessment are captured holistically, independent of a specific
AI system type or implementation but instead covering most
systems ‘‘labeledAI technology’’ [28, p. 40]. It also considers
the fact that there is no single agreed-upon definition of AI
(e.g., [29], [30]).

B. AI ASSESSMENT
AI assessment refers to the systematic attestation and ver-
ification of an AI system and its responsible provider to
verify that system characteristics (e.g., performance, fair-
ness), operations, and management principles comply with
legal, ethical, or industry requirements [31]. Assessment
methods may include pre-deployment testing, ongoing mon-
itoring, risk analysis, audits, and certifications. The goal of
AI assessment is to ensure that the AI system functions as
intended across its lifecycle and does not lead to adverse or
unintended consequences.

The following three types of stakeholders are relevant
when performing AI assessment: (1) AI providers mandat-
ing internal assessment or engaging third-party assessors,
(2) internal/external assessors executing assessment methods,
and (3) customers referring to assessment results to over-

come their uncertainty. AI providers pursue assessment due
to quality assurance processes and regulatory obligations,
or to signal to customers and the public that their AI systems
can be trusted. Assessors execute assessment methods and
issue a formal proof of conformity if the AI system meets
assessment requirements (e.g., an internal audit report, self-
made assurance claims, a certificate, or quality seal). Internal
assessment is usually conducted by internal auditors, related
business units, and the technical developers of AI systems.
In contrast, external assessment is conducted by indepen-
dent third parties (e.g., auditors and certification bodies). For
example, the ISO/IEC 42001 has recently gained traction as
novel AI management system standard that can be tested and
certified by independent parties. Such external assessment is
considered more reliable than internal assessment because
of the objectivity, credibility, and third-party verification it
provides to customers [32]. For example, during a certifica-
tion assessment, independent assessors review system doc-
umentation, check onsite conditions, and conduct employee
interviews [31].

C. CHALLENGES OF AI ASSESSMENT
Research on AI assessment highlights that existing assess-
ment methods are largely inadequate to address the peculiar-
ities of AI systems (e.g., [10], [13]).

On the one hand, AI systems lack a precise defini-
tion of the system behavior and expected requirements to
comply with [4], [33], [34]. Furthermore, such require-
ments have different applicable definitions that depend on
the context where the AI system is intended to oper-
ate [33], [35]. On the other hand, AI impermanence, the
focus of this paper, challenges assessments from different
perspectives.

Early approaches to AI assessment required in fact that
AI systems cannot be impermanent (e.g., [33]), meaning
that the training- and inference-time data distribution shall
not change, and the AI model is not altered once assessed.
This assumption is however hardly applicable, because biases
and drifts can appear at any time (e.g., [10]) and cannot be
predicted.

Other assessment methods (e.g., [36], [37], [38]) accept
that the AI system can change, but require to precisely detail
the environment where the assessment took place which
should, in turn, be as diverse as possible. Any changes then
trigger a new assessment.

Finally, other methods attempt to reduce impermanence
or the uncertainty caused by it. They mostly focus on the
generation of extensive test cases to stress the AI system
functioning over varying conditions (e.g., [39]) possibly sim-
ulating risky real-world settings (e.g., [16]). However, testing
remains limited, particularly when the AI system is adapted
over time (e.g., [2])

While these works point to impermanence as the main
root cause for existing challenges in AI assessment, they
do not delve into the concept itself, and barely touch on its
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real-world implications on AI assessment, thus pointing to
a clear, urgent research gap [3], [21], [25]. In this paper,
we therefore aim to shed light on how AI impermanence
impacts AI assessment. A more detailed comparison of our
contributions with the state of the art can be found in
Section VII.

As AI scandals have shown, treating impermanent AI
systems as ‘‘final’’ end products until undesirable behavior
that draws major attention occur involves high risk (e.g.,
reputation loss and risks for affected individuals or organiza-
tions) [3], [14]. Hence, AI impermanence calls for adaptive
assessment methods that address issues arising from the
changing nature of AI systems, such as assessment timing
and validity [13], [14]. We need to better understand the
implications of the threats that AI impermanence introduces
for AI assessment to provide guidance for assessment devel-
opment (e.g., meaningful certification validity periods) and
avoid the risk of unreliable assessment. Therefore, we aim to
first uncover the origins of AI impermanence and contribute
to understanding why changes can occur. Afterward, we can
explain how they impact AI assessment’s long-term validity.

III. RESEARCH METHOD
A. METHOD SELECTION
We applied a qualitative research method and chose an induc-
tive approach. We particularly conducted interviews with
experts involved in AI assessment to learn from their expe-
riences and examine the causes of AI impermanence and
its implications for AI assessment. Broadly speaking, our
research approach is characterized by the iterative process of
gathering, interpreting, and comparing data from expert inter-
views, deriving patterns, and refining them. Inductive meth-
ods have proven useful in addressing phenomena that are less
understood [40] and creating an abstract analytical schema
of a phenomenon [41]. We thus did not apply quantitative
methods like experiments, nor did we engage in the develop-
ment of AI assessment methods, but sought to deeply engage
with experts’ experiences to truly understand AI’s changing
nature and uncover how it impacts AI assessment. We first
aimed to derive rich descriptions on AI impermanence,
as common for qualitative research [42], and then engaged
in rigorous reasoning based on empirical data to develop
sound explanations about how AI impermanence impacts AI
assessment.

To analyze the data from our interviews, we employed
grounded theory techniques [43], including open, axial, and
selective coding, so that the interview data were analyzed
with increasing abstraction levels [43], [44], [45]. Although
we considered related research on AI assessment (Table 6
), we first started by openly and freely coding the interview
data to develop explanations instead of deducing components
from existing research. We thus took related literature and
related theoretical foundations into account, but not to the
extent that they constrained our creativity and idea genera-
tion [43].

TABLE 1. Expert interviewee information.

B. INTERVIEW DATA COLLECTION
We purposely sampled relevant stakeholder groups [46] and
acquired 26 experts (Table 1). We selected experienced pro-
fessionals (with at least 2 years of professional experience)
from technical, external assessment, and research job roles,
as they are expected to be involved in AI assessment. First,
14 technical AI experts from industry (e.g., machine learning
engineers, AI architects, AI consultants, data scientists, and
data analysts) were selected owing to their experience with
causes leading to AI impermanence, internally assessing AI
systems, and avoiding (undesirable) changes in AI system
behavior over time. Second, four assessors (e.g., internal
assessors, external auditors, and AI assessment initiative
members) were selected to gain insights into the AI assess-
ment implications that they observe or expect to find when
conducting AI assessment. Finally, eight AI researchers from
other universities and research institutions were selected to
gather not only the views of practitioners but also theoretical
views onAI impermanence and its implications for AI assess-
ment. Similar to previous studies and AI regulations, we took
a cross-industry perspective in this study. We thus did not
focus on specific industries like automotive. Instead, inter-
viewed assessors conduct audits across industries and most
technical AI experts serve cross-industry customers, while
some of them focus on insurance, recruiting, and healthcare.

Data collection began in August 2022 and ended in
November 2022. We conducted qualitative one-to-one inter-
views (except one interview with two experts), following
the method recommendations of Myers [47]. We applied
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TABLE 2. Overview of AI impermanence types, their causes, and example implications for assessment.

a semistructured interview method that provided structure
to experts while leaving room for aspects that were not
or could not be considered while preparing the interview
guide [47]. During the interviews, we asked the experts about
their associations and experiences with changing AI behav-
iors, causes, and definitions of AI system change; impact
on AI assessment; and means and solutions to address such
changes. We adhered to the best practices of qualitative
research (e.g., [47]), such as applying a nonjudgmental form
of listening [42], maintaining distance [48], and conducting
the conversations in an open and unpersuasive manner to
avoid bias [49]. The interviews took 46 minutes on aver-
age and 901 minutes in total. Twenty-two interviews were
conducted in German, and three were conducted in English.
All interviews were recorded, anonymized, and transcribed.
Interviewees provided informed consent prior to the start of
the interview recording. In total, we gained 257 pages of
transcripts from the 25 interviews.

C. INTERVIEW DATA ANALYSIS
Our data analysis took place iteratively and was started in
parallel with data collection, directing our choice of questions
on the basis of emerging concepts, that is, challenges for AI
assessment resulting from AI impermanence [43], [44], [50].
This procedure enabled us to detect relationships between
concepts in an iterative process of constant comparison
between the initial data collected and the preliminary results
of the analysis [43]. We followed the structured and itera-
tive coding approach proposed by Corbin and Strauss [43],

including open, axial, and selective coding, enabling us to
iteratively increase the abstraction level of our findings [43],
[44], [45]. These grounded theory coding techniques have
proven their usefulness and have been widely adopted across
research [45], [51]. The tool ATLAS.ti and manual annota-
tions were used to code the transcripts. Online Appendix A
provides example supportive evidence for the applied coding
techniques.

Since in-depth research on the impermanent nature of AI
systems is scarce, we first started to understand the causes
and manifestations of AI impermanence to better understand
how AI impermanence impacts AI assessment. We engaged
in open coding as the first step in our coding procedure [43].
We fractured the data according to concepts in the data that
might describe relevant aspects of AI impermanence [43],
[44]. We aimed to be as open to new concepts as possible,
despite reading prior literature that might influence our cod-
ing [52]. To avoid such influence, we aimed to set notions
from the prior literature aside for initial coding [53].
We first focused on describing AI impermanence as a

phenomenon, enabling us later to understand its assessment
implications. We turned to the interview transcripts and thus
openly coded text segments related to AI impermanence as
a concept. For example, the interview passage ‘‘during the
operation of the system, it is self-learning based on new
data and changes automatically’’[Senior Manager AI Audit]
was coded as ‘‘self-learning’’, illustrating that AI imperma-
nence results from the self-learning nature of AI systems.
During open coding, we assigned codes to 529 textual seg-
ments. We further aggregated our open codes by constantly
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comparing coded text segments to achieve higher levels of
abstraction and identify the core dimensions of AI imper-
manence. This aggregation resulted in 14 higher-level code
categories, such as ‘‘input data composition’’, ‘‘input data
change’’, ‘‘update’’, or ‘‘assessment guarantees’’. These cat-
egories reflect how AI impermanence can be caused by
accident without the intention to change the system (e.g.,
hidden flaws in the input data set, changes in the real
world, changes in the hardware or technology set-up), how
AI impermanence can result occasionally through system
enhancements (e.g., model retraining, additions, newly added
data), or through the continuous evolvement of the system
(e.g., learning, adaptation). Table 2 summarizes our derived
conceptualization of AI impermanence [54].
Having gained an understanding of AI impermanence as a

concept, we continued to look for assessment implications.
We followed the suggestions of Corbin and Strauss [43] on
axial coding and coded for conditions, actions/interactions,
and consequences. Here, we looked for conditions uncov-
ering the reasons for AI changes and the manifestations
and consequences of AI impermanence as implications for
assessment. We then coded actions and interactions to deter-
mine how an AI system change was detected, resolved, and
addressed during assessment. This method of axial coding
enabled us to compare codes and classify them into categories
that constitute AI changes and consequences for AI assess-
ment [43], [44]. For example, the following text passages
were coded as ‘‘consequence_noguarantess over time’’for AI
assessment due to everchanging AI systems: ‘‘We cannot say
that we have looked at the system and the system is fine;
therefore, it will stay fine the whole time’’ [Manager AI Audit]
and ‘‘The honest answer would be we hope and pray. From
a technical perspective, you can never know it 100 percent.
If other input answers are coming in, then we see what hap-
pens’’ [Senior Consultant Data & AI]. In total, we identified
eight categories of implications that AI impermanence has on
AI assessment (Table 3 ).

As a final step, we applied selective coding to structure
our categories developed during axial coding into a coher-
ent theoretical framework, a so-called ‘‘core category’’ [43].
A core category helps to formulate a storyline for coherent
conceptualization of the central phenomenon [43]. Through
this step, we aimed to achieve a more abstract conceptual-
ization level and arrange our findings [55]. While reviewing
our codes on AI impermanence and assessment implications,
we noted that AI impermanence impacts specific phases

FIGURE 1. Assessment lifecycle according to the ISO/IEC:17000 [56].

across the entire assessment lifecycle. We therefore identified
the assessment lifecycle as a potential core category and
turned to the literature to identify suitable lifecycles. We dis-
covered that assessment is frequently based on the standard
lifecycle proposed by the ISO/IEC:17000, comprising four
key assessment functions (Figure 1; [56]).
First, selection functions include planning and preparation

activities (e.g., determining the AI system to be assessed and
selecting suitable assessment procedures). Second, determi-
nation functions comprise key activities undertaken to check
for the conformity of the AI system with assessment criteria
(e.g., document review concerning developers’ decisions to
prevent discrimination). Third, review and attestation func-
tions refer to assessors’ verification activities in which they
examine whether the selection and determination activities
and their results are suitable, appropriate, and effective, fol-
lowed by the decision of whether to grant the proof of
conformity (e.g., a certificate). Finally, most assessments
involve surveillance functions to execute systematic, repeated
conformity assessment to maintain the validity of the confor-
mity statement. We conceptualized each assessment function
in detail on the basis of the extant literature and critically
compared and mapped our findings to each function (Table 3
). We noted that AI impermanence influences primarily the
determination, review and attestation, and surveillance func-
tions. For example, we assigned the assessment implication
‘‘Distinguishing between desired and undesired changes is
challenging for assessors’’ to the determination function
because the changing nature of AI leads to inabilities in
assessing AI behavior.

After comparing and assigning our implication categories
to the functions, we again checked our codes and coded text
segments to ensure that our core category captures inter-
viewees’ perceptions and respective findings. In conclusion,
selective coding helped us structure the identified categories
of the implications of AI impermanence on three key assess-
ment functions, namely, determination (‘‘How to Assess
Consequences of Change: AI Impermanence Challenges
Assessment Methods’’), review and attestation (‘‘How Reli-
able are the Assessment Results: AI Impermanence Threatens
Validity’’), and surveillance (‘‘When and How to Reassess: AI
Impermanence Impacts the AI Assessment Validity Period’’),
discussed in detail in the next section.

In addition to applying coding techniques, our analysis was
guided by constant comparison [43], [45] to compare similar-
ities and differences in the thought process with respect to AI
impermanence and the causes of (undesirable) changes in AI
behavior that impacted AI assessment, especially between the
different stakeholder groups of practitioners and researchers,
to triangulate our data. Moreover, we used memoing, such
as making notes about performing assessments in line with
the AI lifecycle model, to capture theoretical ideas (e.g.,
noting key insights) during the data collection and analysis
processes [45], [57]. During the analysis process, we became
confident that we reached sufficient theoretical saturation.
We noticed that no further AI impermanence causes or conse-
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TABLE 3. Overview of AI impermanence-related implications for AI assessment.

quences for assessment emerged from additional interviews.
We also found strong support for interrelations between ele-
ments from ample data and (mostly) densely populated AI
impermanence-related implications. Additionally, our find-
ings proved to be robust across interviews. Therefore, after
coding all the interviews, we did not believe that further data
collection or analysis would generate new findings.

IV. IMPLICATIONS OF AI IMPERMANENCE FOR AI
ASSESSMENT
We discuss the implications of AI impermanence on the
three main assessment functions: determination (Section IV-
A), review and attestation (Section IV-B), and surveillance
(Section IV-C). Table 3 summarizes the identified AI
impermanence-related implications.

A. HOW TO ASSESS THE CONSEQUENCES OF CHANGE: AI
IMPERMANENCE CHALLENGES ASSESSMENT METHODS
During the determination function [56], assessors need to
evaluate AI system changes and their implications, which
includes assessing external causes that result in system
changes, its impact, and the system’s conformity after the
change. However, it is challenging to assess how much and
what change to the system’s logic arises from additional
training and external conditions due to the opaque learning
process of AI.

1) AI IMPERMANENCE-RELATED IMPLICATION NO. 1
Distinguishing between desired and undesired changes is
challenging for assessors.

The power that impermanent AI systems yield because of
their ability to learn and evolve is a strength that organizations
want to leverage. However, organizations and their assessors
currently do not have the means to distinguish desirable from
undesirable changes during system operations. In particular,
because most AI systems are currently not able to learn
continuously (i.e., through self-learning), individuals trigger
these systems to learn by manually feeding in new data from
operation. Despite developers’ careful actions (e.g., manual

checks for bias contained in novel data), learning from new
training data can lead to accidental changes over time that
remain unnoticed. More importantly, new data can impact
the system in unpredicted ways, for example, by reducing
accuracy. Changing the AI system through retraining can then
yield the risk of ‘‘becoming biased along the journey’’ [Senior
Data Scientist]. In practice, the risk of undesirable changes is
therefore one of the main reasons, as stated in the interviews,
why organizations typically do not retrain their system and
perform any system changes, ultimately hoping to maintain
security.

However, even for experts, it can be difficult to assess
whether new data yields small or substantial change to the
AI system, which even can lead to adverse consequences.
Assessors may find it challenging to tell how feeding a certain
data set into an AI system during retraining will impact or
update the decision logic of that system. The reason for
this is the opaque learning nature of AI. An assessor cannot
foresee which data points or aspects might cause a system
change. Some aspects that an assessor thinks might change
the system significantly may not have a major impact. Owing
to the opaque nature of especially complex learning systems,
assessors often have no other means than to backward reengi-
neer the system to determine the changes caused and their
implications.

The interviewees acknowledged that tools to continuously
reassess AI systems after updates are starting to enter themar-
ket (e.g., tools for machine learning operations). However,
the interviewees highlighted that these tools are currently
so expensive that they render some AI system use cases
economically unviable. Equally severe, these tools are still
in their infancy. For example, tools discover deviations in AI
system behavior only after their occurrence. Thus, they can
help mitigate further damage but do not support fast incident
response and provide no guarantees for system behavior.
Tools also do not cover all aspects that organizations need to
assess during retraining but, instead, focus mostly on specific
parts of the system. For example, tools that are specialized
in detecting deviating input data and feeding in new data
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sources. Some tools can guide AI system updates but need to
be set up in advance and executed by individuals. This manual
effort threatens the cost-to-benefit ratio in light of AI system
use and assessment costs.

On the basis of our interview results, we recommend that
assessors seek tool support where possible and affordable
(e.g., in light of potential risks from AI system usage) and
continue to observe research on technical solutions that sup-
port AI system assessment (end2end). We suggest working
toward developing service platforms that offer tools for asses-
sors to increase ease of use and reduce integration efforts.
Further research can improve assessors’ ability to determine
the impact of new data input onAI system learning and update
its inner functioning without having to backward engineer
the system after discovering that the learning has led to
undesirable outcomes. Techniques to closed box the opaque
learning process in which assessors can hardly tell how much
and what change to the system’s logic arises from additional
training must be developed.

2) AI IMPERMANENCE-RELATED IMPLICATION NO. 2
Assessors cannot anticipate or test (or can anticipate or test
only to a limited extent) the external causes of AI imperma-
nence.

The performance and behavior of AI systems depend on
the data they receive from the real world as input. The inter-
viewees stressed that they are uncertain about how assessment
methods should cater to AI system deviations that result from
changes outside the system. Since the future is inherently
unpredictable, changes in input data are likely to occur. For
example, external changes such as upcoming product sub-
stitutions can be difficult to detect in advance by assessors
but can later lead to incorrect assumptions about customers’
product preferences by the AI system. Similarly, cultural
changes can lead to shifts in the ethical understanding of
customers that then influence how they interact with the
system (e.g., their choice of words or interaction patterns).

One of the challenges in assessing AI systems is the lack
of (historical) data for such external changes. Otherwise,
developers could have used these data to train and prepare the
system, ensuring that the systems remains effective even as
the real world evolves. However, during the initial determina-
tion, assessors lack access to input data that reflects potential
future scenarios because this data has not yet been generated,
for instance, by customers interacting with the AI system.
Since the external changes that may impact the system have
not occurred, assessors cannot anticipate the diverse input
data. They thus cannot ensure that the system is prepared for
the future real world.

It is also difficult for them to exhaustively simulate the
future real world and corresponding input data because they
are not entirely known in advance, and aspects with an impor-
tant impact on the AI system might not be foreseen but are
mostly based on assessors’ assumptions (e.g., how specifi-
cally customers’ preferences change). ‘‘Unfortunately, and
that is regarding political, economic, and social activities,

these data-generating processes rarely or never do us a favor
in fulfilling the characteristic of time consistency. [. . . ] So,
where partially eruptive, partially gradual data-generating
processes are deviating sufficiently, all we can do is watch
input data between two measuring points. [. . . ] I know this
sounds very frustrating and disappointing’’[Auditor, Depart-
ment Head Analytics].

We advise assessors to thoroughly anticipate potential
external changes, their sources (whether external or system
internal), and the (adverse) consequences of these changes.
Like developing security risk concepts, they should docu-
ment, report, and continuously assess their estimations about
system changes. This will not only increase transparency
about AI assessment and the root cause for the unintended
system change but corresponding documentation can also
foster AI accountability. More importantly, assessors need
to monitor the real world and simulate potential changes in
input data to assess the risk of undesirable behavior due to
external changes. This detailed and in-depth consideration
of changes in the external environment during assessment
is AI-specific in contrast to traditional assessment meth-
ods, which focus solely on changes related to the system
itself.

3) AI IMPERMANENCE-RELATED IMPLICATION NO. 3
The limited explainability of learning systems hampers
reassessment in the case of change.

Limited explainability exacerbates impermanence-related
issues for AI assessment. Assessors need to examine whether
and how the system has changed after retraining or dur-
ing continuous learning. Among other things, they need to
evaluate whether biases or other undesirable aspects (e.g.,
performance reduction) result from the change. However,
what the system has learned over time to derive its new
conclusions remains (partially) uncertain owing to the limited
explainability of AI systems. This uncertainty arises from the
system’s tendency to adapt to changing external factors, such
as new input data, weather, or lighting conditions, which can
lead to unintended modifications to its logic. For instance,
when changes in lighting conditions affect the system’s
decision-making process, it can be difficult for assessors to
identify that the system has incorrectly relied on light as
a predictor for a variable that is prone to change. Using
such variables can ultimately result in the system producing
undesirable outcomes that deviate from its intended purpose.

In particular, self-learning AI systems are very complex.
For example, the assessment of neural networks, which are
not enabled to evolve but are retrained periodically, is already
a very complex endeavor. Among other things, assessors
need to check outcomes, labeling, and training data. If this
model, which is already very complex to understand (i.e., has
limited explainability), is enabled to evolve during operation
through self-learning, then it becomes even more difficult for
assessors to understand such evolutions and its consequences.
This is also one of the reasons that the interviewees stated that
organizations prefer probabilistic or rule-based AI systems
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with high explainability rather than neural networks. Then,
it is easier for them to see what has been learnt and how it
changes. Hence, low explainability hinders assessors in trying
tomanageAI impermanence. As a consequence, interviewees
often prioritized safety and reliability over potentially better
AI performance through neural networks.

Even if assessors try to understand systems by evaluating
their output, theremay not be enough time to assess the output
between learning cycles and uncover what has changed dur-
ing learning. ‘‘Of course, for unsupervised learning, it is a lot
more difficult to understand how the change is taking place
because, in supervised learning, you surveil how and what
the model learns so to say. Well, you cannot always explain
it fully what the model is doing, but it is most often somewhat
understandable. While in unsupervised learning it is mostly
very difficult to understand why the behavior has changed
when it has changed’’[Data Scientist].

On the basis of our interview results, we suggest that lim-
itations in explainability are inherent to AI systems and need
to be accepted, although they negatively impact the detection
of AI impermanence. AI systems with high explainability
are easier to manage for assessment. However, it is funda-
mental to AI and the powerful benefits it yields to leverage
a variety of complex algorithms that are not understandable
by human assessors. In these cases, a degree of uncertainty
about AI impermanence that introduces undesirable behav-
ior remains in the assessment results. As explainability is
challenging for humans, technical determination tools can
support human assessment and reduce (even if not fully) this
uncertainty.

B. HOW RELIABLE ARE THE ASSESSMENT RESULTS: AI
IMPERMANENCE THREATENS VALIDITY
Review and attestation functions [56] are also impacted by
AI impermanence. AI-specific aspects may lead to changes
such that the attested criteria may no longer be fulfilled over
time. The validity of the proof of conformity issued after
assessment is then threatened by changes. There are several
aspects particular to AI systems that cannot be observed or
checked by assessors, challenging the extent to which the
results of AI assessment can be considered reliable with
respect to performance guarantees or the appearance of unde-
sirable behavior.

1) AI IMPERMANENCE-RELATED IMPLICATION NO. 4
Assessors cannot anticipate and consider (or can anticipate
and consider only to a limited extent) rare cases that can
have widespread negative impacts. Rare cases may invalidate
assessment guarantees and require continuous assessment,
which is limited for AI systems.

There is a risk that the assessment results are only limitedly
reliable for rare cases. This uncertainty can have a widespread
impact because neglecting rare cases can lead, among other
things, to severe negative effects in terms of discrimination
and fairness (of those underrepresented groups or cases miss-
ing in the training data) or unexpected performance drops in

critical industry applications. It is particularly worrying if rare
cases cannot be assured at the point of assessment but arise at
a later point in time (often as AI scandals). Even if developers
make every effort to consider rare cases (e.g., generating
additional artificial training data and removing undesirable
bias from historical data as much as possible), there remains
the risk of especially rare cases not being represented because
they are typically not known in advance. Assessment and
corresponding proof of conformity (e.g., a certificate) can
thus communicate false or at least unreliable signals to AI
system customers.

At the beginning of an AI project, it is generally not
possible to ensure that all relevant input data are represented
because it would require clarity on all relevant conditions
that impact desirable outcomes, while outcomes are often not
known. For example, a data scientist reported that developers
trained an AI system for healthcare to measure the steps taken
by users to detect certain illnesses. It performed well during
testing. Only later during system operation it became obvious
that there was a rare illness that affects the motion profile
in different ways. Although the developers first thought that
there was an error in the hardware device sending the data
to the system, it turned out that the AI system was not able
to detect that this person had the observed motion profile
because of the rare illness. It is natural for rare cases to not
appear in first testing after deployment because it can take
time for the AI system to be confronted with rare case data.
Thus, the system’s performance reduction is observed only
during operation at a later point in time. If there is no further
assessment during the operation, then performance reduction
for rare cases may not be detected.

On the basis of our interview findings, we recommend
that assessors specifically consider that, despite assessment,
severe rare case issues may arise at later points in time.
Limitations in detecting rare cases restrict the validity of the
proof of conformity and need to be communicated by asses-
sors clearly to customers and the public. As AI systems are
often involved in sensitive aspects relevant to customers’ lives
(e.g., healthcare and insurance), assessors are thus confronted
with the fact that AI systems may work well for cases where
(training) data are available, whereas other cases may not be
reflected or includable (e.g., because artificial training data
cannot be created owing to a lack of knowledge of what would
need to be included). Communicating that this limitation is
inherent to AI is important to avoid that stakeholders see this
limitation purely as a shortcoming of the assessors (or ethical
views of developers) who assess the system to the best of their
knowledge.

2) AI IMPERMANENCE-RELATED IMPLICATION NO. 5
Assessors need to control for reintroduced human bias over
time.

AI assessment is often highlighted as a means to avoid
undesirable behavior such as discrimination or unfair deci-
sion suggestions that can be brought in during training on the
basis of human or societal flaws reflected in training data.
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However, uncertainty regarding undesirable human behavior
reflected by the AI system remains, even if an assessment is
conducted.

Technically, there are limitations to the extent to which
AI developers can mitigate risks of undesirable behavior.
For example, discriminating attributes can be removed but
then reintroduced by other variables. This situation can be
challenging for assessors to detect because although mit-
igatory actions have been taken by developers, they may
be ineffective. In contrast, most traditional systems have
a clear and rule-based logic, where assessment results are
based on system functioning. The potential for deficient func-
tioning can thus be detected. In contrast, AI systems may
show a more human-like (faulty) functioning, which they
have learned from past data. AI assessment results are thus
prone to attesting system safety, despite containing human
(unconscious) bias. These deficiencies are not obvious during
initial assessment and can cause issues later for the orga-
nization and its customers (e.g., reputation loss and legal
consequences).

Additionally, despite all efforts during training and initial
assessment, self-learning systems can reintroduce biases dur-
ing their continuous learning process over time when they are
confronted with input data that contain biased or discrimi-
natory aspects (e.g., decisions, outcomes, and relationships).
‘‘It can happen if I say my system should continue learning
while I am doing image recognition. For example, it should
continue to identify new employees or something such as
that. In this case, it can happen that there are more white
people because in my society, there are more white people.
In addition, it can happen that the system evolves in the
direction to recognize white people better than people of
color, which is unfair’’[Doctoral Researcher].

To ensure that assessment results remain valid and offer
assurance for stakeholders, assessors need to continuously
account for the self-learning nature of the AI system. This
involves monitoring to ensure that unsuitable data is not being
brought in but instead cleansed and corrected, and that system
suggestions are not being flawed. A commonmeans to reduce
such remaining risks (apart from technical measures such
as fairness checks) is to put a human ‘‘in the loop’’ while
performing reassessment during system operation. However,
the interviewees stressed that the quality of this human-based
reassessment needs to be doubted for several reasons, and
that uncertainty about the assessment results remains in the
end. One key reason for this is that human assessors ‘‘in the
loop’’ can tend to blindly rely on the results of an AI system
that in the past provided correct output and that they know
was trained by experts [58]. In addition, assessors may not
consider systems’ decisions suspicious because they match
historic decisions and assessors can be unaware of potential
biases.

Based on our interview results, we recommend that AI
assessors should fulfill high-competency requirements tomit-
igate the risk of assessors missing biases emerging over
time. For example, diversity in assessment groups or external

assessors that have an impartial and objective view outside
organizational culture should be considered (vs. insiders who
may be less critical in terms of past decisions or view them as
normal). It is important to note that there is still uncertainty
surrounding human (unconscious) bias in AI assessments,
and that these aspects may only become apparent at a later
point in time. This is consistent with the way that societal
norms change over time (e.g., what was seen as ‘‘normal’’
decision grounds in the past is now often delineated as being
unacceptable).

3) AI IMPERMANENCE-RELATED IMPLICATION NO. 6
Assessors can only limitedly declare systems’ conformity
when the system is extended across regions or organizations.

Organizations frequently retrain their AI systems to extend
the scope of application (e.g., to apply the system to other
processes or regions). The interviewees reported that relevant
aspects in the data related to specific regions or contexts
that can impact AI’s decision-making are often overlooked.
For instance, in the case of a language translation model,
context-specific data such as idiomatic expressions, colloqui-
alisms, or cultural references may be overlooked. Similarly,
in a medical diagnosis system, data related to specific dis-
eases prevalent in a particular region or demographic may be
ignored. As a consequence, interviewees told us that system
extensions (e.g., transfer learning) frequently failed and mod-
els need to be rolled back. This is because the AI system’s
performance is reliant on the data it was trained on, and
without adequate representation of the new region or context,
the model may not generalize well to the new data.

The extendibility of AI systems also impacts the con-
clusions of assessors. The proof of conformity issued after
system assessment is limited with respect to the extendibility
and reuse of AI systems for other regions and contexts. If an
AI system is leveraged in a similar context and domain, then
the proof of conformity is likely valid. If not, the proof of
conformity should communicate the respective limitations in
validity. For example, an AI service that is assessed but then
runs on different customer data, environments, or domains
may bear the risk of adverse AI behavior, despite conducting
an AI assessment that checks the general service offering for
conformity. ‘‘If someone else wants to use it [AI Service] and
wants to be attested, then in such an assessment, it would
be checked whether it is a certified tool. If not, then he [the
organization] would need to provide evidence that the tool
can be used this way.’’ [Manager, AI Audit].

On the basis of our interview results, we conclude that
further research is needed on the transferability of AI system
assessment results when leveraging these systems in different
contexts. We advise that the changing factors surrounding the
systemwhen used in different settings, organizations, and use
cases need to be carefully assessed. The scope and boundary
conditions of assessment results should be clearly specified
to increase the truthfulness and reliability of the assessment’s
assurance signal.
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C. WHEN AND HOW TO REASSESS: AI IMPERMANENCE
IMPACTS THE AI ASSESSMENT VALIDITY PERIOD
Surveillance functions [56] include reassessment activities
to ensure that guarantees remain valid over time. How-
ever, reassessing AI systems is challenging because of their
impermanent nature and natural vulnerability to (external)
influences, such as user interactions.

1) AI IMPERMANENCE-RELATED IMPLICATION NO. 7
AI assessment validity depends on changes in user input and

external conditions, and not only on changes in the system
itself.

It is challenging to determine how long AI assess-
ment should remain valid before reassessment is needed.
AI specifics pose unique challenges because assessment
validity is not only tied to system changes but also impacted
by changes in the input data from users, the real world, and its
operating environment. Real-world data can change abruptly
at a certain (unforeseeable) point in time, which can also
depend on the context for system operation. The interviewees
frequently observed how assessment validity was impacted
by context-dependent factors, such as weather, light, or pro-
duction machines that degrade over time. Thus, the setting
on which AI was trained no longer existed. At some point, the
system is confronted with new input data that no longer match
those on which the system initially trained. For example,
if the consumption of rolls is registered at a given point in
time, such as three years ago, and an AI technique perfectly
predicts the number of rolls to bake, then these predictions are
most likely invalid today. Unlike that of traditional systems,
AI systems’ performance is expected to severely decline
either slowly over time or abruptly because of changes in the
real world.

Considering fast and evolving changes in the real world,
it can thus be risky to grant long assessment validity periods to
AI systems, even if the systems themselves have not changed.
Foreseeing a general AI assessment validity as long as, for
instance, no retraining takes place cannot prevent validity
issues that arise from changes in the input data over time.
In fact, this situation can even provide a false sense of secu-
rity to AI customers, who rely on assessment attestations of
system performance and intended system behavior. AI assess-
ment cannot provide long-term guarantees because assessors
have to be certain that the environment will not change and is
also not affected indirectly, although performance decreases
over time. The impermanent nature of AI therefore con-
flicts with traditional assessment considerations that foresee
assessment validity as long as the system remains unchanged
and require reassessment during surveillance upon substantial
system change. For instance, data protection certifications
based on the EUGeneral Data Protection Regulation (GDPR)
foresee a validity period of three years (including yearly
surveillance assessment) if there are no substantial system
changes (Art. 42 GDPR). These traditional considerations do
not account for external factors, such as changing user input,

that are unique to AI systems and severely impact assessment
validity. ‘‘I cannot think of a single use case where the data
basis would never change’’ [Machine Learning Engineer].

On the basis of our interview findings, we suggest that AI
assessment cannot have a fixed validity period (e.g., three
years) that is set independently from the specific system.
We especially advise against traditional assessment premises
such as ‘‘no substantial system change appeared’’ to justify
long assessment validity periods. In the AI context, asses-
sors need to determine the validity period individually for
each system by considering the AI impermanence caused by
changing system environments and the corresponding data.

The interviewees indicated that defining the right valid-
ity period and surveillance intervals is challenging because
they depend on the speed of deviation of the input data and
the corresponding impact. It is a challenge for assessors to
control for changes in the system environment and to set
validity periods that are grounded in research and match
the AI system. AI assessors need to monitor a broad set of
factors that cause input data mismatches, including unex-
pected user input if the AI system is not applied as intended,
hardware changes to generate input data (e.g., cameras to
capture images and scanners to digitize data), and changes
in the operating environment (e.g., temperature and light).
This complexity particularly highlights the need for further
research on surveilling and inferencing AI system environ-
ments and incoming data. In conclusion, we propose that
AI assessment validity should be set based on the ongoing
surveillance of changing input data and system environments,
in addition to AI system changes.

2) AI IMPERMANENCE-RELATED IMPLICATION NO. 8
AI systems are intended to change due to their self-learning
nature. Surveillance is thus required to allow for and cope
with substantial changes in systems.

AI systems are designed to learn and adapt during opera-
tion based on new input data. This self-learning and imperma-
nent nature of AI systems is unique compared with traditional
systems, which evolve through planned and controlled (con-
tinuous) changes [11]. A self-learning system is confronted
with specific triggers during operation (e.g., deviating real-
world data) and then collects its training data for the learning
iteration, typically without additional human intervention
(e.g., developers engaging in data cleaning to remove those
biases reintroduced by the novel data). This self-learning
nature of AI systems, which reflects purposeful and intended
changes through adaptation, conflicts with traditional assess-
ment practices. They typically require reassessment only in
the case of substantial system changes to ensure assess-
ment validity. Instead, the evolution of AI systems requires
the continuous reassessment of the AI system to maintain
validity. However, AI assessors face the several challenges
when implementing the requirement to reassess AI systems
at a high frequency (i.e., continuously) during surveillance:
(1) assessors’ inability to assess triggers for changes, (2) the
balancing of the cost-to-benefit ratio of reassessment (i.e.,
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continuous reassessment is very cost intensive and requires
assessors to perform frequent surveillance), and (3) reassess-
ment must consider the entire AI system.

First, it is challenging for assessors to define when and how
often reassessment during surveillance needs to take place
because learning triggers are not known to them. Assessors
cannot easily classify changing system behavior as adverse.
AI system changes caused by continuous learning during
operation can hardly be predicted in advance. Assessors need

to foresee triggers causing the system to learn and must
then cater to flawed data (e.g., distribution) or incoming
data in advance to make systems robust. As the system is
also prone to manipulated input data (e.g., malicious user
interaction or data), assessing AI systems for robustness
and preventing undesirable change is an active research
topic [59]. Since the self-learning system autonomously
decides when to change on the basis of triggers, the system’s
performance and predictions that it generates as outcomes can
differ owing to the updated logic within small or large time
intervals. This self-learning concept deviates from the notions
of updating and versioning that are assessed in traditional
systems. Self-learning systems differ even from systems that
are developed in an agile manner (e.g., continuous inte-
gration and deployment pipelines) because the AI system
changes that stem from self-learning are typically not steered
by humans. If, for instance, a cloud system changes, then
developers have built and tested the service update prior to
deployment. They are also aware of what they intend to
change with their intervention. For traditional systems, there
is less uncertainty about how the new addition will impact
the system, its functioning, and the outcomes that it generates
(e.g., performance impacts). However, self-learning AI sys-
tems differ in that they are typically not steered by humans
but react to external changes autonomously and adapt their
system logic based on new data.

Furthermore, the interviewees highlighted that it is not
sufficient to reassess only parts of the system after changes
but that very often, the entire system needs to be reassessed
to understand the potential risks of changes in every round
of learning. Otherwise, assessors cannot fully examine the
impact of the newly added data. These extensive reassessment
procedures are among the main reasons why organizations
refrain from using continuously learning systems where they
do not have the time (and budget) to perform extensive assess-
ment while the system evolves.

Challenges regarding when and how to reassess show that
AI assessment requires adapted surveillance methods. Based
on our interview findings, we recommend that AI assess-
ment must embrace AI learning capabilities for technological
advancement rather than cutting or restricting learning func-
tionality to better fit with traditional assessment practices.
The interviewees indicated that it is challenging to develop
new AI solutions for the market that leverage self-learning
AI with the lack of means to undergo assessment and gain
proof of conformity (e.g., a certificate). ‘‘This is a very

special reason, almost the reason why there have to be extra
standards for AI because of these changes. Learning is one
reason; of course, this goes hand in hand with change’’ [Man-
ager, AI Audit]. Restricting AI self-learning due to the lack
of suitable assessment methods undermines the potential pos-
itive impact of AI technologies on society and the economy.
We especially advise researchers and practitioners to investi-
gate how continuously changing AI systems can be assessed
adequately rather than to exclude continuous learning from
assessment. For example, assessors may employ adequate
sampling practices or rely on automated assessment methods.
In the end, self-learning AI systems aim to improve their
performance through changes and therefore should, in most
cases, strengthen the reliability of assessment results.

Assessors need to carefully consider the cost-to-benefit
ratio for continuous assessment prior to introducing (unnec-
essary) market barriers. Allowing AI to learn and then
benefiting from its self-learning capabilities may entail
accepting certain risks. The development of distinct assess-
ment methods such as certifications for self-learning systems
that report risks and ethical considerations in a transparent
manner (e.g., self-learning advantages vs. potential negative
effects) can be a starting point. Additionally, educating cus-
tomers about the learning aspects of AI systems to understand
the limitations of AI assessment, appropriate methods for
surveillance, and dealing with undesirable behavior can help
to set the right expectations of customers about assessments.

V. DISCUSSION
In this study, we sought to address prevalent knowledge gaps
about the nature of AI impermanence and issues related to
assessment methods that cannot address the peculiarities of
AI systems because of their impermanence (e.g., [10], [13]).
We conducted a qualitative, interview study to reveal how AI
impermanence impacts assessment, ultimately demonstrating
the Achilles’ heel of AI assessment to provide guarantees on
systems’ compliance with specific requirements. We derived
three key categories of assessment implications and detail
eight AI impermanence-related implications along the assess-
ment functions of determination, review and attestation, and
surveillance. Section VI and Online Appendix B summarizes
this study’s implications, recommendations, and suggestions
for future research to guide the discourse on how to resolve
or at least mitigate AI assessment limitations stemming from
AI impermanence.

A. REFLECTION AND DISCUSSION OF RESULTS
Our study highlights the need for a paradigm shift in AI
assessment, as traditional methods are insufficient to address
the implications of AI impermanence. We next critically
discuss our key insights and argue that adapted assessment
practices are necessary to ensure the safety and compliance
of AI systems, while also considering the economic viability
of AI adoption.
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1) AI IMPERMANENCE-RELATED IMPLICATIONS REQUIRE A
SHIFT IN THINKING FROM TRADITIONAL ASSESSMENT
METHODS TO ADAPTED PRACTICES FOR AI
While there are frequent calls for AI assessment, the lim-
itations introduced by AI impermanence are less common
in the public and scientific discourse. Nevertheless, it is
crucial to understand what AI assessment can and cannot
provide and where further research and action are needed
to adapt traditional assessment methods. Our study shows
that disappointment with AI assessment can arise because of
the consequences of impermanence-related limitations (e.g.,
mitigating the risk of undesirable AI behavior, rare cases,
and performance reduction). AI scandals have proven that
applying traditional assessment methods to AI systems is
not suitable for guaranteeing system safety and compliance
in general. Traditional assessment premises are unsuitable
because of AI specifics, such as its dependence on external
system factors, the risk of rare cases, and opaque learning
processes. Hence, AI assessment requires adapted methods
to leverage self-learning AI advantages fully in practice. Our
study highlights that a shift in thinking is required because
traditional assessment premises and methods can hardly be
used to address the implications of AI impermanence. Future
research is needed to develop methods for AI assessment
that can attest to compliant systems (Online Appendix B and
Section VI).

2) AI IMPERMANENCE-RELATED IMPLICATIONS ARE
NEGLECTED OR LACK REASONABLE CONCEPTUAL
DIFFERENTIATION IN CURRENT REGULATIONS
The interviewees also pointed out the following prevalent
controversy: an AI system that is enabled to continuously
adapt itself to external factors is often considered less safe
than static systems. One reason for this argumentation is
that self-learning systems are claimed to be more difficult
to handle for assessment (e.g., because continuous learning
causes frequent changes during operation). Yet, this narrow
perspective neglects that static AI systems cannot be han-
dled appropriately via traditional assessment. In practice,
static systems are often permitted to enter markets, whereas
self-learning systems are not. Owing to the lack of adapted
assessment practices, static AI systems are attested to be safe,
even though they are at risk of becoming incompliant over
longer periods because of their impermanent nature.

3) ASSESSMENTS AND AI SYSTEMS RISK CREDIBILITY IF
THEY DO NOT ACCOUNT FOR IMPERMANENCE-RELATED
IMPLICATIONS
Trust in assessment and AI can decrease when further
scandals about assessed systems arise and when the full
functionality of AI technologies to react and (continuously)
learn from real-world data is limited. For example, such a
prevalent limitation includes collecting and checking input
data before they are fed into the system in bulk, with a
delay in checks. Through this restriction, assessors aim to

replicate the traditional assessment premises due to a lack of
adaptedAI assessmentmethods because continuously incom-
ing new data flows may cause the system to change more
frequently than they can assess for secure operations. The
absence of suitable reassessment methods for AI effectively
prevents the introduction of self-learning AI technologies in
markets (including their benefits and merits, for example,
in the medical field). If every learning cycle is faced with the
risk of outdating assessment, then it becomes impossible for
organizations to operate AI systems that continuously learn
in compliant ways and with valid attestations. Moreover,
restricting the system from learning to avoid reassessment
efforts means that the system decreases in performance over
time and cannot adjust to new input data, which also affects
assessment validity. On the basis of our study’s findings
and interviewees’ statements, we call for a critical reflection
on assessment validity assumptions to self-learning systems
compared with static systems and the underlying justifica-
tions to develop profound grounds for assessing AI systems
that focus on safety for organizations and individuals as a
result rather than seeking safety in traditional assessment
methods and premises that no longer fit AI systems.

4) AI IMPERMANENCE-RELATED IMPLICATIONS CAN ONLY
LIMITEDLY BE ADDRESSED AND AT THE SAME TIME SUCH
MEASURES ARE OFTEN COST-INTENSIVE, DIMINISHING THE
ECONOMIC VIABILITY OF AI ADOPTION
Finally, the interviewees emphasized that the cost-to-benefit
ratio of AI assessment should be considered and that the risks
and unique situational demands of AI systems should be pri-
oritized over cost-driven decisions to prevent negative effects
and AI scandals. Considering, for example, the detection of
rare cases. Interviewees argue that rare cases are challenging
to detect, because they tend to have a low economic impact
at first sight. While it is ethically questionable or prohibited
by law to neglect individual cases regardless of economic
relevance, fairness and discrimination issues can arise if an AI
system processes cases in which some people are better than
others. However, from an economic perspective, the weak
economic impact of rare cases can affect the cost-to-benefit
ratio of performing constant reassessment. Organizations do
not know how long they can benefit from reassessment efforts
(e.g., having a valid proof of conformity to show to customers
and generating additional revenue for AI providers). The
interviewees stated that it can be economically unviable for
organizations to allocate (substantial) assessment resources.
Rather, organizations frequently want to exploit the profit
generated by the AI system if their business case is fulfilled
via the current system performance. Such organizations are
often willing to tolerate declines in performance over time
rather than to plan and calculate via reassessment. As a conse-
quence, changes and errors are detected very late, bearing the
risk of novel AI scandals. For some use cases that constantly
require high levels of performance, this situationmay bemore
critical than for other use cases. The interviewees argued
that reassessment should not introduce additional burdens and
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TABLE 4. Overview of practical actions to adress AI impermanence-related implications for assessment.

efforts if they are not critically needed. For example, an orga-
nization can consciously decide based on its own (economic)
risk to not allocate its budget for further reassessment if
self-learning-induced changes do not lead to negative effects
on humans (e.g., sorting differently colored tomatoes with
image recognition). Yet, not considering reassessment for
economic reasons is unacceptable for critical AI applications
(e.g., smart factory robots in human assembly lines, credit
loans, and hiring decisions).

B. CONTRIBUTIONS TO RESEARCH
Our study contributes to research in many ways. First,
we complement the literature that has pointed to but not
examined AI impermanence-related assessment challenges.
Prior research consistently agrees that learning aspects
and a lack of reliability are inherent to AI and impede
its assessment [10], [14], but how assessment is affected
by AI impermanence-related challenges remains unclear
in the scientific literature. Our interview study addresses
this shortcoming and identifies three categories of AI
impermanence-related implications for AI assessment on the
basis of the consequences experienced by interviewees and
their attempts to mitigate the risk of undesirable AI behavior.
Expert interviews with practitioners and researchers provide
us with rich insights into AI impermanence (OnlineAppendix
A) so that we can learn about the concrete implications of AI
impermanence on the basis of professional experience.

Our study reveals eight AI impermanence-related impli-
cations along three important assessment functions that are
experienced and discussed among internal and external AI
assessors in practice as well as AI researchers from academia.

First, we uncover the implications of AI impermanence for
the assessment lifecycle and explain why it is challeng-
ing for assessors to evaluate the consequences of a change
during determination activities. Second, we show how AI
impermanence threatens assessment validity and question
the reliability of assessment results. Third, we trace why
AI assessment validity periods are challenging to determine
because AI impermanence introduces doubts about when
and how to reassess. We thereby contribute to the research
by providing novel insights into the crucial phenomenon of
AI impermanence, particularly by highlighting the implica-
tions of impermanence along with explaining its underlying
causes. We also answer recent calls for more research on AI
impermanence [10], [14].

With this study, we not only identify assessment impli-
cations arising from AI impermanence but also, more
importantly, explain how they emerge and propose corre-
sponding research fields to develop solutions in Section VI
and Online Appendix B. Our results have several crucial
implications, such as the need for continuous monitoring
not only of the AI system itself but also of changes in the
real world that impact the ability of AI systems to make
accurate predictions. We show that AI impermanence is
inherent to AI systems and that its causes cannot be fully
mitigated with the help of current AI assessment methods.
We also provide the first evidence of and discuss limita-
tions in mitigating AI impermanence-related implications
for AI assessment, uncovering novel boundary conditions
for AI assessment. We further advance the research by
providing diverse starting points by proposing RQs to effec-
tively address the causes of AI impermanence to make
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TABLE 5. Overview of future research endeavors to adress AI impermanence-related implications for assessment.

this phenomenon more manageable for assessment (Online
Appendix B). Future research can build on this study’s
findings and address open research challenges to adapt
existing methods and develop novel assessment methods
that mitigate AI impermanence-related implications for AI
assessment.

C. IMPLICATIONS FOR PRACTICE
Our results emphasize that AI systems cannot be consid-
ered finalized products but that managing AI impermanence
requires continuous observation, monitoring, and mainte-
nance. For AI developers and system owners, we help raise
their awareness of the fact that they can be confronted with AI
system changes, and we provide concrete recommendations
for assessment (Table 4 ).

Recommended actions for practice to address challenges
in distinguishing between desired and undesired changes
(no. 1) are to implement tools to support AI assessment,
and use methods to ‘‘closed box’’ the AI learning process.
To tackle the hinderance of external causes leading to AI
impermanence (no. 2) we propose tracing and examining the
potential sources of changes, and continuously monitoring
the AI system and simulating potential changes in the input.
We suggest to consider the (inherent) limited explainability of
AI systems, relying on explainable AI systemswhen possible,
but also accepting the inevitable uncertainty in assessment
results when complex AI systems are assessed (no. 3).

Actionable recommendations for managing assessment
limitations related to rare cases (no. 4) comprise accepting
that rare cases cannot be ruled out and should thus be clearly
stated as assessment limitation during communication. A key
recommended action for practice to control for reintroduced

human bias over time (no. 5) is to accept that assessors
may be unconsciously biased and hence training is required
to improve assessors’ skills, besides increasing the diver-
sity of assessment teams and engaging in related mitigation
strategies. We argue that assessors can only limitedly declare
systems’ conformity when extended across regions or orga-
nizations (no 6.) and therefore need to conduct additional
research on the transferability of assessment results across
different contexts, and assess the deviating factors surround-
ing the system when used in different scenarios.

Proposed strategies to address AI assessment validity (no.
7) refer to defining the system-specific assessment valid-
ity period (opposed to fixed periods) according to potential
changes in the system environment, corresponding data,
speed of deviation, impact, and mode of surveillance; refrain-
ing from applying the considerations of traditional system
assessments to an AI system to justify longer assessment
validity periods; and considering those factors that cause
input data mismatches, such as unexpected user input as well
as errors in the training process/design. To deal with AI’s self-
learning nature (no. 8), our suggestions rely on a balancing
of the advantages of self-learning AI and the risk of imperfect
assessment. Consequences can occur, such as reduced perfor-
mance or discrimination, despite assessment, which requires
practitioners to perform close monitoring throughout the AI
lifecycle.

As the interviewees claimed and regulators foresee, when-
ever an AI system changes substantially, it needs to be
reassessed. This study’s results show how changes can occur
at any point in the lifecycle of AI systems. Therefore,
it is impossible to provide guarantees over usual assessment
validity periods (e.g., three years), but a continuous or trigger-
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TABLE 6. Overview of related work.
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TABLE 6. (Continued.) Overview of related work.

point-based reassessment will likely be required from an AI
lifecycle perspective after such changes. We therefore recom-
mend that assessors adapt traditional assessment methods to
consider AI impermanence through continuous assessment.
Our study also alerts assessors that providing upfront guar-
antees is a challenge, as at every phase of the AI lifecycle,
reassessment can become a requirement. For example, if new
or changed underlying technology is used for development or
if the statistical population needs to be updated and retrained
because the real world has changed. Therefore, practitioners
need to consider the types of changes that can arise for the AI
system to ensure that such changes are detected.

D. LIMITATIONS
Our study is subject to limitations. First, our study has lim-
itations concerning the number and depth of interviews we
conducted to gather information on AI impermanence-related
implications for assessment. Our sample of interviewees is
relatively diverse in terms of their backgrounds, ranging from
data scientists to auditors and researchers. However, at the
same time, our sample is homogenous given that most orga-
nizations and interviewees operate and live in Europe; thus,
conducting further interviews to increase the generalizability
of our findings is recommended. In addition, our study may
be subject to interpretation and selection biases due to the
ambiguity of the language used or the involvement of the
interviewers’ perspective when constructing knowledge [60].
We find that the implications of AI assessment are repeatedly
mentioned across interviewees. However, it is possible that
there is further information concerning the implications that
has not yet been identified. For example, potential unique
industry or sector specific implications that did not become
evident across industries. The interviewees may have found
it difficult to verbalize some challenges related to AI imper-
manence because of its conceptual ambiguity and novelty.
For example, while interviewees stated that for assessing the
risks and consequences of changing AI behavior, the AI type

is not essential, we acknowledge that assessment methods
and respective metrics depend on the specific AI technologies
used. In particular, our explorative interview study does not
consider different AI learning techniques (e.g., supervised
and unsupervised). Future research may compare AI learn-
ing techniques to better explain AI impermanence-induced
changes by design. We acknowledge that AI technologies
and related research are constantly evolving at a fast pace
and therefore may impose additional implications for AI
impermanence or resolve identified implications.

Finally, in this initial study on AI impermanence and
its impact on AI assessment, we do not examine potential
solutions to accelerate AI assessment advancement, thereby
mitigating undesirable AI behavior.

VI. FUTURE RESEARCH
We identify three main areas of future research endeavors and
corresponding research areas which can contribute to address
the implications raised in this paper (Table 5 ).

A. ASSESSMENT OBJECTIVES
Future research may identify and unambiguously model the
(non-functional) requirements to be assessed. Some require-
ments such as robustness can have multiple definitions with
varying relevance depending on the context [22], [61], [62].
Other requirements such as fairness can be conflicting (e.g.,
with accuracy) and need to be balanced and aligned with
stakeholders’ expectations [63], [64], [65], [66]. Research
on continual learning should lead to the understanding of
how requirements definitions and assessment evolve over
time [67], [68].

B. ASSESSMENT METHODS
Future research can contribute to address AI impermanence-
related implications by building on existing testing and
verification techniques while focusing also on the quality
of the corresponding results. On the one hand, existing AI
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testing techniques (e.g., [69], [70]) are the cornerstone to start
with, paired with data governance to analyze and manage the
large amount of data involved [71], [72]. Data governance
could also contribute to reducing impermanence when data
are thoroughly managed. On the other hand, soft computing
techniques are commonly used to address uncertainty (e.g.,
[73], [74]), and should be adapted to measure the uncertainty
associated with an AI assessment.

C. ASSESSMENT LIFECYCLE
On the one hand, existing techniques for anomaly detection
and forecasting (e.g., [75], [76], [77], [78]) should be adapted
to predict possible changes and evaluate their potential impact
on the results of past assessments. Similarly, classifier and
ensemble selection techniques (e.g., [79], [80]) should be
adapted to constrain the evolution of AI systems to not
invalidate those results. On the other hand, existing tooling
such as Machine Learning Operations (MLOps) (e.g., [81],
[82], [83]) should be adapted to track AI systems evolu-
tion and possibly the corresponding assessment results, then
presented using labeling techniques (e.g., [37], [38], [84],
[85], [86], [87]).

In particular, developing and evaluating continuous assess-
ment methods seem promising for mitigating the risks of
changing AI behavior, which has also been proposed in the
context of everchanging cloud services (e.g., [24]).

VII. RELATED WORK
Prior research already explored AI assessment, from
socio-technical analyses to low-level techniques to assess
specific properties (Table 6 ).

Research first focused on increasing the transparency of
AI models by disclosing information how they have been
developed and, possibly, assessed. Gebru et al. [84] intro-
duced the notion of Datasheet, which describes the dataset
used for training. Mitchell et al. [38] refined it with Model
Cards, which include details on datasets, training process, and
resulting AI model. Arnold et al. [37] proposed FactSheets,
which is associated with a specific AI service and extends
the aforementioned approaches with additional details on
supported non-functional properties such as explainability
and fairness. Each change to the service triggers the release of
a new, updated FactSheet. Model Cards and FactSheets also
require to specify how the disclosed information has been
(self-)assessed.

However, self-assessment techniques remain limited, and
research then focused on third-party assessments, namely
certification and audit. For instance, Picard et al. [36] defined
a certification scheme to assess the quality of the datasets
used for AI training. It builds on i) the collection of quality
requirements ii) refined for the specific system, and iii) a set
of assessment activities to be performed, either automatically
or manually.

Yap [34] identified the challenges of certifying AI system
in contrast with the certification of traditional software-based
systems, which are mainly in terms of lack of formal system

specifications and means for system assessment. The chal-
lenges are addressed by a preliminary certification scheme
built on Common Criteria which certifies i) adherence to
common best practices in the AI development process, and
ii) compliance to desired non-functional properties such
as fairness and privacy. Anisetti et al. [4] identified sim-
ilar challenges and then proposed a certification scheme
for AI-based applications. The scheme performs a multi-
dimensional assessment of the target AI system, evaluating
the training and testing data, the training process, and the
resulting model. Winter et al. [33] envisioned a certification
scheme which organizes the target AI system according to
the level of criticality, mostly in terms of the possible harm
it can cause to humans. Each level is associated to a set
of requirements to be met, then verified by human auditors
following an audit catalog. The assessment shall be repeated
periodically and in response to major changes in the applica-
tions. Jenn et al. [91] identified the challenges of certifying
AI-based embedded systems, mainly in terms of lack of
specification and reliance on data. They then proposed to
address these challenges by i) studying how non-AI systems,
which share common certification issues to AI systems, have
been successfully certified, and ii)focusing on AI techniques
where some desired properties can be easily supported (e.g.,
decision trees and explainability), possibly with the help of
formal methods. Mökander and Floridi [2] focused on audit
as the means to assess AI ethics. The envisioned audit process
verifies whether the target AI system is compliant against
a set of principles and norms, to, possibly, state that such
AI system is trustworthy. The audit process shall then be
continuous, and its results used to (re-)improve the AI system.

Other works focused on the assessment under specific
circumstances or against specific properties. For instance,
Benedick et al. [39] addressed the issue of inference-time
data unexpectedly deviating from training-time patterns due
to perturbations or shift in the distribution, decreasing the
performance of the AI model. The proposed assessment
process is built on the injection of realistic perturbations
in the training data. Authors also observed that the impact
of inference-time data deviation cannot be predicted on the
basis of the characteristics of the training dataset only. Dah-
men et al. [16] addressed the issue of extensive testing of
AI systems in the real world. The proposed five-step pro-
cess i) identifies the potential risks, ii) describes high-level
testing scenarios, iii) translates testing scenarios into low-
level machine-readable scenarios where all parameters are
defined and digital twins simulating real-world conditions are
introduced, and iv) generates concrete testing scenarios by
randomly assigning values to the identified parameters. Once
the testing scenarios are executed, the generated data are used
to i) enrich training and validation datasets and ii) evaluate
the depth and breadth of the assessment, in a continuous
refinement loop.

Finally, de Bruijn et al. [35] focused on the challenges of
XAI from a socio-technical point of view. The challenges
refer to the generated explanations that i) may be difficult
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to interpret for inexpert users, ii) depend on the context and
are used in problems where it may be unfeasible to identify
a correct answer, and iii) should change over time. A trusted
XAI should then move from explaining the outcome of the
AI model to explaining the decision took on the basis of the
AI model, among the others.

VIII. CONCLUSION
AI impermanence implications can be considered for AI
assessments only if they are identified and understood along
with their underlying causes rooting in AI’s learning nature.
This study provides rich descriptions and explanations of
eight AI impermanence-related implications and their impact
on AI assessment. Thus, improving our understanding of
how AI impermanence impedes assessment. We indicate
connecting research fields that can inform and contribute to
the development of new assessment procedures, criteria, and
mechanisms to deal with AI impermanence. This is especially
relevant to maintain the credibility of assessments and to
manage the expectations to the safety of AI systems as well
as the overall reputation of such systems for technological
advancement.
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