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Abstract

Semi-structured Document Understanding presents a challenging
research task due to the significant variations in layout, style, font,
and content of documents. This complexity is further amplified
when dealing with born-analogue historical documents, such as
digitised archival records, which contain degraded print, handwrit-
ten annotations, stamps, marginalia and inconsistent formatting re-
sulting from historical production and digitisation processes. Tradi-
tional approaches for extracting information from semi-structured
documents rely on manual labour, making them costly and inef-
ficient. This is partly due to the fact that within document collec-
tions, there are various layout types, each requiring customised
optimisation to account for structural differences, which substan-
tially increases the effort needed to achieve consistent quality. The
emergence of Multimodal Large Language Models (MLLMs) has
significantly advanced Document Understanding by enabling flexi-
ble, prompt-based understanding of document images, needless of
OCR outputs or layout encodings. Moreover, the encoder-decoder
architectures have overcome the limitations of encoder-only mod-
els, such as reliance on annotated datasets and fixed input lengths.
However, there still remains a gap in effectively applying these
models in real-world scenarios. To address this gap, we first intro-
duce BZKOpen, a new annotated dataset designed for key informa-
tion extraction from historical German index cards. Furthermore,
we systematically assess the capabilities of several state-of-the-art
MLLMs—including the open-source InternVL2.0 and InternVL2.5
series, and the commercial GPT-40-mini— on the task of extracting
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key information from these archival documents. Both zero-shot and
few-shot prompting strategies are evaluated across different model
configurations to identify the optimal conditions for performance.
Interestingly, our results reveal that increasing model size does
not necessarily lead to better performance on this dataset. Among
all models tested, the open-source InternVL2.5-38B consistently
achieves the most robust results, outperforming both larger In-
ternVL models and the proprietary alternative. We further provide
practical insights into prompt engineering and inference settings,
offering guidance for applying MLLMs to real-world key informa-
tion extraction tasks. Additionally, we highlight the need for more
ground truth datasets that include a wider range of historical doc-
uments with varying quality and in multiple languages, in order
to fully explore the potentials and limitations of MLLMs for key
information extraction from historical records.
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1 Introduction

Ensuring equitable public access to archival records is increasingly
recognised as a matter of social justice [10, 32]. Archives are not
only repositories of institutional memory but also vital instruments
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for community identity, historical accountability, and civic par-
ticipation. As Duff and Haskell [9] argues, archival systems must
be reimagined to support inclusive and flexible access frameworks
that empower individuals and communities to engage meaningfully
with historical records. Digitalisation offers a critical pathway to
this transformation, enabling the preservation and dissemination
of materials that have long remained hard to access. Digitalisation
pipelines employing a combination of nascent computer vision,
natural language processing, artificial intelligence and semantic
web technologies offer a way forward with broadening public ac-
cess to archival materials stored in archival institutions as part of
the shared cultural heritage, and promote novel research across
disciplines [28].

Within this broader vision of democratised, digital archival ac-
cess, the field of Document Understanding plays a pivotal role. Cen-
tral to this field is the task of Key Information Extraction (KIE)—the
automated identification and structuring of meaningful data in the
form of key-value pairs from diverse and often visually complex
document formats. Despite recent advances, KIE continues to pose
significant challenges to digitalisation pipelines [31]. In the context
of born-analogue archival records, such as historical index cards,
this task becomes especially demanding [27]. Historical archival
documents often lack standardised layouts and may include a mix
of printed text, handwritten notes, stamps, and annotations that
challenge off-the-shelf Optical Character Recognition (OCR) models
and conventional information extraction pipelines [39]. Accurate
extraction of information in such scenarios demands a deep under-
standing of contextual semantics, precise spatial alignment among
textual components, and the ability to interpret hierarchical entities
arranged in non-linear formats. Advances in Multimodal Large Lan-
guage Models (MLLMs) and document understanding transformers
have opened new avenues for tackling the task of KIE from these
multimodal, noisy inputs [7]. By exploring the effectiveness of these
models in a real-world archival scenario, we aim to contribute to
more inclusive and accessible infrastructures for historical research
and cultural heritage representation.

In this paper, we first introduce a novel dataset designed to sup-
port research on key information extraction and then investigate
the use of MLLMs for automated information extraction from his-
torical archival materials using this dataset, focusing on German
index cards as a representative case study. The study draws on a
card file comprising about 1.9 million digitised index cards from
the State Offices for Compensation (Amter fiir Wiedergutmachung'
in German), which document claims and proceedings related to
material compensation for persecutees of National Socialism in the
Federal Republic of Germany. These records form part of a broader
corpus spanning over 100 km of archival material, which will be
integrated into the Online Collection “Themenportal Wiedergut-
machung nationalsozialistischen Unrechts”?.

The diversity and complexity of these records present signif-
icant challenges for traditional methods of KIE, making them a
valuable testbed for evaluating the performance of the more recent

“Wiedergutmachung” is a German word that translates to “making good again” or
“making amends”. In the context of National Socialism in Germany and its aftermath,
it specifically refers to the efforts made to compensate survivors and persecutees for
the losses they suffered during the rule of the Nazi regime.
Zhttps://www.archivportal-d.de/themenportale/wiedergutmachung
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transformer-based models and MLLMs in real-world archival sce-
narios. We suggest that the proposed MLLM-based KIE pipeline de-
veloped for this card file not only enables semantic enrichment and
access within this specific use case, but also provides a scalable and
adaptable framework that can be applied to other large-scale, born-
analogue archival collections with similar characteristics, making
it a transferable model for improving access to memory institutions
and promoting inclusive archival research.

Following a review of relevant literature, different methods, and
various datasets for information extraction from semi-structured
documents, this paper describes a new dataset designed for infor-
mation extraction from historical archival documents, as well as
the designed pipeline for end-to-end information extraction from
such records. After presenting the conducted experiments and their
results, the key findings of our studies are discussed and a critical
reflection on our approach is presented. Finally, the paper is con-
cluded by sketching the deployment plans and next steps for further
assessing, improving and building upon the presented pipeline.

2 Related Work

Document Key Information Extraction (KIE), a specialised task
within the field of Document Understanding, focuses on identifying
and extracting a set of pre-defined entities from semi-structured doc-
uments like invoices, receipts, and forms. This task has emerged as a
central focus in both industrial applications and academic research,
driven by its pivotal role in enabling intelligent document process-
ing. Consequently, a diverse body of work has been dedicated to
advancing KIE techniques across heterogeneous document formats.
In this section, we first review the principal methods developed for
KIE, ranging from rule-based systems to recent transformer-based
approaches, and briefly describe existing datasets commonly used
to evaluate performance across diverse document types.

2.1 Document Key Information Extraction
methods

Early methods for document KIE relied on manually crafted rules
and regular expressions to extract entities from structured and semi-
structured documents, but these approaches struggle with complex
or varying layouts [11, 13]. The development of neural models made
it possible to combine different modalities, resulting in more robust
and generalised information extraction. Deep learning-based ap-
proaches to KIE typically fall into three categories: sequence-based
models, layout-aware models, and pre-trained multimodal trans-
formers. Sequence-based models treat token sequences linearly
and can capture contextual dependencies, but often neglect layout
structure [16, 24].

A major advancement has been the introduction of layout-aware
pre-trained models such as LayoutLM [14], SelfDoc [23], and Struc-
Text [25], which embed positional, textual, and visual informa-
tion into unified representations. These models have demonstrated
superior performance by leveraging large-scale pretraining on
document-rich corpora [26, 45, 46].

Despite these advances, KIE remains challenging due to variabil-
ity in document templates, noisy OCR outputs, and the scarcity of
annotated datasets. Consequently, few-shot and zero-shot learning
strategies are gaining attention, as they aim to reduce dependence
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on labeled data and OCR outputs while maintaining extraction
accuracy. However, there remains a gap in the literature in evalu-
ating general-purpose MLLMs for KIE from real-word document
understanding scenarios.

2.2 Datasets for Key Information Extraction
from semi-structured Documents

Several benchmark datasets have been widely used for KIE from
semi-structured documents, each designed to represent distinct
real-world challenges. FUNSD [17] (Form Understanding in Noisy
Scanned Documents) comprises 199 scanned forms with manual
annotations of keys, values, and semantic relationships, targeting
the understanding of complex, noisy forms that are common in
administrative workflows. To address the extraction of informa-
tion from receipts, the SROIE dataset [15] was introduced as part
of the ICDAR 2019 competition [34]; it features 1,000 scanned re-
ceipts annotated with four key-value pairs, reflecting real-world
retail scenarios. For more complex, multi-page legal and adminis-
trative documents, the Kleister-NDA dataset [36] was developed,
focusing on non-disclosure agreements annotated for a range of
fields pertinent to contract analysis. In addition, datasets such as
CORD (Consolidated Receipt Dataset) [30] extend KIE research to
non-English and multilingual settings, providing Korean receipts
annotated for key-value pairs, while DocBank [22] offers automatic
large-scale annotation of PDF scientific articles for comprehensive
document layout understanding. These datasets have collectively
enabled rigorous and reproducible evaluation of KIE systems across
a broad spectrum of real-world document types. Nonetheless, ex-
isting datasets do not adequately reflect the unique characteristics
of historical archival materials, such as card files. To address this
gap, we introduce a novel dataset specifically designed to support
the evaluation of KIE methods on this underrepresented document

type.

3 BZKOpen Dataset

Despite ongoing efforts in the creation of datasets for informa-
tion extraction from semi-structured documents, to the best of our
knowledge, there is currently no publicly available dataset focused
on KIE from historical documents in German that also encompasses
a wide variety of layout types and complex structural features. To
address this gap, we introduce BZKOpen, a novel German-language
dataset designed specifically for KIE, comprising annotations for
19 attributes across 516 historical index cards, appearing on more
than 40 layout types.

The documents are sourced from a card file called Bundeszen-
tralkartei (BZK) (described in detail below), with careful selection
to comply with privacy constraints while ensuring a diversity of
layout styles. As illustrated in Figure 1, the dataset presents a range
of real-world complexities including overlapping stamps, hand-
written entries, spatially misaligned key-value fields, and diverse
document layouts. To support reproducible research and further
advancements in historical document understanding, and to facili-
tate robust model training and evaluation, the dataset is partitioned
into 70/15/15 splits for training, validation, and testing, respectively,
and released for public use on Hugging Face?.

Shttps://huggingface.co/datasets/MahsaVafaie/BZKopen
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(c) Test Example #9

Figure 1: Crops from three sample documents demonstrating
the challenges of the dataset with distinct layouts, overlap-
ping handwritten text and stamps (1a, 1b) and missing keys
(1c) Source: Landesarchiv NRW Abteilung Rheinland, BR
3015, BZK-Nr. 31985/111/4028, 11026N7, 120108/VI1I1/24265

The Bundeszentralkartei (BZK) Index Cards. The Bundeszen-
tralkartei (BZK) is the central registry of all applications for compen-
sation made in the Federal Republic of Germany, mainly under the
Bundesentschadigungsgesetz (BEG), or the Federal Compensation
Act. First enacted in 1953, the BEG was a crucial part of Wiedergut-
machung and the BZK was created in its immediate aftermath.
Currently, the BZK card file contains approximately 1.9 million in-
dex cards, each recording essential details related to compensation
claims. These details typically include the names of applicants and
persecutees, their dates of birth if available, the applicants’ address
at the time of application, case reference numbers, and the respon-
sible compensation authority. As a central information resource,
the BZK serves to identify whether an individual has submitted a
compensation application (or if an application was submitted for
them) and, if so, to provide the corresponding reference number
and the specific compensation authority responsible for handling
the case.

Annotation. To enable a comprehensive evaluation of model
performance with our dataset, domain experts from Bundesarchiv
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(The Federal Archives of Germany) manually annotated the key-
value pairs present in the document images. These ground truth
annotations provide the reference framework for assessing the ac-
curacy of key-value extraction under various experimental settings.
The annotation process was carried out by three independent an-
notators, covering 19 distinct fields related to the card itself, the
applicant and the persecutee. BZKOpen provides two levels of an-
notation: raw annotations, which retain the original appearance of
key-value pairs as they appear on the documents, and normalised
annotations, in which values such as dates are formatted according
to the ISO 8601 standard and addresses are simplified to city names.

4 Methodology

For the task of KIE from historical documents with heterogeneous
visual and textual layouts, we implemented two pipelines on the
BZKOpen dataset. The first pipeline serves as a rule-based baseline,
relying on OCR outputs and manually defined regular expressions
to detect recurring keys and extract their corresponding values.
The second pipeline leverages transformer-based models, with a
focus on MLLMs, which offer robust generalisation capabilities
across heterogeneous document layouts and allow for end-to-end
information extraction from visual inputs, thereby eliminating the
need for intermediate OCR transcripts [40].

Following information extraction, all outputs are post-processed
and converted into a standardised JSON format, representing the
extracted data as key-value pairs to allow for consistent evaluation
against ground truth annotations. For enhanced semantic repre-
sentation, the extracted entities are subsequently transformed into
subject—predicate—object triples at the final stage of the pipeline,
facilitating integration into a knowledge graph.

4.1 Rule-Based Baseline: Information
Extraction with Apache UIMA Ruta

As abaseline for KIE from BZKOpen dataset, we implemented a rule-
based pipeline that crucially depends on the availability of accurate
OCR transcripts. Transcripts are provided by implementing the
TrOCR model TextTitan from Transkribus 4, for its ability to handle
documents with a mix of machine-printed and handwritten text.
Using Apache UIMA Ruta [19], this approach leverages regular
expressions to define patterns for detecting and annotating key
information within texts produced by OCR. Post-processing of
OCR-generated transcripts is a vital step, addressing common issues
such as misspellings, noise, and inconsistent formatting before the
main extraction process. The success of the rule-based approach
is therefore directly dependent on the quality and consistency of
the OCR output. This reliance on high-quality OCR transcripts and
substantial manual rule engineering underlines the limitations of
the rule-based approach in this context.

4.2 Transformer-based Models

Transformer-based models encompass state-of-the-art architectures
capable of learning complex patterns from data with minimal man-
ual intervention. Unlike traditional rule-based approaches, which
rely on handcrafted rules, transformer-based methods offer greater

“https://www.transkribus.org/
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flexibility and scalability. Both Donut [18] and Multimodal Large
Language Models (MLLMs) belong to this family, leveraging deep
learning techniques to jointly process textual and visual informa-
tion directly from raw document images.

4.2.1 Model Selection. For conducting and evaluating the task of
end-to-end KIE from historical documents with the new transformer-
based technologies, we utilised the classic Donut framework, as well

as multiple open-source and proprietary MLLMs, with systematic

prompt engineering and under different prompting strategies.

Donut (Document Understsnding Transformer). Donut [18]
is one of the first vision-language models designed for end-to-end
document understanding without reliance on OCR. It directly pro-
cesses document images and generates structured text outputs using
an encoder-decoder transformer architecture. Donut formulates
key information extraction as a sequence-to-sequence task, allow-
ing joint modeling of layout and semantics. We employed Donut
> and a variant of Donut fine-tuned on CORD dataset °, to assess
transferability to our own dataset of historical index cards.

MLLMs. Multimodal Large Language Models (MLLMs) are typ-
ically built upon transformer architectures, extending them to
handle inputs from multiple modalities such as text and images.
These models integrate visual and textual information through
specialised attention mechanisms and are thus considered a sub-
class of transformer-based architectures. In this study we selected
our models based on the OpenVLM leaderboard’ which relies on
the VLMEvalKit [8], an open-source evaluation toolkit for MLLMs.
We found the InternVL series ranking high in this leaderboard
(comprising models with various sizes from InternVL2.0 and In-
ternVL2.5) [2—-4, 42], and used GPT-40-mini-2024-07-18 [29] as a
commercial counterpart for comparison. GPT-40-mini serves as
a general-purpose commercial baseline, while InternVL models
are open-source and freely available. We note that the use of com-
mercial models is not permissible for our use case in deployment
phase, as we work with sensitive data subject to strict data privacy
protections.

4.2.2  Prompt Engineering. In parallel with the advancement of
LLMs to handle complex problems, prompt engineering has gained
prominence as a significant method for leveraging these models
effectively across diverse tasks and domains [35]. Carefully crafted
prompts enable LLMs and MLLMs towards more precise execution
of designated tasks.

Iterative Context-Aware Prompting. In this study, the prompt en-
gineering step involves analysing the output of the initial basic
prompt (prompt number 0) and using this analysis to refine the
prompt further, creating a feedback loop that continually guides
the model and enhances the model’s performance. At every step
of the way, the results of the previous prompts are analysed, and
the prompt is modified with some additional hints based on the
errors from the previous step. In our experiments we implemented
5 different prompts to get to the optimal one (Prompt number 9),
which includes keywords and hints that guide the model for more

Shttps://huggingface.co/naver-clova-ix/donut-base
®https://huggingface.co/naver-clova-ix/donut-base-finetuned-cord-v2
https://huggingface.co/spaces/opencompass/open_vlm_leaderboard
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accurate extraction of information from the documents (such as
hints for German words used for applicant and persecutee in the
different layout types). It is worth mentioning that even though
our documents are in German, the English language prompts were
uniformly performing better than their German translations.

zero-shot and few-shot prompting. Zero-shot and few-shot prompt-
ing are two widely adopted strategies for leveraging the generalisa-
tion capability of large (multimodal) language models [1, 43]. In the
zero-shot paradigm, the model is provided only with task instruc-
tions and no task-specific examples, requiring it to rely entirely on
its pre-trained knowledge and reasoning abilities. In contrast, few-
shot prompting involves enriching the prompt with a small number
of curated input-output examples that illustrate the desired task
and output format. This approach offers a flexible means to quickly
adapt LLMs to new or heterogeneous information extraction set-
tings, as it reduces the need for extensive fine-tuning. We further
distinguish between two few-shot strategies: static and dynamic.
In the static few-shot approach, the same set of examples is used
for all test samples, irrespective of individual input variation. Con-
versely, the dynamic few-shot strategy dynamically selects support
examples from the training set that are most similar to the current
test sample [12].

In this study, all three prompting strategies are evaluated to
assess their effectiveness on documents with varying layouts, high-
lighting the potential to generalise across diverse document types
using only a handful of representative examples or, in the case of
zero-shot, through task specification alone. For similar few shot
prompting image similarity is determined by embedding the images
with CLIP® [33] and using cosine distance.

4.2.3 Output Processing. The output generated by MLLMs is often
not directly in a parseable JSON format, requiring several post-
processing steps. We first use a more forgiving JSON parser that
extracts any content between curly brackets. Within a JSON object,
the textual values might not always be surrounded by quotation
marks, and thus we also use newlines (in case they are not correctly
used within a JSON string) to find the end of that value. Similarly,
we used a colon to find the end of a JSON key in case it is not a valid
string. The output of the previous step is a parsed key-value data
structure, but model-generated keys may deviate from the expected
schema (e.g., “ApplicantFirstName” vs. “Applicant_First_Name”). To
address this, we compute the edit distance between generated and
expected keys and use a greedy approach to align them, prioritising
the closest matches. This process standardises the output into a
key-value structure with predefined keys, enabling reliable access
to the extracted information.

4.3 Knowledge Graph Generation

Knowledge graphs are essential for linking archival records to the
Semantic Web, transforming isolated data points into intercon-
nected nodes. By interlinking extracted information, knowledge
graphs allow researchers to explore complex relationships and un-
cover patterns that extend beyond individual documents [41]. To
achieve this, the structured data in JSON format containing in-
formation from the archival records is converted into RDF triples

8https://huggingface.co/sentence-transformers/clip-ViT-B-32
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using the CourtDocs ontology [38] and dedicated data models de-
veloped for this use case [37]. The resulting knowledge graph will
serve as a core component of the online collection “Themenportal
Wiedergutmachung nationalsozialistischen Unrechts”®”.

5 Experiments & Results

The primary research question addressed in this study concerns the
effectiveness of transformer-based models for KIE from historical
semi-structured documents. To rigorously evaluate these models, it
is essential to establish a baseline for comparison. For this purpose,
we implemented a rule-based approach on a subset of our dataset
comprising 75 index cards from three distinct layout classes, each
representing cards from compensation authorities in Berlin, Baden-
Wiirttemberg (BW), and Bayern. While this test set does not fully
overlap with the test split of BZKOpen, we selected layout classes
such that the sample size closely matches our standard test set of 78
cards. A key motivation for employing transformer models in the
context of this study is to reduce the need for manual labour and
handcrafted information extraction rules; following this rationale,
we limited the rule-based baseline to three layout types, as creating
customised rules for all layout types would be extremely time-
consuming. The results of the rule-based baseline are presented in
Table 1.

Model Layout Type | No. of Cards (]tai\(/)l) (Zvll)
Berlin 38 82% | 88%
Rule-based | BW 15 79% | 84%
Bayern 22 62% | 69%
Average 75 74% | 80%

Table 1: Performance of the rule-based approach across three
different layout types and their average from a subset of the
BZKOpen dataset with 75 cards.

Then, to compare the specialised document understanding trans-
former (Donut) with the general transformer-based MLLMs—both
open-source and commercial models, and across various sizes—we
conducted multiple experiments using both their pre-trained ver-
sions and versions fine-tuned on our train set, which consists of
361 cards and their ground truth annotations(Table 2).

We further evaluated the impact of prompting strategies on the
top-performing InternVL2.5-38B model and the proprietary GPT-
40-mini model. Table 3 displays prompt numbers, including the
optimal one (prompt 9), across zero-shot and few-shot settings (1,
3, and 5 shots); static few-shot results are omitted from the table
due to consistently lower performance.

Moreover, to draw insights about the performance of the best
model under zero-shot and 2-shot settings for each field, a more
detailed analysis of the evaluation results with selected fields is
demonstrated in Table 4.

All experiments were conducted on a machine with 2x AMD
EPYC 7713 64-Core Processors, 1 TB RAM, and two NVIDIA A100
GPUs with 80 GB of memory each. The system ran Ubuntu 22.04

“https://www.archivportal-d.de/themenportale/wiedergutmachung
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with CUDA 12.4 and PyTorch 2.5. All the codes and prompts used
for these experiments are publicly available on GitHub 1°.

5.1 Evaluation Metrics

The quality of the models is evaluated using normalised edit dis-
tance, exact matches, and partial matches, with t denoting allowable
edit distance. These metrics enable performance comparison of dif-
ferent models and approaches in key-value extraction.

Normalised Edit Distance. The Levenshtein (edit) distance quan-
tifies the minimum number of single-character edits—insertions,
deletions, or substitutions—required to transform one string into an-
other [21]. To account for string length bias, we use the normalised
edit distance [47], which divides the edit distance by the length
of the longer string, yielding a score between 0 (identical) and 1
(completely different) [5]. In this study, we calculate the normalised
edit distance (NED) between predicted and ground truth values for
each key, and report the average per key and model. This enables
unbiased comparison of extraction accuracy and model robustness
across different keys.

Exact/Partial Match Accuracy. In KIE tasks, accuracy is assessed
by how closely the predictions match the ground truth labels. Exact
matches (EM) require perfect agreement in content and span, while
partial matches (PM) allow for a distance of ¢ from the correct
value. This two-level evaluation captures both OCR errors and
value assignment issues, providing a more nuanced assessment of
model performance.

EM | PM | PM

Model Size | NED (t=0) | (t=1) | (t=3)
Donut-base - 0.415 | 56% | 57% | 58%
Donut-base-finetuned - 0.358 | 59% | 61% | 64%
GPT-40-mini - 0.184 | 72% 76% 79%
InternVL2.0 8B | 0.382 | 53% 55% 60%
InternVL2.0 26B | 0.431 | 48% 52% 57%
InternVL2.0 40B | 0.158 | 76% 79% | 83%
InternVL2.0-Llama3 76B | 0.286 | 64% | 67% | 70%
InternVL2.0-finetuned | 40B | 0.173 | 74% | 77% | 81%
InternVL2.5 8B | 0.340 | 57% 60% 64%
InternVL2.5 26B | 0.311 | 60% 64% 69%
InternVL2.5 38B | 0.080 | 83% 88% 91%
InternVL2.5 78B | 0.139 | 77% 82% 84%

InternVL2.5-finetuned | 38B | 0.117 | 79% | 84% | 86%

Table 2: Performance comparison of different transformer-
based models on the BZKOpen dataset, including both pre-
trained and fine-tuned variants. For fine-tuned models, the
BZKOpen train set was used.

5.2 Scalability

As the digitisation of historical archives often involves processing
millions of document images, scalability is a critical consideration
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Model Size | Prompting Strategy | NED (ItE:I\:)[) (f:NII) (fi\;[)
InternVL2.5 38B ZS-0 0.12 77% | 83% | 86%
InternVL2.5 38B 7S-4 0.103 | 79% | 84% | 88%
InternVL2.5 38B ZS-9 0.084 | 83% | 88% | 91%
InternVL2.5 38B 1FS-0 0.067 | 85% | 89% | 92%
InternVL2.5 38B 1FS-4 0.070 | 84% | 89% | 92%
InternVL2.5 38B 1FS-9 0.071 | 84% | 89% | 92%
InternVL2.5 38B 7ZS-9 0.080 | 83% | 88% | 91%
InternVL2.5 38B 1FS-9 0.070 | 84% | 89% | 92%
InternVL2.5 38B 2FS-9 0.060 | 86% | 90% | 93%
InternVL2.5 38B 5FS-9 0.062 | 86% | 90% | 92%
GPT-40-mini - 7ZS-9 0.184 | 72% | 76% | 79%
GPT-40-mini - 1FS-9 0.093 | 83% | 87% | 90%
GPT-40-mini - 2FS-9 0.080 | 84% | 88% | 91%
GPT-40-mini - 5FS-9 0.074 | 85% | 89% | 92%

Table 3: Performance comparison of zero-shot (ZS) and few-
shot (FS) prompting with different numbers of shots and
different prompts for the InternVL2.5-38B and GPT-40-mini
models.

Model InternVL2.5 InternVL2.5
Size 38B 38B
Prompting Strategy ZS 2FS

EM |PM |PM |EM |PM |PM
(t=0) | (t=1) | (t=3) | (t=0) | (t=1) | (t=3)
BZK number 66% | 73% | 80% | 80% | 89% | 94%
Compensation Office | 41% | 41% | 46% | 78% | 78% | 80%
Applicant First Name | 85% | 92% | 94% | 80% | 88% | 89%
Applicant Last Name | 85% | 93% | 94% | 80% | 92% | 92%
Applicant Birthdate | 91% | 96% | 97% | 91% | 93% | 96%

Metric

Table 4: Detailed per-field evaluation results for InternVL2.5-
38B using zero-shot and few-shot prompting (prompt 9).

for any real-world deployment of KIE systems. While MLLMs pro-
vide state-of-the-art performance, their computational cost during
inference can become a significant bottleneck when applied at
scale. This is particularly relevant in archival contexts, where effi-
cient processing is necessary to meet the volume demands of large
collections. To address these limitations, we evaluated alternative
deployment strategies aimed at reducing inference latency with-
out compromising model performance. The following frameworks
are tested: Huggingface transformers library [44], vllm [20], and
LMDeploy [6]. LMDeploy stood out as a highly effective solution,
which only needs 15 minutes instead of 325 minutes (a 20x im-
provement in runtime) used by the transformers library to process
334 images. This acceleration is made possible through efficient
GPU utilisation and parallelisation across multiple devices, mak-
ing it a strong candidate for scalable deployment. The ability to
parallelise processing tasks with minimal coordination overhead is
essential for unlocking the full potential of MLLMs in historical doc-
ument digitalisation workflows. Our findings demonstrate that with
the right deployment infrastructure, even bigger MLLMs such as
InternVL2.5-38B can be integrated into deployment environments
requiring high-speed, high-volume document analysis.
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6 Discussion

The experimental results from the preceding section offer insights
into model selection, optimisation, and deployment strategies for
our specific use case, generalisable to real-world KIE tasks involving
historical, born-analogue sermi-structured documents.

As illustrated in Table 2, the fine-tuned Donut document trans-
former model achieves improved performance over its pre-trained
variant; however, its results remain substantially lower than those
of the MLLM models. Thus, we can say that fine-tuning alone on a
rather small dataset cannot close the performance gap between doc-
ument transformers and MLLMs that utilise advanced prompting
strategies. On the other hand, a comparison of Table 2 and Table
1 shows that the rule-based approach outperforms the document
transformer model and smaller MLLMs (8B and 26B) in accuracy.
Since rule-based methods allow precise customisation and require
less hardware, they are preferable for KIE tasks when document
layouts are consistent and extensive rule creation is not needed.

Another key observation from Table 2 is that larger models do
not necessarily provide better performance across all tasks. Our
evaluation of the InternVL models reveals that both InternVL2-40B
and InternVL2.5-38B outperform their larger 76B and 78B counter-
parts from the same series on our task. This discrepancy may be
attributed to differences in the LM component among the various
scales of InternVL2 and InternvVL2.5, or alternatively to the higher
number of training tokens in the first stage of training, which en-
tails training the MLP projector while keeping the vision encoder
and the language model frozen [2]. These findings suggest that the
quality and configuration of specific model components may have a
greater impact on domain-specific KIE tasks than the total number
of parameters. Notably, both InternVL2-40B and InternVL2.5-38B
also surpass the performance of the commercial GPT-40-mini model,
reflecting trends observed in the OpenVLM leaderboard.

Furthermore, as shown in Table 3, iterative prompt tuning and
the use of linguistic hints yield only limited impact in the few-shot
setting but lead to measurable gains in the zero-shot configuration,
with each iteration progressively enhancing model performance
(This behaviour is also observed in the case of GPT-40-mini). Table 3
also demonstrates that GPT-40-mini in the few-shot setting with
the optimal prompt, achieves a performance comparable to that
of InternVL2.5-38B in the zero-shot setting with the best prompt.
These results suggest that providing additional contextual infor-
mation in the prompt, even in the absence of explicit examples,
can guide the model toward improved outcomes, mirroring some
of the benefits of few-shot learning, but achieved through contex-
tual refinement rather than generalisation from observed examples.
These results demonstrate that presenting the model with a single
similar example for each test sample using the most basic prompt
produces better results than the zero-shot strategy with the most
comprehensive and informed prompt.

Finally, a fine-grained analysis of KIE performance across the
keys demonstrates that for structured fields with predictable pat-
terns—such as reference numbers or compensation authorities—few-
shot prompting improves model performance by providing explicit
guidance. On the contrary, for open-ended fields like names and ge-
ographical locations, few-shot examples may introduce unintended
biases, making zero-shot prompting more effective. These results
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indicate that employing a hybrid strategy, which combines different
prompting approaches depending on the expected values, can yield
improved overall accuracy for such use cases.

A closer look into the failure cases did not take us to stamps and
handwritings with less frequently seen fonts, but to challenging
cases such as image #13 from the test set where some values are
crossed out and replaced by other values, or image #29 from the
test set where the card refers to multiple persecutees, but only one
of them is extracted by the model.

From a deployment perspective, we find that the input image
size has no impact on processing time, which simplifies scalability
considerations. On the contrary, the LMDeploy implementation
demonstrates a remarkable improvement in inference efficiency,
achieving up to a 20x speedup over baseline setups without com-
promising output quality. This positions LMDeploy as a highly
promising option for practical and resource-conscious deployment
in MLLM-based document digitalisation pipelines.

7 Conclusion and Future Work

Currently, the 1.9 million index cards are being processed on our in-
frastructure with the same properties as in our experimental setting
outlined in Section 5. Processing of 2,000 cards needs about one
hour under the LMDeploy framework, which means the processing
of 1.9 million cards needs about 40 days with InternVL2.5-38B in the
zero-shot setting and with the optimal prompt. The extracted data
will then be used to generate a knowledge graph. Knowledge graphs
are foundational to information systems, as they enable the infer-
ence of new insights and facilitate exploratory search and discovery.
Improving access to archival data increases public engagement and
understanding [28]. The knowledge graph derived from the BZK
cards will similarly broaden access to these historical documents,
helping to uncover relationships and trends that enhance our un-
derstanding of the societal consequences of Germany’s totalitarian
period and the pursuit of historical justice. It is important to note
that about 70% of this data will be made publicly available, as the re-
maining 30% falls under restricted privacy and cannot be shared for
public use at the moment. The final phase involves disambiguating
extracted entities and linking them to external sources for stronger
querying and federated search possibilities.

Building on the findings of this study, several avenues remain
open for future exploration. One promising direction involves in-
corporating document classification mechanisms to enable layout-
specific prompting strategies. Additionally, expanding beyond Ger-
man index cards to include datasets in other languages and from dif-
ferent domains—such as handwritten census records, legal archives,
or multilingual manuscripts—would allow for a more comprehen-
sive evaluation of model generalisability and robustness. Future
experiments will also investigate the performance of emerging
MLLMs to assess their scalability and effectiveness in complex,
real-world archival scenarios.
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