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Abstract

Disinformation is no longer a marginal concern in the digital age; it is a central force in
reshaping public discourse, eroding institutional trust, and threatening democratic resili-
ence. This dissertation examines how artificial intelligence, and specifically explainable
Al (XAI), can be designed and deployed to counter the scale, speed, and sophistication
of online information manipulation. While digital platforms have enabled unprecedented
access to information, they also incentivize emotionally charged, divisive, and often de-
ceptive content. In this environment, disinformation thrives not only because of techno-
logical affordances but also due to human cognitive vulnerabilities and platform-level
incentives. Adopting a socio-technical perspective grounded in Information Systems (IS),
this research addresses three key questions: (1) How can disinformation be systematically
conceptualized and classified? (2) How can XAI be designed to enhance transparency
and user trust in detection systems? (3) What practical tools and strategies can be imple-
mented to reduce the spread and influence of manipulated content? The dissertation con-
tributes theoretically by proposing a comprehensive taxonomy and annotation framework
for disinformation and methodologically through the development and evaluation of XAl
detection prototypes. It further explores the forensic requirements for identifying syn-
thetic media such as deepfakes and outlines a model for critical digital literacy that inte-
grates technical, cognitive, and social dimensions. By combining Al innovation with hu-
man-centered design and interdisciplinary insight, this work offers both conceptual clarity
and practical tools to support democratic resilience. It positions IS research as a vital
contributor to the development of transparent, trustworthy, and ethically grounded re-
sponses to one of the most urgent challenges of the digital era.
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1 Introduction

1 Introduction’

“The internet was supposed to set us free.”

This sentiment, echoed by early digital pioneers, reflects the once-utopian vision of cy-
berspace as a realm of boundless information and democratic empowerment (Carr, 2020;
Rushkoff, 2016; Vaidhyanathan, 2018). Initially envisioned as a transformative forum for
free expression and inclusive participation, this realm was heralded as a refuge for mar-
ginalized voices and a platform for deliberative discourse (Schéifer, 2015). However, the
digital sphere has evolved into a more contested and ambivalent environment — one that
has increasingly become a breeding ground for polarization, manipulation, and disinfor-
mation (Bennett & Pfetsch, 2018; Bezzaoui et al., 2023). Tim Berners-Lee, one of the
inventors of the World Wide Web, famously warned that his creation was “being weapon-
ized” against its original ideals (Solon, 2018). Instead of fostering open discourse, the
digital sphere has increasingly become a battleground, where disinformation spreads
faster than facts, and division is incentivized over deliberation. What was once a hopeful
vision of democratized information now finds itself increasingly undermined by the
darker forces of exploitation and manipulation.

Rather than functioning solely as a marketplace of ideas, much of the internet has become
a marketplace for attention — where content that elicits strong emotional reactions is am-
plified, often at the expense of rational and reasoned dialogue (Nelson-Field et al., 2013;
Weinhardt et al., 2024). Platforms are structurally incentivized to promote divisive or
sensational material, as user engagement correlates directly with advertising revenue
(Munn, 2020). As a result, emotional intensity increasingly supersedes factual accuracy
in shaping online discourse. The very mechanics that were designed to connect people
and foster inclusive conversation have instead been manipulated to prioritize sensation-
alism, playing into the hands of those seeking to capitalize on emotional and divisive
content.

Far-right populist movements have been particularly adept at exploiting the affordances
of digital platforms to self-organize and mobilize supporters. Events such as the assault

1 This chapter comprises excerpts of two articles that were published by Isabel Bezzaoui, Jonas Fegert and
Christof Weinhardt in the following outlet with the following title: Distinguishing Between Truth and Fake:
Using Explainable Al to Understand and Combat Online Disinformation. In The 16™ International Confer-
ence on Digital Society, 2022, and Isabel Bezzaoui, Nevena Nikolajevic and Jonas Fegert in the following
outlet with the following title: Demokratiegefahrdende Plattform-Mechanismen — Erkennen, Verstehen,
Bekdampfen. In KI, Konflikte, Konventionen — PolKomm, 2023. Formatting and reference style were
adapted and references were updated.
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on the German Bundestag in 2020, the storming of the U.S. Capitol in 2021, and the attack
on Brazil’s seat of government in 2023 illustrate how digital technologies have amplified
political extremism and disrupted democratic norms (Bezzaoui et al., 2023). These inci-
dents have demonstrated the transformative yet perilous power of the internet in shaping
political discourse and action.

At the same time, digitalization has also driven positive democratic change by weakening
authoritarian information control and enabling grassroots activism (Jackson & Kreiss,
2023). Global interconnectedness and rapid information flows have made it harder for
oppressive regimes to suppress dissent. However, the same infrastructure has also facili-
tated the proliferation of hate speech, conspiracy theories, and disinformation — phenom-
ena that place significant strain on democratic societies (Aimeur et al., 2023; Bennett &
Pfetsch, 2018). The internet’s dual role as both a force for empowerment and a breeding
ground for malign influence presents a paradox that is at the core of current debates about
digital platforms and their role in democracy.

Hence, as Habermas (2022) argues, the digital public sphere has not fulfilled its normative
potential as an egalitarian platform for reasoned discourse. Instead, it often exacerbates
fragmentation and undermines collective deliberation. The widespread dissemination of
disinformation has become a corrosive force in public opinion formation, threatening the
integrity of democratic processes (McQuail, 1993; Strombéck, 2005). Disinformation no
longer merely exists in the margins of the digital landscape; it has become a central and
influential force in shaping the ways people perceive and engage with reality, eroding
trust in institutions, the media, and even in one another (Frischlich & Humprecht, 2021).

This challenge was vividly demonstrated during the COVID-19 pandemic, which trig-
gered a surge of health-related disinformation and misinformation. The crisis underscored
the critical importance of distinguishing trustworthy from misleading information
(Sharma et al., 2021; Shu et al., 2020a). Disinformation campaigns about the virus’ ori-
gins, transmission, and treatment contributed to confusion and, in some cases, directly
undermined public health efforts. The ongoing war in Ukraine illustrates how digital tech-
nologies are leveraged not only as tools of influence but also as potent weapons in a global
hybrid warfare arena (Bachmann et al., 2023). In this context, the Russo-Ukrainian war
has brought renewed attention to state-driven disinformation campaigns aimed at influ-
encing elections, deepening societal divides, and even encouraging radicalized or terrorist
behavior.

Online Social Networks (OSN) such as Facebook and messenger services like Telegram
have played pivotal roles in this ecosystem of manipulated information. In theory, these
platforms could adopt stronger preventive mechanisms, but their commercial incentives
privileging emotionally engaging content often conflict with democratic safeguards (Bez-
zaoui et al., 2022a; Walker et al., 2019). As a result, these platforms are both enablers and
amplifiers of the very forces that destabilize democratic discourse.
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More recently, rapid developments in artificial intelligence (Al), generative Al specifi-
cally, have added a new layer of complexity. These tools allow for the effortless creation
of text, images, videos, and audio that can mimic authentic media. Generative Adversarial
Networks (GANSs), in particular, enable the production of highly realistic deepfakes, fur-
ther complicating efforts to verify content authenticity (Akhtar, 2023; Hussain et al.,
2021). As the sophistication of these technologies increases, so too does their potential to
harm. Their ability to create hyper-realistic but entirely fabricated content makes it in-
creasingly difficult to discern truth from fabrication.

Governments and supranational organizations have begun responding through regulatory
frameworks such as the European Union’s Al Act and the General Data Protection Reg-
ulation (GDPR), both of which carry significant implications for global tech platforms
(Schmitt et al., 2024). Nevertheless, policy responses are uneven, and the risk remains
that authoritarian regimes may exploit such regulations to curtail civil liberties (World
Economic Forum, 2024). The Global Risks Report 2024, based on a survey of nearly 1500
experts worldwide, identifies disinformation as one of the most pressing global threats in
the following ten years. The report warns that the strategic use of manipulated information
by state and non-state actors will likely deepen political polarization, erode institutional
trust, and fuel social unrest (French et al., 2024; Qureshi et al., 2021; World Economic
Forum, 2024). For democratic governments, the challenge lies in crafting policies that
address the very real threats posed by disinformation without impeding the free flow of
information or enabling state control over digital platforms.

While media literacy campaigns, journalistic fact-checking, and content moderation re-
main vital components in the fight against disinformation, these measures alone are often
insufficient to counter the scale, velocity, and technological sophistication of contempo-
rary information manipulation (Bradshaw & Howard, 2019; Guess et al., 2020; Penny-
cook & Rand, 2021). Their effectiveness, although well-documented in targeted contexts,
is frequently constrained by resource limitations and the reactive nature of such interven-
tions (Matasick et al., 2020; Wardle & Derakhshan, 2017). The accelerative pace of gen-
erative Al and algorithmically amplified content further complicates these efforts, de-
manding more adaptive and anticipatory approaches (Buchanan et al., 2021; Goldstein et
al., 2023).

In this regard, the field of Information Systems (IS) offers a uniquely valuable perspec-
tive, as it inherently bridges technological innovation with organizational and societal
processes. IS researchers, particularly when engaged in interdisciplinary collaboration,
are well-equipped to design and implement socio-technical systems that foster democratic
resilience and informed public discourse (Weinhardt et al., 2024). As the digital environ-
ment becomes increasingly complex and globally interconnected, the scope of IS has
evolved beyond traditional business applications to encompass broader societal concerns,
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positioning the discipline as a key contributor to the development of an “Information So-
ciety” (Dolensky et al., 2015; Vom Brocke et al., 2015). Moreover, IS research empha-
sizes the integration of data-driven technologies with context-sensitive understanding
(Pfeiffer et al., 2024) — making it ideally suited to harness Al-powered tools in ways that
are not only technically robust but also ethically grounded and responsive to social dy-
namics. If responsibly designed, such technologies can empower users to critically en-
gage with digital content, recognize disinformation, and participate more meaningfully in
democratic processes (Mahyoob et al., 2020; Yu & Lo, 2020). However, realizing this
potential requires a deliberate synthesis of computational capabilities with human-cen-
tered design principles and long-term societal foresight — an area where IS research, with
its methodological pluralism and systemic orientation (Stieglitz et al., 2018), can make a
profound and lasting contribution.

Considering these complex realities, this dissertation addresses critical questions at the
intersection of IS research and democratic resilience. It aims to contribute in three key
ways: (1) by deepening our conceptual understanding of digital disinformation and refin-
ing methods for its detection by both humans and machines; (2) by developing and eval-
uating Explainable Al (XAI) tools to improve the transparency and user trust of detection
systems; and (3) by proposing practical strategies to mitigate the spread and impact of
manipulated content. This work bridges theoretical insights with real-world applications,
offering actionable contributions for researchers, platform designers, and policymakers
working to safeguard democratic discourse in the digital age.

To achieve these objectives, the dissertation is guided by the following main research
questions:

=  RQI: How can online disinformation be characterized and differentiated based
on conceptually grounded characteristics?

=  RQ2: How does an XAl component for disinformation detection have to be de-
signed to help users trust the algorithm’s assessment?

=  RQ3: How can the key challenges in detecting information manipulation be effec-
tively addressed through practical tools and strategies?

This dissertation is structured into five key sections (Figure 1). These sections collectively
introduce the topic of digital disinformation, outline the methodological approaches em-
ployed in the studies, present the studies themselves, and discuss their findings. The final
section provides a critical assessment of strategies for combating information manipula-
tion in the digital sphere, with a particular emphasis on the role of artificial intelligence
in enhancing these efforts.
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Foundation

Chapter 1 Chapter 2
Introduction Theoretical Background
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Conceptualizing Online Disinformation

Chapter 3 Chapter 4 Chapter 5
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Research and Concluding Remarks

Part V

Figure 1. Structure of this dissertation.

Before effective countermeasures against disinformation can be developed, it is essential
to establish a comprehensive understanding of its origins, mechanisms, and impact. Part
I lays this foundation by exploring the conceptual basis of digital disinformation, tracing
its historical evolution, and identifying the key actors and the role of platforms shaping
the contemporary information landscape. Chapter 1 defines the broader scope of this dis-
sertation, emphasizing the significance of disinformation as a critical socio-political issue
and positioning it within the wider discourse on information disorder. Chapter 2 expands
on this by constructing a theoretical framework, beginning with a critical analysis of dis-
information as a concept, followed by an examination of the digital platforms and algo-
rithmic systems that enable its spread. This chapter also explores the psycho-cognitive
factors that make individuals susceptible to manipulated narratives and discusses the con-
sequences of disinformation at both individual and societal levels. The final section in-
troduces intervention strategies, focusing on the role of Al in combating disinformation,
as well as the emerging potential of XAl in improving detection systems.
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Part II (RQ]) is dedicated to conceptualizing digital disinformation as a foundation for
developing effective detection and mitigation strategies. Chapter 3 presents a comprehen-
sive review of existing research on false information and hate speech, offering insights
into the current state of academic and practical efforts in this field while identifying key
gaps and challenges. Building on this, Chapter 4 introduces a taxonomy of online disin-
formation, providing a structured classification of different disinformation types and key
indicators for detection. This taxonomy serves as a resource for both human analysts and
Al-driven detection systems. To demonstrate its practical application, Chapter 5 illus-
trates how the taxonomy informs the development of a structured labeling scheme for
disinformation datasets. By establishing a rigorous annotation framework, this scheme
supports the creation of high-quality training data for Al-based detection models, ulti-
mately contributing to the advancement of more reliable and transparent disinformation
detection systems.

The challenge of disinformation detection requires both accuracy and transparency in Al-
driven systems. Part III (RQ2) examines how XAl can enhance the interpretability of
these detection mechanisms. Chapter 6 provides a literature review on XAl applications
across various domains, analyzing different explainability techniques and their potential
adaptation for disinformation detection. Building on these insights, Chapter 7 presents a
qualitative user study that explores individual preferences for XAl features and assesses
their impact on user trust and comprehension. These findings guide the iterative develop-
ment of refined prototypes, which are then tested in Chapter 8 through a large-scale online
study. This final empirical investigation evaluates the effects of different levels of ex-
plainability on user perception, providing critical insights into the balance between trans-
parency and effectiveness in Al-powered disinformation detection.

Addressing the complexities of information disorder requires a holistic approach that con-
siders both technological advancements and human factors. Part IV (RQ3) broadens the
scope by examining the skills and conditions necessary for effectively countering disin-
formation. Chapter 9 presents a requirement analysis based on qualitative interviews with
experts and practitioners, identifying key technical and operational prerequisites for the
development and deployment of a forensic tool for deepfake detection. This analysis not
only outlines technological specifications but also explores contextual factors that influ-
ence real-world implementation. Shifting the focus to individual competencies, Chapter
10 examines the skills required to critically engage with potentially misleading infor-
mation, emphasizing the importance of data literacy and critical media literacy. This
chapter introduces an integrated literacy model that combines these dimensions, provid-
ing a framework to guide future educational initiatives and interventions to strengthen
resilience against disinformation.
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Finally, Part V synthesizes the findings from the preceding chapters, offering a compre-
hensive discussion of their scholarly and practical implications in Chapter 11. By situat-
ing the results within a broader academic and applied context, this section highlights their
significance while acknowledging the inherent limitations of the research. A critical re-
flection on these constraints delineates the boundaries of the study and identifies direc-
tions for future research. As this dissertation concludes, it also lays the groundwork for
further inquiry within the field of IS and beyond. Future research may expand on these
findings by advancing Al-based detection models and explainability techniques within IS
and computer science, examining user interaction and trust in algorithmic systems
through the lenses of human-computer interaction and behavioral sciences, investigating
platform dynamics and content governance in media and communication studies, and de-
veloping interventions for digital and critical media literacy in educational research. By
bridging these domains, subsequent studies can contribute to a more integrated and ac-
tionable understanding of digital disinformation.

This monographic dissertation comprises both published and unpublished materials. To
maintain transparency and academic rigor, published papers are explicitly labeled as such.
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The rise of digital platforms, algorithmically curated content, and ubiquitous social media
has fundamentally transformed how information is produced, disseminated, and con-
sumed. While these developments have enhanced connectivity and broadened access to
information, they have also facilitated the rapid spread of disinformation. This phenome-
non is shaped by the complex interplay of technological infrastructures, psychological
predispositions, and sociopolitical incentives (Hameleers, 2023). As digital disinfor-
mation undermines public trust, distorts democratic discourse, and destabilizes institu-
tions, it presents a pressing challenge for researchers and practitioners alike. A nuanced
theoretical framework that accounts for the actors, mechanisms, and consequences of dis-
information is critical for understanding this threat and developing effective countermeas-
ures (Berger et al., 2024).

Within the IS discipline and beyond, early perspectives on digital technologies were often
marked by techno-optimism, emphasizing the potential of information and communica-
tion technology (ICT) to strengthen democratic participation (Hacker & van Dijk, 2000;
Péivirinta & Sabg, 2006; Phang & Kankanhalli, 2008). Hacker and van Dijk (2000) ar-
ticulated a vision in which computer-mediated communication (CMC) could enhance in-
formation access, reduce participation barriers, and foster decentralized political commu-
nities. ICT was seen as a means to bypass traditional gatekeepers, promote inclusive
agenda-setting, and enable more responsive, horizontally structured political systems.
Building on this vision, scholars such as Phang and Kankanhalli (2008) developed IS-
centric frameworks for e-participation, in which governments strategically used ICT to
disseminate policy information, solicit citizen input, and structure public deliberation.
These frameworks highlighted the role of ICT in enhancing transparency, civic dialogue,
and democratic legitimacy (Stieglitz & Dang-Xuan, 2013).

However, as digital infrastructures evolved — especially with the rise of OSN, algorithmic
content delivery, and platform economies — critical reassessments emerged within the IS
field (Lindner & Aichholzer, 2020). Scholars began to challenge earlier techno-determin-
ist assumptions, arguing that democratic outcomes are not embedded in technology itself
but are contingent on broader sociotechnical configurations, governance models, and plat-
form design (Avgerou, 2010; Sarker et al., 2013). Rather than merely facilitating partici-
pation, digital platforms have also enabled the manipulation of information flows, the
amplification of falsehoods, and the erosion of institutional credibility — core features of
modern disinformation campaigns. More recent IS research has shifted its focus from
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digital inclusion to digital manipulation, emphasizing how the affordances of digital in-
frastructures can be exploited to subvert democratic processes (Gkeredakis et al., 2021;
Majchrzak & Markus, 2012). This evolving discourse underscores a growing recognition
that information systems are not neutral tools but are deeply embedded in sociopolitical
dynamics that shape participation, power, and the construction of truth (Pfeiffer et al.,
2024; Weinhardt et al., 2024).

This chapter aims to provide a structured foundation for the analysis of digital disinfor-
mation and its mitigation, particularly in relation to emerging Al-driven interventions.
The first section explores the conceptual and structural dimensions of disinformation in
digital environments. It defines disinformation, distinguishes it from related phenomena
such as misinformation and malinformation, and analyzes the roles and strategies of state
and non-state actors engaged in information manipulation. It further examines the design
of digital platforms and the cognitive mechanisms that render individuals susceptible to
false narratives, concluding with an assessment of disinformation’s societal and institu-
tional impact.

The second section focuses on combating disinformation in the age of Al It surveys cur-
rent intervention strategies, including regulatory frameworks and media literacy initia-
tives, and explores the growing use of Al tools for disinformation detection and mitiga-
tion. Special attention is given to the design of explainable Al systems that prioritize
transparency, accountability, and interpretability.

By addressing both the theoretical underpinnings of disinformation and the technological
responses to it, this chapter situates disinformation as a critical problem space for IS re-
search. It emphasizes the need for interdisciplinary, sociotechnically aware approaches to
understanding and mitigating the far-reaching consequences of digital disinformation.

2.1 Disinformation in the Digital Sphere

In the context of the digital age, the widespread dissemination of disinformation repre-
sents a significant and complex challenge with profound implications for societal func-
tioning and individual well-being. A comprehensive understanding of the mechanisms
underlying the creation, propagation, and consumption of disinformation is essential for
developing effective responses to this phenomenon. This section presents a theoretical
framework for investigating key aspects of disinformation in the digital sphere. It begins
by defining disinformation and examining the role of malicious actors who intentionally
propagate falsehoods. The analysis then turns to the influence of digital platform design
on the fragmentation of public discourse, a key factor in enabling the proliferation of
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misleading information. Central to this discussion is an exploration of individual suscep-
tibility to disinformation, focusing on the cognitive biases, deficiencies in critical think-
ing, and gaps in media literacy that render individuals more vulnerable to manipulation.
Finally, the section evaluates the broader societal consequences of disinformation, includ-
ing its effects on democratic processes, social trust, and public opinion. Through this
analysis, the section seeks to provide a thorough theoretical understanding of disinfor-
mation and its pervasive impact in the digital era.

2.1.1 The Concept of Disinformation

2.1.1.1 Disinformation’s Definitional Landscape

A precise conceptualization of disinformation is crucial for both its identification and
mitigation. Without a clear definition, efforts to detect and counter disinformation risk
being imprecise or ineffective, limiting our ability to address its broader consequences
for society and democratic processes. By establishing clear indicators, researchers can
develop more effective methodologies for combating its spread (Fallis, 2015). Wardle
and Derakhshan (2017) offer a foundational typology that differentiates disinformation
from related forms of misleading content, placing them in the so-called information dis-
order (Figure 2). Their framework categorizes misleading information into three distinct
types: disinformation, misinformation, and malinformation. While disinformation and
misinformation are frequently conflated, the crucial difference lies in intent (Colomina et
al., 2021). Disinformation consists of verifiable false information that is deliberately fab-
ricated to cause harm to individuals, social groups, organizations, or nations (European
Commission, 2018). In contrast, misinformation refers to false or misleading information
disseminated without the intent to deceive or inflict harm; it often arises from errors, mis-
interpretations, or unverified claims (Fetzer, 2004; Wu et al., 2019). Malinformation, on
the other hand, involves factual information that is weaponized to cause harm (Wardle &
Derakhshan, 2017).
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Falseness Intent to Harm
Misinformation Disinformation = Malinformation
Unintentional Fabricated or Deliberate publication
mistakes or when deliberately of private information
satire is taken manipulated for personal or
seriously. content. corporate interest.

Figure 2. Types of information disorder (Wardle & Derakhshan, 2017).

Within this broader discussion of deceptive communication, Information Manipulation
Theory (IMT), developed by Steven McCornack, offers a framework for understanding
how deception extends beyond overt falsehoods (McCornack, 1992). IMT posits that de-
ception often operates through the subtle manipulation of four dimensions of information:
quantity (selective omission of details), quality (provision of false or misleading infor-
mation), relevance (inclusion of extraneous or misleadingly framed information), and
manner (deliberate ambiguity or obfuscation). A central insight of IMT is that even en-
tirely truthful statements can be deceptive when strategically structured to mislead an
audience, rendering deception detection particularly challenging (McCornack, 1992). De-
spite its influence, IMT has been critiqued for its limited empirical testability (Jacobs et
al., 1996). In response, McCornack introduced IMT2 in 2014, incorporating insights from
cognitive neuroscience and artificial intelligence to refine its explanatory capacity. This
revised model remains relevant in analyzing contemporary forms of strategic deception,
particularly in the context of digital communication and the algorithmic amplification of
misleading content (McCornack, 2015).

A commonly referenced yet imprecise term related to disinformation is fake news. De-
fined by Allcott and Gentzkow (2017) as “news articles that are intentionally and verifi-
ably false and could mislead readers,” fake news represents a subset of disinformation.
However, the term has been widely criticized for failing to capture the complexity of the
phenomenon (Wardle & Derakhshan, 2017). Furthermore, political actors have appropri-
ated the term as a rhetorical strategy to delegitimize media coverage that contradicts their
interests. This strategic misuse of fake news has enabled the erosion of public trust in
journalism and the media more broadly (Marwick & Lewis, 2017). Additionally, unreli-
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able sources and politically motivated figures have weaponized the term to dismiss legit-
imate reporting and undermine fact-based narratives (Haigh et al., 2017). Therefore, the
term will not be used in this work.

Disinformation must also be distinguished from rumors and conspiracy theories, as these
forms of communication do not necessarily depend on the veracity of their claims. Ru-
mors derive their influence from social transmission rather than their factual basis (Ber-
insky, 2017), while conspiracy theories rest on the belief that a hidden and powerful group
secretly manipulates societal events and politics (Sunstein & Vermeule, 2009). This dis-
tinction is significant because detecting disinformation requires focusing on the intent to
mislead rather than solely identifying factual inaccuracies. Indicators of accidental mis-
information differ markedly from those of deliberately misleading content, necessitating
distinct analytical approaches (Fallis, 2015).

Another critical aspect of disinformation is the transparency of its source. Some disinfor-
mation campaigns are overtly acknowledged by their creators (overt disinformation),
whereas others obscure their origins to enhance their credibility and impact (covert dis-
information) (Fetzer, 2004). Generally, the ambiguous provenance of much disinfor-
mation allows it to circulate through traditional media outlets, often gaining legitimacy
through repetition — a process described as the amplifier effect (Bennet & Livingston,
2018). Furthermore, disinformation frequently exploits and reinforces existing ideologi-
cal biases. The repetition of dominant narratives and stereotypes, which are often referred
to as deep stories or deep frames, perpetuates, among others, racist, misogynistic, xeno-
phobic, and queerphobic discourses (Phillips & Milner, 2021).

A broader epistemological perspective positions disinformation within the politics of
knowledge production. Historically, disinformation functioned as a tool for legitimizing
racial hierarchies and maintaining structural inequalities. In the digital era, social media
platforms facilitate the resurgence of racial, antisemitic, and colonial tropes, frequently
disseminated through memes, hashtags, and algorithmic amplification (Flores-Yeffal et
al., 2019; Tuters & Hagen, 2020). The real-world consequences of disinformation are
substantial. Events such as racially motivated mass shootings exemplify the dangers
posed by strategically crafted falsehoods (Fausset & Bogel-Burroughs, 2021; Kreiss,
2021). Similarly, in India, anti-Muslim disinformation spread via Facebook contributed
to violence against Rohingya communities, mirroring the patterns of disinformation that
preceded the Rohingya genocide in Myanmar (Equality Labs, 2019). While misinfor-
mation can be found across the political spectrum, research indicates that disinformation
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is particularly prevalent within authoritarian right-wing movements, where liberal demo-
cratic principles are perceived as threats to nationalist and traditionalist ideologies (Ben-
net & Livingston, 2018).

2.1.1.2 Historical Continuities and Transformations in Disinformation

The phenomenon of disinformation has been central to human communication since an-
tiquity. A prominent example is found in the Roman rivalry between Antony and Octa-
vian (Posetti & Matthews, 2018). Octavian launched a targeted propaganda campaign,
using concise slogans on coins to tarnish Antony’s image as a debauched womanizer un-
der Cleopatra’s influence. This campaign contributed to Octavian’s rise as Augustus,
demonstrating how the manipulation of public perception through disinformation could
destabilize political systems and facilitate the consolidation of power. The invention of
the Gutenberg printing press in 1493 significantly accelerated the spread of disinfor-
mation, culminating in the first large-scale news hoax — the Great Moon Hoax of 1835
(Thornton, 2000). The New York Sun published a series of six articles claiming the dis-
covery of life on the moon, complete with illustrations of humanoid bat creatures and
bearded blue unicorns (see Figure 3). Throughout history, conflicts, regime changes, and
catastrophes have often served as key moments for the spread of disinformation.

Figure 3. An illustration published in the New York Sun in 1835 (Wills, 2017).

While the practice of using falsified or manipulated information to shape public opinion
and political alignment shows to have a long history (Shu et al., 2020a), the term disin-
formation itself is a relatively recent development, gaining widespread recognition only
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in the 1950s (Manning & Romerstein, 2004). Whereas access to information has drasti-
cally expanded in the digital era, the internet also allows individuals without professional
media or journalistic expertise to distribute content, thereby democratizing information
flow. However, this increased accessibility presents both opportunities and risks, as the
quality and accuracy of information can decline, particularly regarding truthfulness and
authenticity. Concerns about the lack of veracity in news have been voiced at least since
the 19 century (Appel, 2020).

Historical instances of disinformation from the 20" and 21% centuries include deceptive
advertising, government propaganda, doctored photographs, and fake documents. One of
the most prototypical examples is Operation Bodyguard, a World War II campaign de-
signed to mislead the Germans about the location of the D-Day invasion. The Allies used
various tactics, including fake radio transmissions and fraudulent military reports, to con-
vince the Germans that the invasion would occur in Calais instead of Normandy (Fallis,
2015). Another notable example is Operation INFEKTION, an influential disinformation
campaign in the 1980s, which falsely claimed that the United States developed HIV/AIDS
as a biological weapon (Boghardt, 2009). Similarly, during the Second Iraq War, the Bush
Administration propagated false claims regarding weapons of mass destruction, fabri-
cated heroic stories about U.S. soldiers, and suppressed critical media coverage of war
casualties and anti-war movements (Kumar, 2006; Snow & Taylor, 2006). In recent years,
however, disinformation seems to have become significantly more prevalent (Fallis,
2015).

Public spheres in many countries are becoming increasingly fragmented and disrupted as
key democratic principles — such as trust in authoritative information from social and
political institutions — are challenged (Bennet & Livingston, 2018). At the heart of this
issue is the erosion of public trust in democratic institutions, particularly in the press and
political systems, which has been compounded by the hollowing of political parties and
diminished electoral representation. In contrast to the mid-20" century, when there was
greater institutional trust and public authorities had more control over information, the
current era is marked by a decline in trust and a diversification of media sources (Zim-
mermann & Kohring, 2018). Figure 4 illustrates the long-term decline in public trust in
the U.S. federal government since the 1960s, with fluctuations corresponding to major
events, economic conditions, and shifts in party control of the White House. In recent
years, trust levels have remained persistently low (Bell, 2024).
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% who say they trust the government to do what is right always/most of the time

Moving average

Figure 4. Decline of trust in the U.S. government since 1958 (Bell, 2024).

Technological and economic shifts have played a central role in this transformation, with
the decline of local news outlets being a key development. The rise of online news con-
sumption has contributed to the weakening of traditional business models, leaving many
digital publishers reliant on advertising revenue rather than subscriptions (Marwick &
Lewis, 2017). As social media platforms increasingly surpass traditional television as the
primary news source for younger audiences (Aimeur et al., 2023), the media landscape
has become more fragmented. Unlike the era dominated by mass media, today’s media
environment is characterized by a kaleidoscopic mix of television networks, online news-
papers, social media like X (formerly Twitter) and Facebook, as well as alternative sites
such as WikiLeaks, radical websites, and disinformation campaigns employing journal-
istic formats. This proliferation of sources — including bots, troll factories, and anony-
mous discussion threads on platforms like 4chan — has created a new set of challenges for
information integrity and trust (Bennet & Livingston, 2018).

As the diversification of media sources accelerates and traditional gatekeepers lose influ-
ence, disinformation benefits from a media environment that prioritizes engagement over
accuracy. With a significant share of public discourse now occurring online, the power to
shape narratives increasingly rests in the hands of private actors who own and regulate
social media platforms (Berger et al., 2024). At the core of this transformation is the at-
tention economy, in which content is primarily valued based on its capacity to generate
clicks, shares, and engagement rather than its credibility (Zhang et al., 2021). The vast
and unfiltered flow of information online has turned attention into a scarce and highly
sought-after resource, incentivizing the proliferation of sensationalist and emotionally
charged content, often at the expense of factual accuracy (Marwick & Lewis, 2017).

In recent years, disinformation has increasingly been disseminated through fabricated
news outlets that imitate credible and established media sources. This trend contributes
to a growing sense of uncertainty regarding the reliability of information, leading many
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individuals to disengage from news consumption altogether (Berger et al., 2024). As trust
in traditional media declines, online platforms have assumed a central role in shaping
public discourse, often filling the informational void left by legacy media institutions
(Kuo & Marwick, 2021). In other words, digital platforms have become indispensable to
global communication and democratic engagement (Berger et al., 2024).

In addition, the professionalization and commercialization of disinformation highlight its
strategic role as a tool for political and ideological manipulation. The increasing preva-
lence of disinformation as a paid service underscores its integration into the broader me-
dia and communications landscape (Rodriguez-Fernandez, 2019). Elections, in particular,
serve as flashpoints for disinformation campaigns, often prompting the implementation
of countermeasures designed to safeguard democratic processes and institutions (Hoxtell,
2023). The disinformation industry has evolved into a highly organized sector, with spe-
cialized agencies and consultants designing and executing large-scale campaigns. Many
of these agencies rely on economically vulnerable workers, a factor that exacerbates re-
cruitment efforts during periods of economic downturn (Berger et al., 2024).

In the past years, Al has emerged as a transformative force in the production and dissem-
ination of disinformation, significantly intensifying both the scale and sophistication of
such campaigns. By enabling the automated generation of text, imagery, and video that
closely mimics authentic human communication, Al reduces the barriers to producing
persuasive and deceptive content (Zhao et al., 2025). This technological capacity facili-
tates the widespread diffusion of false information, particularly across social media plat-
forms, as seen during the COVID-19 pandemic, where Al-driven content contributed to
the erosion of public trust in health communication (Germani et al., 2024; Menz et al.,
2024). A particularly salient manifestation of this threat is the advent of deepfakes — syn-
thetic media created using Al techniques that produce highly realistic yet fabricated au-
dio-visual material (Masood et al., 2023). These tools not only distort public perception
but also complicate efforts to verify information, posing significant challenges to demo-
cratic institutions and media integrity (Godulla et al., 2021; Vaccari & Chadwick, 2020).
As Al technologies become increasingly advanced and accessible, they facilitate the rapid
and large-scale dissemination of disinformation, heightening already existing concerns
regarding political manipulation, societal polarization, and the destabilization of public
discourse (Spitale et al., 2023).

Building on these concerns, the widespread use of Al-generated content — particularly
deepfakes — further undermines trust in traditional media sources by accelerating the flow
of disinformation and complicating the task of verifying authenticity (Keller et al., 2024).
Therefore, addressing the threat that disinformation poses to information integrity re-
quires the development of robust identification techniques and policies aimed at mitigat-
ing its spread. However, such measures can only be effective if they are informed by a
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deeper understanding of the nature and scope of disinformation itself (Fallis, 2015).
Moreover, while technological advancements have reshaped the ways in which disinfor-
mation spreads, they also offer promising solutions for mitigating its impact (Schreiber
et al., 2021). While no single approach can fully address the problem, technical interven-
tions — such as algorithmic detection, content authentication, and fact-checking automa-
tion — play a crucial role in reducing the reach and influence of false information. To
maximize their effectiveness, these solutions should be integrated into broader interdis-
ciplinary strategies that account for social, political, and economic dimensions (Washing-
ton & Kuo, 2020).

2.1.2 Malign Actors in the Disinformation Ecosystem

Disinformation campaigns involve a diverse array of actors, each contributing to the pro-
duction, dissemination, and amplification of false narratives. These actors can be catego-
rized into distinct typologies based on their motivations, strategies, and affiliations
(Zhang et al., 2021). Due to the deceptive nature of disinformation, direct inquiry into its
producers is inherently challenging, as those engaged in such activities often seek to con-
ceal their identities (Guess & Lyons, 2020). This opacity complicates efforts to trace the
origins and objectives of disinformation campaigns, highlighting the need for a structured
understanding of the various actors involved. To address this analytical need, this sub-
chapter is visually anchored by an original network graph (Figure 5), which conceptual-
izes the actor landscape of disinformation as a web of interconnected and, in many cases,
covertly coordinated entities. This integrated visualization serves two key purposes: First,
it surfaces the often-hidden architecture of disinformation networks; second, it provides
a heuristic framework through which the typologies discussed in the remainder of this
section can be understood relationally rather than in isolation. As such, the figure is in-
tended to make explicit the multi-nodal and dynamic nature of contemporary disinfor-
mation, helping readers grasp not only who the actors are, but also sow they may be con-
nected in diffuse, indirect, or hybridized ways.

State-sponsored and State-affiliated Actors. State-affiliated actors are central to modern
disinformation ecosystems, often pursuing national security, political, or economic ob-
jectives (Mirza et al., 2023). These actors leverage state resources to shape public dis-
course, influence foreign electorates, and destabilize adversaries. A key subset of these
actors includes ‘cyber troops’ (Bradshaw & Howard, 2017; Woolley & Howard, 2016).
Prominent cases include Russia’s Internet Research Agency (IRA) and China’s state-con-
trolled disinformation efforts, both of which have sought to disrupt democratic processes,
foster division, and promote authoritarian narratives (Colomina et al., 2021; Pamment,
2020).
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Political Actors. Political disinformation is frequently deployed by actors with direct or
indirect affiliations to domestic political entities, seeking electoral advantages or broader
ideological dominance (Mirza et al., 2023). Such campaigns exploit sociopolitical cleav-
ages, deepen polarization, and erode democratic trust (Hameleers, 2023). During election
cycles, disinformation serves to discredit opponents, manipulate voter perceptions, and
mobilize partisan support. These tactics are utilized across the political spectrum, with
both right- and (radical) left-wing movements weaponizing disinformation for strategic
gains (Egelhofer & Lecheler, 2019; Nikolov et al., 2021). Examples include manipulated
media content, deepfakes, and coordinated inauthentic behavior aimed at swaying public
sentiment.

Corporate and Commercial Actors. Disinformation campaigns are not solely politically
motivated; corporate actors also engage in deceptive practices to protect brand reputations
or enhance financial interests (Mirza et al., 2023). Historical examples include fossil fuel
companies funding disinformation to downplay climate change risks (Mulvey et al.,
2015). Similarly, hyper-partisan and alternative media outlets frequently amplify mis-
leading content to maximize user engagement and advertising revenue (Hameleers,
2023). The profit-driven model of digital platforms further incentivizes the spread of sen-
sationalist and misleading narratives (Munn, 2020).

Ideological and Activist Actors. Individuals and groups motivated by ideological, reli-
gious, or normative beliefs significantly contribute to disinformation ecosystems. These
actors deploy emotionally charged and misleading narratives to advance their agendas
(Hamm, 2020; Mirza et al., 2023). Conspiracy movements such as QAnon and anti-vac-
cination networks exemplify how disinformation can be systematically produced and
propagated for ideological influence (Mirza et al., 2023). The COVID-19 pandemic illus-
trated how crises can be exploited to spread falsehoods, such as disinformation surround-
ing 5G technology or vaccine safety (Hamm, 2020). These actors often operate within
echo chambers that reinforce their beliefs and increase their influence over susceptible
audiences.

Media and Social Media Actors. Social media platforms and their algorithms play a piv-
otal role in the amplification of disinformation (Catering, 2018; Colomina et al., 2021;
Lukito, 2020). Algorithmic ranking systems prioritize engagement-driven content, often
at the expense of accuracy, thereby facilitating the viral spread of misleading narratives
(Hameleers, 2023). Individual influencers, fringe networks, and opinion leaders further
contribute to this phenomenon, either for financial gain or ideological purposes (Hamm,
2020). The participatory nature of digital media fosters an environment where both inten-
tional and unintentional disinformation thrives (Guess & Lyons, 2020). This dynamic is
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further reinforced by the profit-oriented business models of digital platforms, where emo-
tionally charged and sensationalist content generates higher user engagement, increased
advertising reach, and ultimately greater financial returns (Munn, 2020).

Non-state Networks and Individual Actors. Decentralized networks and independent ac-
tors frequently play a role in disinformation dissemination. Troll farms and bot networks
amplify false narratives at scale, while individual actors monetize sensational content
through ad revenue or social media virality (Colomina et al., 2021; Mirza et al., 2023).
Some individuals engage in disinformation campaigns for personal amusement, disre-
garding societal consequences (Marwick & Lewis, 2017). The early stages of the COVID-
19 pandemic highlighted how opportunistic actors exploited information gaps to spread
harmful narratives, often unchecked by platform moderation policies (Mirza et al., 2023).

Hybrid and Networked Actors. Disinformation campaigns frequently exhibit a hybridized
nature, involving coordination among multiple actors operating across platforms (Bont-
cheva & Posetti, 2020). Coordinated inauthentic behavior — such as state-sponsored cam-
paigns revealed by Facebook — demonstrates how governments, political entities, and pri-
vate consultancy firms collaborate to achieve shared objectives (Colomina et al., 2021).
These campaigns integrate diverse actors, including bots, influencers, and grassroots par-
ticipants, complicating mitigation efforts and obscuring the origins and intentions of dis-
information operations (Hameleers, 2023). The increasingly sophisticated networked na-
ture of these activities underscores the necessity of interdisciplinary approaches to
detection and counteraction.

Figure 5 illustrates the complex web of influence and possible collaboration among the
various actors involved in disinformation campaigns. The arrows depict the directional
flow of these interactions, revealing how different entities shape and amplify misleading
narratives. For instance, state actors may exert control over media actors by managing
state-affiliated outlets and disseminating propaganda, while political actors may strategi-
cally engage corporate actors, such as PR firms, to craft and spread persuasive disinfor-
mation. Media actors further amplify content from non-state actors, often propelled by
algorithmic promotion and virality, increasing its reach and impact. Meanwhile, hybrid
and coordinated actors bridge multiple categories, demonstrating how disinformation ef-
forts frequently involve a mix of governmental, political, commercial, and ideological
players. These interconnections are reinforced by attention-based digital environments,
where engagement itself functions as a valuable resource. By mapping these relation-
ships, the figure highlights the deeply networked nature of modern disinformation cam-
paigns, where various stakeholders contribute to producing and disseminating false or
misleading information.

22



2 Theoretical Background

State Actors
) i
gy q
. Promote ideology Ideological
Corporate Advertise /Sponsor Media ors
Actors Actors Act
5 Q
= £
Co g 6%
J‘.-Jﬁor,-" ™ o % " i
© Wiy % F s
%, & & et
% - k-] & o
/')Z@ ﬁ\_m\\“‘ _‘9.?
%, et F
i NS S
Hybrid and ;3‘:;
Political Collaborate with Coordinated 7, 5
£ =
Actors Actors % H
% =
Y =
E
2, -
CI{"JFJ,.’
I
Non-state

Actors

Figure 5. Network graph of disinformation actor relationships.

A comprehensive understanding of the actors involved in disinformation campaigns is
essential for developing effective countermeasures. While state-sponsored actors remain
prominent, non-state entities, commercial interests, and decentralized networks also con-
tribute to the complexity of the disinformation landscape. Addressing this challenge re-
quires a multi-stakeholder approach that integrates technological, regulatory, and educa-
tional strategies to mitigate the harmful effects of disinformation on democratic societies.

2.1.3 Platform Design and the Fragmentation of Public Discourse

In the digital age, the role of online platforms in shaping public discourse has become
increasingly complex. While social media was initially heralded as a democratizing force,
enabling broad participation in political and social debates, it has also become a conduit
for the rapid spread of disinformation. The rise of algorithmic content curation, audience
fragmentation, and monetizing strategies has created an environment where misleading
information can thrive and propagate with unprecedented speed. Understanding how dig-
ital platforms contribute to the amplification and resilience of disinformation is crucial to
addressing the broader challenges contemporary information ecosystems pose.

Bennett and Pfetsch (2018) characterize the current era of political communication as one
marked by disrupted public spheres, where social media plays a central role in fracturing
public debate. A recent report on the democratic governance of digital platforms identifies
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key issues, including the large-scale amplification of disinformation and the emergence
of echo chambers (Diaz Ruiz, 2023). One mechanism that facilitates these phenomena is
decontextualization, which occurs when a message is reproduced in a different conversa-
tional context without its original framing. This process is exacerbated by the decentral-
ized nature of online communication infrastructures, where networks can fork conversa-
tions, creating fragmented publics (Krafft & Donovan, 2020). While decentralization was
initially championed as a foundational value of web architecture, it has increasingly been
exploited by disinformation agents who use it to filter dissent and deploy computational
propaganda across platforms. This ability to evade scrutiny by shifting conversations into
new, isolated contexts makes disinformation particularly resilient (Krafft & Donovan,
2020).

Both state and non-state actors leverage online platforms to manufacture consensus, ma-
nipulate public opinion, and suppress ideological opposition (Mirza et al., 2023). The
platform filtering effect enables disinformation agents to exploit fragmented conversa-
tional contexts, allowing disinformation to persist unchallenged. Even when rational dis-
course exposes falsehoods in one setting, those debunked narratives can be repackaged
and redistributed into new, less critical spaces (Krafft & Donovan, 2020). Empirical evi-
dence further supports the significance of cross-platform content circulation: approxi-
mately one-third of tweets in Starbird and Wilson’s (2020) dataset contained links to ex-
ternal domains, often leading to other social media platforms, thereby reinforcing the
interconnected nature of disinformation dissemination.

The emergence of disinformation has prompted debates on social platforms’ accountabil-
ity, leading to governmental demands for algorithmic interventions to detect and margin-
alize manipulative content (De Blasio & Selva, 2021). This shift in responsibility from
journalistic sources to digital platforms underscores the structural vulnerabilities of the
attention economy. Benkler et al. (2018) attribute the success of disinformation cam-
paigns, in part, to social media’s economic model, which prioritizes engagement-driven
virality. This marks a stark departure from earlier narratives that celebrated the democra-
tizing potential of digital media (Howard & Hussain, 2013).

Although social media companies are not necessarily originators of disinformation, they
act as gatekeepers and amplifiers, influencing its reach and impact (Kim et al., 2018).
Audience fragmentation, monetization incentives, and data extraction intensify the con-
ditions for disinformation proliferation, as digital platforms profit from highly engaging
content (Diaz Ruiz, 2023). The commercial logic of these platforms differs fundamentally
from journalistic gatekeeping in quality press, as financial incentives often reward sensa-
tionalism over accuracy (Hameleers, 2023). Content creators, influencers, and digital
marketers adapt to these dynamics, employing attention-hacking techniques to maximize
engagement, which in turn fuels the virality of clickbait and polarizing content (Tellis et
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al., 2019). The financial motivation behind disinformation is well-documented: media
studies have consistently found that the spread of falsehoods is financially lucrative
(Braun & Eklund, 2019). Facebook’s own internal reports revealed that its advertising
algorithms were leveraged to segment users into ideological micro-communities for tar-
geted political messaging — a strategy infamously exploited by Cambridge Analytica
(Walker et al., 2019).

Disinformation campaigns often originate in fringe online spaces such as 4chan and
8chan, where anonymous users develop and amplify politically motivated conspiracy the-
ories (Guess & Lyons, 2020). A key tactic in disinformation dissemination is trading up
the chain, whereby narratives emerge in obscure forums before being deliberately esca-
lated to more mainstream platforms and media outlets (Krafft & Donovan, 2020). This
process illustrates that disinformation is not merely a byproduct of identity affirmation
but rather an intentional strategy to manipulate the broader media ecosystem. Unique fea-
tures of platforms like S5chan, where threads are ephemeral and constantly regenerated,
facilitate narrative reframing, allowing disinformation actors to reshape discourse dynam-
ically (Krafft & Donovan, 2020). These sites operate as interconnected networks, rein-
forcing and amplifying each other’s content. Ultimately, mainstream social media plat-
forms (X, Facebook, YouTube) serve as conduits for disinformation’s expansion into
broader public discourse (Guess & Lyons, 2020).

The design of social media platforms is a crucial factor in amplifying disinformation.
Strategic design choices, such as implementing tracking mechanisms to trace content mi-
gration across platforms, could mitigate some of the filtering effects that facilitate the
spread of disinformation (Krafft & Donovan, 2020). Starbird and Wilson (2020) empha-
size that researchers must adopt cross-platform approaches to fully understand disinfor-
mation campaigns, given their transmedia nature. While web decentralization allows for
distributed discourse, social media corporations centralize power by determining which
content is amplified or suppressed. This dual dynamic means that disinformation can be
both decentralized in its production and centralized in its reach. The case of 4chan illus-
trates how an authorless piece of content can gain authority by leveraging platform design
to filter out dissent while strategically moving up the chain to gain legitimacy (Krafft &
Donovan, 2020).

Recent developments in social media platform governance reveal a concerning pattern
where platform owners are increasingly wielding their considerable power to reshape in-
formation flows under the banner of “free speech.” This trend is exemplified by Elon
Musk’s transformation of Twitter into X (Center for Countering Digital Hate, 2024),
Mark Zuckerberg’s elimination of fact-checkers at Meta (McMahon et al., 2025), and
Donald Trump’s creation of Truth Social following his de-platforming on Twitter (Zhang
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et al., 2024). These shifts represent a significant departure from previous content moder-
ation approaches and raise profound questions about platform accountability, information
integrity, and democratic discourse in the digital public sphere. As long as the structure
of the web and social media platforms remains unchanged (or even changes for the
worse), disinformation campaigns will continue to scale. Not only have adversarial
groups learned to align within specific web communities, but they have also developed
strategies to exploit online communication infrastructures for audience expansion (Co-
lomina et al., 2021). Platforms, by design, provide fertile ground for the spread of false-
hoods, maximizing both reach and profitability (Hameleers, 2023). Given this landscape,
it is imperative that stakeholders — including technologists, designers, regulators, re-
searchers, and web users — push for reforms that integrate accountability, transparency,
justice, and co-design into platform governance
(Frey et al., 2019).

A multi-stakeholder model of co-regulation has been increasingly proposed, wherein plat-
form operators collaborate with non-governmental organizations to monitor and remove
harmful content while establishing standardized codes of practice (De Blasio & Selva,
2021). However, current platform interventions remain siloed, lacking the coordinated
efforts necessary to effectively counteract disinformation networks (Starbird & Wilson,
2020). Addressing this issue requires platforms to work together in identifying and miti-
gating disinformation campaigns across the entire digital ecosystem. Only through col-
lective action can we begin to dismantle the infrastructure that enables and sustains the
weaponization of digital media for disinformation purposes.

2.1.4 Individual Susceptibility to Disinformation

In the contemporary digital landscape, the rapid expansion of disinformation presents a
significant challenge to the ways in which individuals process and engage with infor-
mation. As the tools for producing and spreading information have become more sophis-
ticated, the ability to critically assess the veracity of content has grown more complex
(Appel & Doser, 2020). This changing environment has raised fundamental questions
about how information is consumed, interpreted, and trusted, making it essential to un-
derstand the factors that shape individuals’ susceptibility to disinformation.

2.1.4.1 Cognitive Heuristics in the Processing of Information

Humans, in their day-to-day cognitive processing, frequently rely on heuristics — mental
shortcuts that simplify decision-making processes (Metzger & Flanagin, 2013). While
these heuristics provide efficiency and reduce cognitive load, they often introduce sys-
tematic biases that can compromise the accuracy of judgments (Weber & Knorr, 2020).
Such cognitive distortions go back to the approach of motivated cognition, also known as
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motivated reasoning, in the scientific literature (Druckman & McGrath, 2019; Epley &
Gilovich, 2016; Kahan, 2015). It describes the linking and mutual influence of motivation
and cognition. When people prefer a certain result, their thought process is steered unno-
ticed in the desired direction by systematic errors when retrieving, constructing, or eval-
uating information. Through these heuristics, motivation (the preferred outcome) there-
fore influences people’s cognitions (the thought process) (Kunda, 1990).

One such heuristic is the availability bias, which leads individuals to overestimate the
likelihood of an event based on how easily instances of that event come to mind (Tversky
& Kahneman, 1974). This bias is particularly relevant in the context of disinformation,
where the repetitive exposure to misleading information on social media platforms makes
false narratives seem more plausible due to their heightened availability in one’s cognitive
environment (Thaler & Sunstein, 2008). The frequent repetition of disinformation can
give the impression of factual accuracy, even in the absence of objective corroboration.

Another pervasive cognitive bias is confirmation bias, prompting individuals to selec-
tively attend to information that aligns with their pre-existing beliefs while disregarding
evidence that challenges these beliefs (Kunda, 1990; Wason, 1960). In the context of dis-
information, confirmation bias plays a pivotal role in shaping individuals’ acceptance of
misleading content, particularly within politically polarized environments. Empirical
studies have demonstrated that individuals are more inclined to believe and share infor-
mation that conforms to their ideological orientations, regardless of the veracity of the
information (Kahan, 2017; Taber & Lodge, 2006). This bias not only facilitates the ac-
ceptance of disinformation but also fuels its propagation, as individuals are less likely to
engage critically with content that supports their worldview (Bronstein et al., 2018).

Additionally, the representative heuristic contributes to individuals’ susceptibility to dis-
information by fostering judgments based on perceived similarities between new infor-
mation and existing stereotypes or prototypes (Akert et al., 2008). In the case of disinfor-
mation, individuals may evaluate the plausibility of a narrative based on its emotional
appeal or how it aligns with their preconceptions, rather than engaging in a rigorous eval-
uation of its factual accuracy. This heuristic can result in individuals attributing greater
credibility to sensationalist or emotionally charged content, regardless of its truthfulness
(Weber & Knorr, 2020).

The hindsight bias, wherein individuals perceive outcomes as being more predictable af-
ter they have occurred (Christensen-Szalanski & Willham, 1991), further exacerbates the
challenge of combating disinformation. Following the debunking of false content, indi-
viduals may retrospectively assert that they had always known the information to be false,
reinforcing their confidence in their ability to accurately assess future claims. This bias
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may undermine the learning process, as individuals fail to critically reflect on the mech-
anisms that contributed to their initial acceptance.

Taken together, these heuristics illustrate how cognitive shortcuts, while useful for effi-
cient decision-making, simultaneously increase individuals’ vulnerability to disinfor-
mation by making misleading content appear more plausible, familiar, or aligned with
existing beliefs.

2.1.4.2 On the Need for Critical Thinking and Media Literacy

A crucial factor contributing to falling victim to information manipulation is the lack of
critical thinking skills, which are essential for navigating the complexities of the digital
media environment. As the volume of information individuals encounter has exponen-
tially increased in the digital age, the need for robust critical thinking has become para-
mount (Metzger & Flanagin, 2013). However, many individuals are ill-equipped to criti-
cally evaluate the vast array of content they encounter daily. Studies have demonstrated
that a lack of media literacy, defined as the ability to access, analyze, evaluate, and create
media in various forms (Aufderheide, 2018), is closely linked to an increased susceptibil-
ity to disinformation (Farag6 et al., 2023; Sirlin et al., 2021). Inadequate media literacy
hampers individuals’ ability to discern the credibility of sources and evaluate the reliabil-
ity of information, thereby facilitating the spread of disinformation (Kellner & Share,
2007).

Moreover, critical thinking, which involves reflective and reasoned analysis of infor-
mation, is integral to the development of media literacy. Research has shown that indi-
viduals who engage in more analytical thinking are less likely to fall prey to disinfor-
mation (Bronstein et al., 2018; Pennycook & Rand, 2018a). Consistent with the
assumptions underlying classical reasoning theory (Kohlberg, 1994), these findings un-
derscore the importance of fostering critical thinking skills, as individuals who actively
engage in thoughtful analysis are better equipped to evaluate the trustworthiness of infor-
mation and resist the persuasive influence of misleading content. Critical thinking enables
individuals to identify the biases and heuristics that shape their interpretation of infor-
mation, thus mitigating their susceptibility to manipulation (Guess et al., 2020; Pereira &
Moura, 2019). Unfortunately, many educational systems have yet to integrate media lit-
eracy and critical thinking into their curricula comprehensively (Mcdougall, 2019; Re-
boot Foundation, 2022). Without such training, subjects are left vulnerable to information
manipulation and ill-prepared to engage as informed, reflective citizens in a media-satu-
rated world.

Finally, the concept of third-person perception, wherein individuals believe that others
are more susceptible to media influence than themselves, further compounds the chal-
lenge of disinformation (Jang & Kim, 2018). This perceptual discrepancy often leads to

28



2 Theoretical Background

an overconfidence in one’s ability to resist misleading content, which can, in turn, dimin-
ish the motivation to critically evaluate media. Research has revealed that people tend to
overestimate the impact of disinformation on others while underestimating its potential
effect on their own judgments (Lazer et al., 2018). This false sense of immunity results
in a failure to recognize one’s own biases and susceptibility to disinformation, perpetuat-
ing the cycle of deceptive information.
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Figure 6. Factors of individual susceptibility to disinformation.

Addressing the challenge of manipulated information in this digital age necessitates a
multilayered response. Concluding this section, Figure 6 summarizes the different factors
that contribute to individual susceptibility to and, eventually, the successful spread of
disinformation, including cognitive biases, overconfidence, lack of critical thinking, and
insufficient media literacy. The figure illustrates this process through the metaphor of a
drop falling into water, where each ripple represents a factor that may amplify and extend
the reach of disinformation. Just as the concentric circles spread outward from a single
point of impact, these vulnerabilities interact in ways that allow deceptive content to ra-
diate further into the information environment. This visualization underscores that the
influence of disinformation is not static but expands dynamically, with each layer of sus-
ceptibility adding momentum to its diffusion. While cognitive heuristics and their result-
ing biases are deeply rooted in human cognition and thus relatively resistant to change, it
is the inflated confidence in one’s own ability to detect falsehoods and the underdevelop-
ment of critical thinking skills that offer more accessible levers for intervention. Notably,
these latter factors are not only more malleable but also more amenable to influence from
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external sources, such as educational programs, institutional policies, and platform-level
interventions. In this regard, media literacy education is pivotal in equipping individuals
with the critical skills necessary to assess the credibility and reliability of information
encountered online. Educational programs must focus not only on how to access and cre-
ate media but also on how to critically analyze the veracity of information, fostering a
more discerning public (Hobbs, 2017; IFLA, 2017). Critical thinking, as an integral com-
ponent of media literacy (Potter, 2013), helps individuals recognize the biases and heu-
ristics influencing their judgments, thereby enhancing their ability to discern fact from
fiction (Pereira & Moura, 2019). By incorporating media literacy and computational
thinking in and outside of school, we may better prepare individuals to navigate the com-
plexities of the digital media environment (SoB3dorf et al., 2024; Valtonen et al., 2019)
and participate in today’s society (Marten, 2010), as will be discussed in Chapter 10.

2.1.5 The Impact and Consequences of Disinformation

Disinformation has emerged as a pervasive threat to democratic stability, human rights,
and social cohesion (Berger et al., 2024). The rapid expansion of digital media and social
networking platforms has facilitated the widespread dissemination of misleading and ma-
nipulative content, amplifying its impact on political, economic, and societal structures
(Colomina et al., 2021; Khaled, 2022). By exploiting existing societal divisions, disinfor-
mation deepens political polarization, erodes trust in public institutions, and compromises
electoral integrity. Beyond its political implications, disinformation also poses risks to
public health, threatens economic stability, facilitates cybercrime, and exacerbates social
unrest. This section examines the multifaceted consequences of disinformation, highlight-
ing its role in shaping public perceptions, influencing decision-making, and challenging
the foundations of democratic governance.

Political Polarization. Disinformation campaigns significantly influence information
consumers, fostering polarization and thereby escalating societal tensions and instability.
Polarization has exacerbated discord over critical global issues, including social justice,
immigration, COVID-19 vaccines, Brexit, climate change, and Russia’s invasion of
Ukraine (French et al., 2024). Disinformation has infiltrated many, if not all, of the con-
tentious topics that drive societal divides, often fueling hostility and mistrust. The politi-
cal and social ramifications of disinformation-induced polarization can be severe, with
far-reaching consequences for governance, democratic stability, and public trust (Qureshi
et al., 2021). One of the most profound effects of disinformation is its ability to reinforce
ideological biases and create insular echo chambers that restrict exposure to diverse per-
spectives (French et al., 2024). Disinformation campaigns strategically target individuals
based on their pre-existing beliefs, deepening societal fractures and reducing the potential
for constructive dialogue. Empirical evidence indicates that over 40% of individuals
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worldwide express concern over disinformation’s role in amplifying polarization and en-
abling foreign interference in domestic political affairs (Colomina et al., 2021). Beyond
societal dissension, the consequences of polarization extend to organizations, where rep-
utational damage and perceived declines in institutional integrity have been reported as
direct outcomes of disinformation campaigns (Mody, 2020). One of the most striking
examples of polarization exacerbated by disinformation was the 2016 U.S. presidential
election. The combination of an increasingly partisan political climate and the prolifera-
tion of misleading content online facilitated the rapid dissemination of false narratives.
Reports indicate that in the five months preceding the election, approximately 25% of
shared political news on Twitter (now X) contained false or highly biased information
(Bovet & Makse, 2019). The persistence of disinformation in subsequent years further
eroded trust in democratic institutions, culminating in the violent storming of the U.S.
Capitol on January 6, 2021, following the 2020 U.S. election (Cellan-Jones, 2021). These
events underscore the profound impact of disinformation-driven polarization on demo-
cratic societies, necessitating a deeper understanding of its mechanisms and mitigation
strategies.

Undermining Democratic Institutions and Electoral Integrity. Disinformation presents a
profound threat to the integrity of democratic institutions and electoral processes. By fos-
tering confusion and skepticism about elections, it erodes public confidence in both elec-
toral systems and political institutions. Election interference can be understood as the
deployment of illegitimate and coercive tactics designed to manipulate public opinion and
voter choices, thereby undermining citizens’ capacity to exercise their political rights
freely (Colomina et al., 2021). A fundamental aspect of electoral integrity is the ability to
vote without undue influence, ensuring that freedoms of thought, opinion, and privacy
are upheld and that deceptive information does not distort political discourse. However,
numerous governments have engaged in disinformation campaigns that contravene these
democratic principles (French et al., 2024). Coordinated disinformation campaigns have
been implicated in several democratic elections, including the Brexit referendum in 2016,
the French presidential election in 2017, and the Mexican and Italian elections in 2018
(Rodriguez-Fernandez, 2019). These instances illustrate how deceptive narratives are
strategically employed to influence voter perceptions, sow distrust in political institutions,
and question the legitimacy of electoral outcomes. When disinformation successfully ma-
nipulates public opinion, it not only threatens electoral integrity but also diminishes over-
all confidence in democratic governance, leading to reduced political engagement and
increased susceptibility to populist rhetoric (Hooghe, 2018). A prominent example of
such influence occurred during the 2016 U.S. presidential election, where millions of in-
dividuals engaged with disinformation from unreliable sources on social media (Silver-
man, 2016). Observers have argued that fabricated news stories may have influenced
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electoral outcomes and contributed to Donald Trump’s victory (Parkinson, 2016). Re-
search suggests that some of this disinformation was intentionally disseminated on social
media to shape voter behavior (Allcott & Gentzkow, 2017; Shane, 2017). The spread of
false information persisted into the 2020 U.S. election, further exacerbating political po-
larization. In response, third-party fact-checking organizations and dedicated platforms
were established to help citizens discern credible election news from deceptive content
(O’Sullivan et al., 2021). Despite these efforts, disinformation continued to deepen parti-
san divisions, with supporters of Donald Trump and his opponent, Joe Biden, entrenched
in opposing narratives. The consequences of disinformation extended beyond the elec-
toral process. As stated in the previous section, the culmination of these divisions became
evident in the storming of the U.S. Capitol, intended to disrupt the certification of Presi-
dent-elect Joe Biden’s victory. The attack, driven in part by disinformation-fueled narra-
tives about election fraud, resulted in fatalities, injuries, and extensive damage to both
public property and public confidence in democratic institutions (Cellan-Jones, 2021;
French et al., 2024).

Erosion of Trust in Media and Public Institutions. A further significant consequence of
disinformation is the erosion of trust in mainstream media and public institutions. Empir-
ical research indicates that exposure to false or misleading information undermines con-
fidence in key democratic institutions, including governments, parliaments, courts, and
the processes that sustain them, while weakening trust in public figures, journalists, and
independent media (Berger et al., 2024). Disinformation campaigns frequently exploit
this vulnerability by discrediting professional journalism, often accusing it of bias, collu-
sion, or misinformation, thereby reinforcing skepticism toward traditional news sources
(Ognyanova et al., 2020). The decline in media trust has facilitated the expansion of al-
ternative news ecosystems, which frequently lack editorial oversight and prioritize sen-
sationalism to maximize audience engagement (Berger et al., 2024; Colomina et al.,
2021). Research suggests that while disinformation generally decreases trust in the media,
it can paradoxically bolster trust in government institutions when political narratives align
with an individual’s ideological leanings (Ognyanova et al., 2020). This dynamic under-
scores the complex and often contradictory ways in which disinformation reshapes public
perceptions, ultimately undermining democratic accountability. The content and framing
of disinformation play a crucial role in shaping public trust. Sensationalized and scandal-
driven narratives, characteristic both of disinformation and certain tabloid-style reporting,
have been shown to erode trust in news organizations (Hopmann et al., 2015; Ladd, 2011).
Fraudulent information not only directly undermines the credibility of the press by alleg-
ing bias and incompetence but also does so indirectly by contradicting widely accepted
claims from reputable media sources. Furthermore, the mere presence of disinformation
that mimics legitimate journalism contributes to public skepticism about news media as
a whole (Ognyanova et al., 2020). The impact of disinformation extends beyond media
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trust, affecting confidence in political institutions with profound implications for demo-
cratic engagement. Public trust in government shapes civic and electoral behavior, with
disillusioned citizens more likely to disengage from politics and public discourse as a
reaction to perceived institutional failure (Hooghe, 2018). While dissatisfaction with gov-
ernance can sometimes drive civic mobilization, prolonged cynicism and institutional
mistrust may lead to political disengagement. The extent to which disinformation erodes
trust in political institutions is contingent upon several factors, including the ideological
orientation of media sources, the predispositions of individuals consuming the content,
and the political context in which such narratives circulate (Ognyanova et al., 2020). Ad-
ditionally, the characteristics of disinformation evolve over time, potentially altering its
impact on public trust.

Human Rights Violations. The dissemination of false information has significant impli-
cations for human rights, as disinformation can infringe upon fundamental freedoms, in-
cluding the right to freedom of thought, privacy, and access to accurate information (Co-
lomina et al., 2021). The right to freedom of thought encompasses protection against
covert manipulation of beliefs and opinions; however, disinformation campaigns fre-
quently exploit psychological biases to influence public perception without individuals’
awareness (French et al., 2024). Furthermore, privacy violations arise when personal data
is harvested for microtargeting, enabling the spread of tailored disinformation that under-
mines individual autonomy and informed decision-making (Colomina et al., 2021). Be-
yond its impact on individuals, disinformation also threatens social cohesion by fostering
division and intolerance. The strategic dissemination of false or distorted information tar-
geting specific social groups reinforces exclusionary narratives, solidifying the perception
of an ‘out-group’ and exacerbating the societal marginalization of certain groups. Re-
search suggests that disinformation can influence public attitudes toward marginalized
communities, particularly migrant populations, by shaping perceptions of their legitimacy
and social integration (Szakacs & Bognar, 2021). The far-reaching consequences of dis-
information on human rights underscore the urgency of addressing its proliferation. By
manipulating public discourse, eroding privacy, and fostering social divisions, disinfor-
mation not only undermines democratic institutions but also poses direct risks to individ-
ual and collective well-being.

Public Health Risks. In highly polarized environments, particularly during periods of in-
security, individuals are more likely to seek out information that aligns with their preex-
isting beliefs or political ideology (Weismueller et al., 2024). This tendency was evident
during the COVID-19 pandemic, as individuals who harbored historical mistrust toward
vaccines gravitated toward sources promoting dubious or unverified alternatives (Modgil
et al., 2021). The pandemic underscored the critical role of media as a primary source of
health-related information. However, the widespread circulation of false or misleading
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content, often disguised as legitimate disease prevention and control strategies, contrib-
uted to an overload of disinformation. This, in turn, influenced public behavior and health
outcomes, leading to increased social unrest, distrust, and even violent incidents, includ-
ing attacks on healthcare professionals (Moscadelli et al., 2020). Moreover, the COVID-
19 pandemic starkly illustrated the potentially fatal consequences of health-related disin-
formation. In Iran, for instance, false news about alcohol as a supposed cure for COVID-
19 led to approximately 800 deaths and the hospitalization of nearly 6000 individuals due
to methanol poisoning (Hassanian-Moghaddam et al., 2020).

Beyond its societal consequences, the proliferation of disinformation has profound impli-
cations for mental health. Exposure to misleading or alarmist health narratives has been
linked to heightened anxiety, depression, and emotional exhaustion (Lin et al., 2020).
Additionally, the spread of false information fosters public panic and undermines confi-
dence in scientific institutions, further exacerbating public health crises (Rocha et al.,
2021). The psychological effects of disinformation extend beyond general distress, con-
tributing to specific symptoms such as fatigue, anger, and insomnia (Islam et al., 2020;
Radwan et al., 2020; Secosan et al., 2020). These developments highlight the broader
consequences of disinformation for public health, particularly in crisis situations. The in-
terplay between disinformation, public perception, and institutional trust can shape both
individual health behaviors and collective responses to health emergencies. As false in-
formation continues to circulate in digital and traditional media, its potential to influence
health-related decision-making and exacerbate public anxiety remains a pressing concern
in contemporary societies.

Digital Violence and Hate Speech. Disinformation is frequently intertwined with online
hate speech and digital violence, amplifying social divisions and aggravating harm
against vulnerable communities. The deliberate dissemination of false information target-
ing minority groups has fueled xenophobia, racism, and discrimination, particularly dur-
ing periods of crisis (Ognyanova et al., 2020). For example, during the COVID-19 pan-
demic, Roma communities were unjustly scapegoated for spreading the virus in parts of
Europe, resulting in discriminatory policies and heightened social stigmatization (Szakacs
& Bognar, 2021). Similarly, coordinated hate speech campaigns have contributed to acts
of violence against minorities and human rights defenders, demonstrating the broader so-
cietal risks associated with digital disinformation (Colomina et al., 2021). The concept of
cyber-violence encompasses a spectrum of coercive and abusive behaviors, including cy-
berstalking, social media harassment, and the non-consensual dissemination of intimate
images. Perpetrators of digital violence include both state and non-state actors, as well as
private individuals and organized groups (Colomina et al., 2021). The proliferation of
disinformation has intensified these forms of online aggression, with digital tools increas-
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ingly used to harass, intimidate, and manipulate individuals (French et al., 2024). Gov-
ernments, political entities, and other interest groups exploit social media to discredit op-
ponents, circulate defamatory narratives, and incite targeted online harassment. The con-
vergence of disinformation, hate speech, and digital violence emphasizes the complex
challenges posed by online manipulation. As digital platforms continue to serve as con-
duits for harmful content, the interaction between disinformation and online aggression
raises pressing concerns about the social and political ramifications of scarcely regulated
digital spaces.

Threats to Cybersecurity. As digital platforms become increasingly central to public dis-
course, disinformation has emerged as a significant cybersecurity threat. Malicious ac-
tors, including state-sponsored entities, strategically employ disinformation as a tool of
cyber warfare to destabilize governments and manipulate international relations (Petratos,
2021). Cyber-enabled disinformation campaigns have targeted critical infrastructure, fi-
nancial markets, businesses, and national security institutions, often causing considerable
disruption (French et al., 2024). By spreading misleading narratives, adversaries can
erode public trust in governmental and economic systems, thereby weakening national
stability. Beyond its role in geopolitical conflicts, disinformation is increasingly exploited
for cybercriminal activities. Cybercriminals utilize deceptive tactics such as phishing
scams, fraudulent advertisements, and fabricated news stories to manipulate individuals
and exploit financial systems (Khaled, 2022). These schemes not only facilitate financial
fraud but also compromise personal data security, contributing to broader concerns re-
garding digital safety and sovereignty. The erosion of control over national information
infrastructures and the manipulation of digital public spheres by foreign or anonymous
actors pose significant challenges to a state’s ability to protect its digital territory and
maintain informational autonomy (Kachelmann & Reiners, 2023). The intersection of
disinformation and cybersecurity highlights the evolving nature of digital threats. As
online disinformation tactics become more sophisticated, their implications extend be-
yond political manipulation to encompass economic vulnerabilities and individual data
protection. This underscores the growing need to address disinformation as both an infor-
mational and a cybersecurity challenge.

Economic Damage. The relationship between disinformation and corporate communica-
tion has not been explored as extensively as its impact on institutional and political dis-
course (Rodriguez-Fernandez, 2019). However, in the digital economy, companies in-
creasingly exploit disinformation to enhance their online presence and gain a competitive
edge. In the short term, such strategies are often aimed at increasing social media engage-
ment and improving brand visibility. A common tactic involves manipulating consumer
reviews on platforms such as Amazon and TripAdvisor, where fabricated testimonials
artificially enhance a company’s reputation and influence purchasing decisions
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(Rodriguez-Fernandez, 2019). The fabrication of online reviews has evolved into a struc-
tured industry, with specialized firms offering deceptive promotional services. For in-
stance, in 2013, it was revealed that Samsung had paid Taiwanese bloggers and students
to produce misleading content, discrediting its competitor, HTC (Fiorenza et al., 2018).
While efforts have been made to develop tools capable of detecting fraudulent content,
the prevalence of digital disinformation continues to shape consumer opinions. These de-
ceptive practices reveal the broader economic implications of disinformation. Beyond
reputational manipulation, the widespread use of misleading corporate strategies raises

ethical concerns and challenges the integrity of digital marketplaces.
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Figure 7. Overview of disinformation’s consequences.

The pervasive influence of disinformation underlines its role as a destabilizing force in
modern societies (see Figure 7). From deepening political polarization and eroding trust
in democratic institutions to facilitating cyber threats and economic deception, disinfor-
mation extends beyond the digital sphere to shape real-world outcomes. The entangle-
ment of false information with hate speech, digital violence, and electoral manipulation
illustrates the complexity of contemporary information warfare, where disinformation
serves as both a tool of influence and a catalyst for societal fragmentation. Moreover, its
economic implications — ranging from corporate disinformation to fraudulent market
practices — highlight the extent to which deception is embedded within digital economies.
As regulatory measures and counter-disinformation strategies continue to evolve, under-
standing the mechanisms and consequences of disinformation remains crucial for ad-
dressing its threats to democracy, social cohesion, and institutional integrity.
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2.2 Combating Disinformation in the Age of Artificial
Intelligence

Addressing the proliferation of disinformation requires a multifaceted approach that inte-
grates technological innovation, regulatory frameworks, and strategies to foster civic en-
gagement. Al has emerged as both a contributing factor and a potential solution to the
spread of disinformation. While Al-driven technologies can be exploited to generate and
disseminate misleading information, they also offer robust tools for detecting, mitigating,
and preventing the spread of falsehoods. Nonetheless, the application of Al in counter-
acting disinformation raises profound ethical and practical challenges, particularly in re-
lation to issues of transparency, accountability, and the reliability of automated systems.
This chapter investigates key interventions and mitigation strategies in the battle against
disinformation, with a specific emphasis on the role of Al It explores structured frame-
works for counter-disinformation efforts, the deployment of Al-based detection technol-
ogies, and the significance of explainable Al (XAI) in promoting user trust and ensuring
system accountability. Through a detailed analysis of these approaches, this chapter seeks
to provide a thorough understanding of how Al can be responsibly employed to combat
disinformation, while also addressing challenges associated with its use.

2.2.1 Interventions and Mitigation Strategies

The spread of disinformation presents a complex and evolving challenge that demands a
multidisciplinary and systematic response. The DISARM Framework (DISARM, 2023)
provides a structured approach to categorizing the diverse strategies used to counter dis-
information. Building on this foundation, this section systematically organizes these
mechanisms into coherent categories and further enriches them with additional ap-
proaches identified in the literature. These strategies span multiple disciplines and objec-
tives, including regulatory interventions, technological solutions, and initiatives aimed at
fostering civic resilience and constructive discourse. By systematically classifying these
approaches, this section outlines key counter-disinformation efforts and their underlying
theoretical foundations. Despite their varied methodologies, these strategies can be orga-
nized into seven overarching categories (Figure 8), each reflecting distinct objectives and
mechanisms.
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Figure 8. Categories of intervention and mitigation strategies.

Regulatory and Institutional Measures. Formal governance and institutional oversight
play a critical role in mitigating disinformation. This category includes regulatory frame-
works designed to increase transparency on digital platforms, privacy legislation aimed
at curbing manipulative microtargeting, and initiatives to safeguard the independence of
free media (De Blasio & Selva, 2021). Strengthening trust in credible institutions is an-
other key component, as it ensures that reliable information sources remain accessible
and authoritative. Governments and digital platforms have adopted voluntary commit-
ments, such as the EU Code of Practice against Disinformation, to enhance transparency
and cooperation (European Court of Auditors, 2020; Hoxtell, 2023). However, enforce-
ment and monitoring remain significant challenges, often limiting the effectiveness of
these measures. Additionally, regulatory interventions risk unintended consequences,
such as censorship concerns or the concentration of power in regulatory bodies (European
Court of Auditors, 2020). The scalability of institutional measures largely depends on
international cooperation and the willingness of digital platforms to comply with evolving
governance frameworks (Hoxtell, 2023).

Preventive Education and Inoculation. Preventive strategies focus on equipping individ-
uals with the cognitive tools necessary to resist disinformation. Media literacy programs
serve as a foundational approach, enhancing critical thinking skills and empowering in-
dividuals to assess the credibility of online content (Lim & Tan, 2020; Schmitt et al.,
2020). These initiatives often emphasize source evaluation, fact-checking techniques, and
awareness of manipulative tactics. Complementing media literacy, inoculation-based
strategies preemptively expose individuals to weakened forms of disinformation, foster-
ing psychological resistance to disinformation tactics (Lewandowsky & van der Linden,
2021). Drawing from inoculation theory, which likens cognitive resistance to the immune
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system’s response to vaccines, these interventions introduce individuals to misleading
arguments in a controlled setting, allowing them to develop counterarguments (Compton,
2013; McGuire & Papageorgis, 1962). Empirical studies indicate that inoculation mes-
sages can effectively enhance resilience across various domains, including political and
health-related disinformation (Banas & Rains, 2010; van der Linden, 2019).

Promoting Healthy Communication and Narratives. Constructive discourse plays a cru-
cial role in mitigating the impact of disinformation. Strategies in this category focus on
fostering inclusive, identity-neutral narratives, promoting in-person engagement to re-
build social trust, and encouraging balanced representations of diverse perspectives.
These efforts seek to reduce societal fragmentation and cultivate a public sphere resilient
to divisive disinformation campaigns. A key mechanism in this domain is the strategic
use of social norms to counter disinformation. Research suggests that social influence can
discourage individuals from endorsing or disseminating false information by reinforcing
prevailing attitudes within a given community (Kozyreva et al., 2024). This approach
distinguishes between descriptive norms — which reflect the majority’s disapproval of
spreading disinformation — and inductive norms, which frame such actions as morally
unacceptable (Cialdini et al., 1991). By shaping normative beliefs about information-
sharing behavior, social norms interventions can contribute to reducing the spread of mis-
leading content (Kozyreva et al., 2024).

Strategic Planning and Infrastructure. Effective counter-disinformation efforts require
robust planning and infrastructure to enable rapid and coordinated responses to emerging
threats (Colomina et al., 2021). This category includes the development of intelligence
and monitoring frameworks, crisis response protocols, and mechanisms for identifying
systematic vulnerabilities in the information ecosystem (French et al., 2024). By strength-
ening institutional preparedness, these measures enhance resilience against both organic
and coordinated disinformation campaigns.

Public and Private Sector Collaboration. Given the interdisciplinary nature of disinfor-
mation challenges, cross-sector collaboration is essential. Effective countermeasures rely
on partnerships between governmental bodies, private entities, and civil society organi-
zations to facilitate detection, reporting, and enforcement mechanisms (Colomina et al.,
2021). International coalitions further enhance the scalability of interventions, ensuring a
unified response across jurisdictions. In addition to institutional efforts, research indicates
that citizens actively participate in identifying and correcting false information online,
demonstrating that disinformation is not only a challenge of dissemination but also one
of response (Golovchenko et al., 2018). This underscores the importance of collaborative
frameworks that integrate both top-down regulatory measures and grassroots corrective
actions.
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Strengthening Democratic Principles and Civic Resilience. Reinforcing trust in demo-
cratic institutions is a critical component of disinformation mitigation. This category en-
compasses initiatives such as civic education programs, the promotion of pro-democracy
narratives, and the strategic use of information as a tool for safeguarding liberal values
(French et al., 2024). By enhancing public confidence in democratic processes, these ef-
forts seek to reduce the susceptibility of target audiences to manipulative tactics employed
in disinformation campaigns. Empowerment-based approaches further strengthen civic
resilience by equipping individuals with the skills and knowledge necessary to evaluate
information critically. Research suggests that fostering political literacy and encouraging
engagement with credible news sources can mitigate the influence of false narratives
while promoting informed decision-making (Colomina et al., 2021).

Social Media-Specific Measures. Social media platforms play a central role in the spread
of disinformation (Shu et al., 2020a), making platform-specific interventions a crucial
component of counter-disinformation efforts. These measures include increasing trans-
parency in algorithmic decision-making, developing automated detection systems, and
establishing shared fact-checking databases. Additionally, privacy-focused initiatives,
such as offering paid alternatives to data-driven advertising models, aim to reduce the
financial incentives that contribute to disinformation proliferation. One widely debated
intervention is deplatforming — the removal or restriction of accounts that systematically
disseminate disinformation (Kleemann, 2024). While this strategy can effectively limit
the reach of disinformation campaigns, it often results in the migration of affected actors
to less regulated platforms (Hoxtell, 2023; Kleemann, 2024). Moreover, research suggests
that deplatforming can lead to short-term amplification effects, as removed content gains
increased visibility due to media attention (Kleemann, 2024). The long-term efficacy of
this approach remains subject to ongoing debate, particularly given the high costs of en-
forcement and the absence of a standardized cross-platform strategy (Hoxtell, 2023).

Beyond specific interventions, it is important to recognize higher-level conceptual ap-
proaches that guide the design of counter-disinformation efforts. Among these, prebunk-
ing and debunking represent two complementary strategies that respectively aim to pre-
vent and correct exposure to misleading information. Prebunking, or attitudinal
inoculation, aims to proactively expose individuals to weakened forms of disinformation,
equipping them with cognitive defenses before encountering manipulative narratives
(Lewandowsky & van der Linden, 2021). This approach has demonstrated efficacy in
reducing susceptibility to disinformation by fostering critical awareness (Tay et al., 2022).
Conversely, debunking involves the correction of false information after it has been dis-
seminated. Research indicates that effective debunking requires more than simple fact-
checking; it is most successful when it offers alternative explanations and highlights in-
consistencies within disinformation narratives (Lewandowsky & van der Linden, 2021).
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Studies suggest that corrections are more persuasive when delivered by trustworthy
sources, framed with explicit refutations, and supplemented with explanatory context
(Ecker & Antonio, 2021; Kendeou et al., 2019; Swire et al., 2017). Optimized debunking
formats that incorporate these principles have been shown to outperform standard fact-
checking approaches (Ecker & Antonio, 2021; MacFarlane et al., 2021). Despite advance-
ments in prebunking and debunking methodologies, the continued influence effect, where
disinformation persists even after correction, remains a significant challenge (Tay et al.,
2022). Further research is needed to refine corrective interventions and develop adaptive
strategies that address the evolving tactics of disinformation actors (Stray, 2019; Tay et
al., 2022).

While these typologies and interventions provide a foundation for combating disinfor-
mation, they also raise important challenges. Regulatory and corporate measures risk con-
solidating power in ways that undermine pluralism and freedom of expression (Colomina
et al., 2021). Similarly, interventions targeting algorithmic systems may inadvertently re-
inforce existing inequalities, as data-driven decision-making disproportionately affects
marginalized communities (Mensah, 2023). Although increased transparency can help
uncover algorithmic biases, it does not necessarily lead to equitable outcomes, particu-
larly for communities that already face visibility suppression or disproportionate content
moderation (Chaka, 2022).

A further challenge lies in assessing the effectiveness of different countermeasures
(Dowse & Bachmann, 2022). Despite growing empirical research, comparative evalua-
tions of prebunking, debunking, and regulatory interventions remain limited (Tay et al.,
2022). This lack of empirical clarity complicates the development of evidence-based
strategies, highlighting the need for ongoing interdisciplinary research. Ultimately, the
landscape of disinformation mitigation reflects the complexity of the challenge itself. Ef-
fective responses must balance accountability with freedom of expression, systemic re-
form with individual empowerment, and regulatory oversight with technological adapta-
bility. As disinformation tactics continue to evolve, so too must the strategies designed to
counter them.

2.2.2 Artificial Intelligence in Disinformation Mitigation

Artificial Intelligence (Al)-driven tools have become essential in the fight against disin-
formation, offering scalable solutions to the challenges posed by the rapid spread of false
content across social media platforms. These tools, grounded in machine learning (ML)
and deep learning (DL) algorithms, are increasingly deployed to detect and mitigate dis-
information, offering the potential for both large-scale detection and real-time interven-
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tion. This aligns with several categories outlined in the DISARM Framework, demon-
strating both their contributions and limitations within existing counter-disinformation
strategies. Al-based systems are particularly effective in enhancing social media-specific
measures by automating the detection and mitigation of false or manipulative content.
Given the vast volume of content circulating on digital platforms, manual detection is
both laborious and inefficient, making Al-driven automation essential (Abdullah All
Tanvir et al., 2019; Pérez-Rosas et al., 2018). Al models, particularly ML and DL algo-
rithms, excel at processing large datasets and identifying patterns much more quickly than
human experts (Aimeur et al., 2023). In addition, AI’s capacity to provide warnings and
contextual insights positions these tools as key components of preventive education and
inoculation, potentially advancing media literacy by alerting users to the presence of dis-
information (Bezzaoui et al., 2022). However, while Al tools offer significant advantages
in terms of scalability and speed, the integration of Al into counter-disinformation efforts
raises critical concerns regarding transparency, accountability, and the ethical implica-
tions of delegating such tasks to automated systems.

The challenge of disinformation, particularly in the digital era, illustrates the need for
advanced technological solutions. While manual detection remains possible, it requires
specialized expertise, significant time investment, and human resources. Furthermore,
psychological theories suggest that humans are not inherently adept at identifying false
information, as disinformation often targets cognitive biases, emotional vulnerabilities,
and pre-existing beliefs (Galli et al., 2022). This highlights a crucial limitation: humans
may inadvertently fall prey to the very mechanisms that disinformation seeks to exploit.
In this context, Al tools may become vital in offering a faster, more systematic approach
to combating disinformation.

Al has demonstrated significant efficacy in a myriad of classification tasks, including
image recognition, speech processing, and natural language analysis, rendering it a prom-
ising candidate for disinformation detection (Granik & Mesyura, 2017). The increasing
availability of large-scale datasets, coupled with advancements in computational capabil-
ities, has facilitated the refinement of ML and DL algorithms in distinguishing between
authentic and fabricated content. Prominent approaches include classical ML techniques
— such as decision trees, random forests, Naive Bayes, and support vector machines — as
well as more sophisticated DL architectures, including convolutional neural networks
(CNNs) and recurrent neural networks (RNNs) (Al-Asadi & Tasdemir, 2022). These
methodologies enable Al to identify textual and contextual markers indicative of false-
hoods with a degree of precision that surpasses traditional detection mechanisms.

Nevertheless, despite these technological strides, Al-based disinformation detection re-
mains fraught with challenges. Chief among these is the paucity of high-quality, repre-
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sentative datasets essential for training robust Al models (Nyow & Chua, 2019). The ef-
ficacy of Al in identifying disinformation is contingent upon access to extensive and di-
verse corpora that encapsulate various manifestations of disinformation (Deepak et al.,
2021; Hangloo & Arora, 2022; Lange & Lechterman, 2021). However, existing datasets
are often skewed towards genuine news, thereby impeding the model’s capacity to gen-
eralize effectively across different forms of deceptive content (Parthiban & Peter, 2022).
Moreover, the rapid evolution of online narratives renders many datasets obsolete, as
models trained on past instances of disinformation struggle to adapt to emergent tactics
and rhetorical strategies (Hakak et al., 2020). This challenge is further exacerbated by the
fact that early-stage news reports frequently lack contextual completeness, complicating
efforts to ascertain veracity (Agrawal et al., 2021).

To address the limitations posed by data scarcity and outdated corpora, researchers have
proposed several innovative strategies. One such approach involves the development of
dynamic knowledge bases that are continuously updated to reflect the most recent news
articles, thereby ensuring that AI models remain adaptable to evolving disinformation
tactics (Sharma et al., 2019). Additionally, synthetic datasets can serve as valuable sup-
plements to real-world data, mitigating privacy concerns while enhancing model robust-
ness (Shahid et al., 2022). Semi-automated methods for data curation, leveraging trusted
sources and verified fact-checking agencies, may further bolster dataset reliability.

In addition to dataset limitations, Al-driven detection is also susceptible to biases intro-
duced during data annotation and model training. The classification of news as ‘true’ or
‘false’ is often inherently subjective, particularly when addressing politically sensitive or
ideologically contentious topics (Gupta et al., 2022). Biases embedded within training
data can thus influence model outputs, potentially reinforcing existing disparities and
marginalizing alternative discursive communities (Lange & Lechterman, 2021). Ensuring
the fairness and impartiality of Al-based interventions necessitates ongoing scrutiny of
both training data and algorithmic decision-making processes.

Furthermore, the multifaceted nature of disinformation complicates Al-driven classifica-
tion efforts. Deceptive information does not exist as a monolithic construct but rather
manifests along a spectrum, encompassing outright fabrications, misleading interpreta-
tions, and selectively curated distortions of factual information (Hangloo & Arora, 2022).
The delineation between misinformation, disinformation, and malinformation remains in-
herently fluid, presenting a formidable challenge for Al models predicated on binary clas-
sifications. This ambiguity is particularly pronounced in politically charged contexts,
where the distinction between opinion, satire, and deliberate deception is often blurred
(Choudhary et al., 2021). Thus, refining Al methodologies to incorporate a more nuanced
understanding of deceptive content is paramount in enhancing detection accuracy.
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The refinement of feature selection and classifier mechanisms remains a critical avenue
for improving AI’s detection capabilities. Sentiment analysis, for instance, has emerged
as a powerful tool in identifying disinformation, as manipulative content often elicits
strong emotional responses such as fear, anger, or misplaced trust (Torgheh et al., 2021).
By analyzing the emotional and contextual underpinnings of deceptive content, Al mod-
els can effectively distinguish between disinformation and genuine news (Farhoudinia et
al., 2024). Additionally, hybrid detection systems — combining multiple ML and DL tech-
niques — can enhance model robustness, particularly in cases requiring multimodal anal-
ysis of textual, visual, and audio-based content (Shae & Tsai, 2019). The integration of
blockchain technology has also been proposed as a means of ensuring the verifiability of
news content, requiring peer-to-peer validation before publication (Aimeur et al., 2023;
Shahid et al., 2022).

Moreover, the contemporary disinformation landscape extends beyond text-based con-
tent, encompassing increasingly sophisticated multimodal fabrications, including manip-
ulated images, videos, and synthetic media (Swapna & Soniya, 2022). Traditional text-
based detection techniques are ill-equipped to contend with these emergent threats, ne-
cessitating the development of multimodal Al architectures capable of analyzing both
textual and visual elements in tandem. Emergent methodologies include GAN finger-
printing, adversarial Al defenses, and blockchain-based verification to track content au-
thenticity. However, research in this domain remains nascent, with a dearth of compre-
hensive multimodal datasets posing a significant impediment to progress (Akhtar, 2023).
The advent of deepfake technology and Al-generated synthetic media further exacerbates
these challenges, as it enables the seamless creation of hyper-realistic yet entirely ficti-
tious content, rendering conventional detection mechanisms increasingly obsolete (Gupta
et al., 2022).

The velocity with which disinformation propagates across digital platforms further com-
pounds the complexity of detection. Al systems must operate in real-time to curtail the
rapid dissemination of falsehoods before they attain widespread traction (Hangloo &
Arora, 2022). However, the computational demands associated with training and deploy-
ing Al models at scale often result in latency, diminishing their efficacy in responding to
nascent disinformation campaigns (Barrutia-Barreto et al., 2022). Optimizing Al archi-
tectures to enhance real-time detection capabilities is, therefore, imperative in mitigating
the temporal advantage leveraged by disinformation actors.

In addition to technical limitations, the integration of Al into disinformation detection
frameworks raises broader epistemological and ethical concerns. While Al models can
ascertain the probability of a given piece of content being false, their decision-making
processes frequently lack transparency. This opacity undermines public trust in auto-
mated systems, necessitating the adoption of explainable Al (XAI) methodologies that
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elucidate the rationale underlying algorithmic determinations (Bailer et al., 2021). By
fostering greater interpretability, XAl may enhance user confidence in Al-driven disin-
formation detection and facilitate more informed engagement with digital content
(Schmitt et al., 2024).

Integrating user-based information into Al detection models has demonstrated significant
potential in identifying the sources and dissemination patterns of disinformation. Features
such as account age, number of posts, follower networks, and social media behavior can
provide crucial indicators of disinformation campaigns (Deepak et al., 2021; Mridha et
al., 2021; Shahid et al., 2022). However, the use of such data introduces ethical concerns
regarding user privacy and data security, necessitating a balance between effective detec-
tion and individual rights (Shahid et al., 2022). Furthermore, Al models capable of veri-
fying the credibility of news authors and publishers may enhance trust by offering trans-
parency into content origins (Choudhary et al., 2021; Tanwar & Sharma, 2021).

Another fundamental challenge in Al-driven disinformation detection is ensuring cross-
national and cross-cultural consistency. Ensuring that Al models generalize effectively
across diverse sociocultural and linguistic contexts remains a persistent challenge, as
models trained on specific datasets may exhibit reduced efficacy when applied to novel
domains, such as political discourse or public health disinformation (Deepak et al., 2021).
Addressing these concerns requires a commitment to ethical Al development, emphasiz-
ing inclusivity, transparency, and accountability. Given the diverse sociopolitical land-
scapes and linguistic intricacies across different regions, Al models must be capable of
detecting disinformation in ways that transcend cultural and national boundaries. How-
ever, existing detection mechanisms often exhibit biases rooted in the datasets upon
which they are trained, which are frequently dominated by content from Western contexts
(Gupta et al., 2022). This discrepancy hinders the generalizability of Al models, as the
markers of disinformation may vary significantly depending on the sociocultural and po-
litical environment in which they emerge (Shu et al., 2020a). Moreover, in authoritarian
or politically polarized contexts, Al-based fact-checking tools risk being weaponized to
suppress dissenting voices, further complicating their ethical implementation (Colomina
etal., 2021).

Beyond linguistic and cultural inconsistencies, regulatory disparities between nations
pose additional hurdles to the effectiveness of Al-driven disinformation mitigation. While
some governments implement stringent content moderation policies, others adopt more
lenient or ambiguous regulatory frameworks, creating a fragmented approach to disinfor-
mation governance. The EU Digital Services Act (DSA) mandates transparency and ac-
countability in content moderation, affecting how Al-driven systems identify and mitigate
false content. In contrast, U.S. regulations, particularly Section 230 of the Communica-
tions Decency Act, continue to shield platforms from liability, raising debates over Al’s
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role in moderating disinformation. A notable risk is that restrictive interventions may in-
advertently push dissatisfied users towards alternative, less regulated platforms where
disinformation can propagate with even greater ease (Lange & Lechterman, 2021). Con-
sequently, a globally coordinated effort is necessary to ensure that Al-driven solutions
are not only technically robust but also socially and ethically attuned to the nuances of
different cultural and regulatory environments.

Besides its technical applications, Al presents significant opportunities for education and
research. One promising avenue is the use of gamification techniques to improve public
awareness of disinformation tactics, thereby fostering greater digital literacy and critical
engagement with online content (Bezzaoui et al., 2022; Sharma et al., 2019). By exposing
users to interactive simulations of disinformation campaigns, such interventions may re-
duce the susceptibility of individuals to manipulative narratives (Washington, 2023).

In the research domain, advancements in methodological approaches have the potential
to enhance the reproducibility and reliability of Al-driven disinformation detection.
Open-source tools, standardized experimental setups, and publicly accessible datasets can
facilitate the development of more rigorous and transparent evaluation frameworks
(Agrawal et al., 2021; Akhtar, 2023). Ensuring the reproducibility of results is particularly
crucial in this field, as inconsistencies in model performance can undermine the credibil-
ity of Al-based counter-disinformation initiatives.

Despite the promise of Al in combating disinformation, it is evident that the field remains
at an early stage, with significant challenges still outweighing the available solutions. A
dominant issue is the overemphasis on technical feasibility, often at the expense of ad-
dressing the broader social, political, and ethical dimensions of disinformation. As tech-
nological innovations frequently outpace regulatory frameworks and societal adaptation,
a cautious approach is necessary to ensure that Al-driven interventions do not inadvert-
ently exacerbate existing inequalities or contribute to the suppression of free expres-
sion.Moreover, the increasing sophistication of multimedia disinformation necessitates
the development of multimodal Al models capable of simultaneously analyzing text, im-
ages, and videos. As deepfake technology becomes more pervasive, traditional text-based
detection mechanisms will become increasingly inadequate (Swapna & Soniya, 2022).
Therefore, the evolution of Al-driven solutions must prioritize adaptability and real-time
responsiveness to effectively counteract emerging threats.

Social and ethical concerns, while often sidelined in technical discussions, must also be
central to future research endeavors. The potential of Al models to be weaponized for
surveillance or ideological gatekeeping underscores the necessity of transparency and ac-
countability in algorithmic decision-making. Efforts to enhance XAl methodologies may
help mitigate concerns regarding algorithmic opacity while fostering greater public trust
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in automated content moderation systems (Bailer et al., 2021). As research in this domain
advances, interdisciplinary collaboration between technologists, policymakers, and social
scientists will be vital in navigating the multifaceted landscape of Al-driven disinfor-
mation detection.

2.2.3 Enhancing Disinformation Detection with Explainable Artificial
Intelligence

As Al becomes increasingly integrated into various domains, understanding how users
interpret algorithmic features and comprehend algorithm-based systems is crucial (Shin
et al., 2020). Whenever individuals encounter algorithmic decision-making, they must
determine whether, how, and to what extent they trust Al-based services (Wolker & Pow-
ell, 2021). However, as Al systems grow more complex, they often function as ‘black
boxes’ (Figure 9), making their decision-making processes opaque to users (Castelvecchi,
2016). This opacity presents challenges, particularly for non-expert users who lack the
technical knowledge required to interpret Al-generated outcomes (Shin, 2021). The in-
creasing complexity of Al models results in diminished transparency, which can nega-
tively impact user trust and confidence in algorithmic decisions (Weitz et al., 2019).

Data Input Algorithmic Black Box Data Output

— )

Figure 9. The black box problem.

To address these concerns, explainable Al (XAI) has emerged as a crucial area of re-
search. XAl refers to machine learning and Al technologies that provide human-under-
standable justifications for their outputs or processes (Gunning et al., 2019; Meske &
Bunde, 2020). While there is no universally accepted definition of explainability in Al it
is generally conceptualized as the ability to articulate how an algorithm operates and why
it produces specific results (Arrieta et al., 2020; Weitz et al., 2019). Research indicates
that Al systems providing explanations enhance user confidence and foster trust in algo-
rithmic outcomes (Lipton, 2018; Rosenfeld & Richardson, 2019). Trust serves as a bond-
ing mechanism between humans and Al, playing a pivotal role in the development of
human-centered Al systems (Shin et al., 2020). Furthermore, the presence of explanations
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ensures Al accountability by making decisions more transparent, verifiable, and rule-
compliant (Shin, 2021).

Growing concerns regarding Al opacity have led to increasing regulatory pressure to en-
sure transparency in Al decision-making. The European Union (EU) has taken a signifi-
cant step in this direction through its Al Act, which outlines harmonized rules for Al.
Article 13, titled ‘Transparency and Provision of Information to Users’, mandates suffi-
cient transparency to enable providers and users to understand Al systems’ functions and
recommendations (Schmitt et al., 2024). Additionally, the ‘Right to Explanation’ estab-
lished under the General Data Protection Regulation (GDPR) has fueled efforts to develop
explainable and transparent Al models, emphasizing fairness, trust, and comprehensibil-
ity (Gongane et al., 2024). Despite notable advancements, concerns remain that explana-
tion methodologies primarily cater to Al experts while neglecting the needs of end-users
(Weitz et al., 2019). Thus, further research is necessary to enhance explainability methods
that are accessible and useful to non-expert users. In the context of combating disinfor-
mation, XAl plays a crucial role in fostering trust and reliability in Al-driven detection
systems (Schmitt et al., 2024). Given the EU Al Act’s mandate for incorporating mean-
ingful explanations into Al systems, ensuring transparency in disinformation detection is
imperative. However, defining what constitutes a ‘meaningful explanation’ remains chal-
lenging, as its scope and applicability vary across domains and tasks. XAl has demon-
strated significant potential in addressing disinformation by demystifying Al-based clas-
sification processes and enhancing public trust in automated detection systems (Longo et
al., 2024; Speith & Langer, 2023). A key aspect of XAl in this domain is its ability to
promote digital literacy and media accountability. By providing clear and comprehensible
explanations regarding why certain content is flagged as disinformation, XAl empowers
users to critically assess the information they consume, fostering a more informed and
discerning audience (Ngueajio et al., 2025). This is particularly relevant as Al-powered
fact-checking tools increasingly influence the way information is disseminated and veri-
fied in digital spaces.

Various techniques have been explored to enhance explainability in disinformation de-
tection. These include visualization-based explanations (Yang et al., 2019) and interactive
interfaces that allow users to interrogate Al decision-making processes (Chien et al.,
2022). Additionally, XAl-driven tools can highlight key textual components contributing
to Al predictions, thereby aiding users in assessing content credibility and increasing their
confidence in Al-based detection models (Rosso et al., 2024). Empirical research has
demonstrated that user performance in evaluating claims improves when exposed to ac-
curate Al explanations, which, in turn, strengthens their trust in Al-assisted fact-checking
(Mohseni et al., 2021). Moreover, explanations that provide an appropriate level of detail
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enhance the utility of Al systems in assessing news veracity, though they require addi-
tional time and cognitive effort from users (Linder et al., 2021).

The effectiveness of disinformation warnings is also influenced by the presence of expla-
nations. Epstein et al. (2022) found that explanations enhance the effectiveness of disin-
formation warnings, although they do not necessarily increase self-reported trust in the
warning labels. More broadly, Al assistance improves lay users’ performance in content
verification tasks, and when provided with free-text explanations, non-experts can
achieve accuracy levels comparable to those of experts (Schmitt et al., 2024). Despite
these advantages, the success of XAl in disinformation detection remains contingent upon
the quality and diversity of datasets used in training and implementation (Ngueajio et al.,
2025).

XAl is fundamental in addressing the challenges posed by the opacity of Al systems,
particularly in the domain of disinformation detection. As Al-driven detection tools be-
come more prevalent, ensuring transparency and explainability is essential to building
user trust, fostering media literacy, and promoting ethical Al deployment. Regulatory
frameworks such as the AI Act and GDPR have accelerated the push toward human-cen-
tric and transparent Al models (Pfeiffer et al., 2024), underscoring the importance of
providing meaningful explanations to end-users. Despite significant progress in XAl re-
search, challenges persist in designing explanations that are comprehensible and actiona-
ble for non-expert users.

In sum, this chapter has laid a comprehensive theoretical foundation for understanding
digital disinformation by integrating insights from IS research, cognitive psychology, and
sociotechnical studies. It has highlighted how technological infrastructures, platform de-
sign, and human cognitive mechanisms interact to facilitate the spread and impact of false
information. At the same time, it has shown that countering disinformation requires not
only technological solutions but also educational, regulatory, and societal interventions
that acknowledge these interdependencies. By systematically addressing the theoretical
foundations of this dissertation, this chapter lays the groundwork for subsequent empiri-
cal and design-oriented research, highlighting the value of interdisciplinary perspectives
that account for the complex interplay of human, technological, and sociopolitical factors
in digital disinformation.
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3 Navigating Democracy’s Challenges: A
Review of Research Projects on False
Information and Hate Speech?

3.1 Introduction

In recent years, society has experienced what can be considered a poly-crisis (Henig &
Knight, 2023) — while the climate crisis leads to natural hazards, there are multiple global
wars, such as the Russian invasion of Ukraine in 2022 and the Israel-Hamas war since
2023. Meanwhile, social media platforms are utilized to spread disinformation and hate
(Shahi et al., 2024). This might cause harm to society, e.g., due to false health advice,
such as in the COVID-19 pandemic (Naeem et al., 2021), placing our democracies under
significant strain. Further, hate speech poses risks for individuals psychologically (Bile-
wicz & Soral, 2020). Both issues relate to polarizing societies (Vasist et al., 2024) and,
therefore, constitute a threat to trust in society (Weinhardt et al., 2024).

To address the challenges facing the public sphere in the digital age, it is essential for
researchers to critically engage with the design, governance, and regulation of digital
platforms. This includes analyzing algorithmic biases, handling information manipula-
tion, fostering trust in digital artifacts, and proposing design principles that align with
democratic values. Today, however, large platform providers such as X (formerly Twit-
ter) increasingly restrict the possibility of researching platform mechanisms and collect-
ing data, thus making it more difficult for researchers to access the domain (Ledford,
2023). Suggesting the establishment of six research areas for Digital Democracy research,
Weinhardt et al. (2024) call for Information Systems (IS) researchers to engage in re-
search exploring how platforms influence human behavior and social cohesion in order
to recognize their broader impact beyond business models and interfaces. As networks
originally meant to inform and connect individuals are now increasingly being used to

2 This chapter comprises an article that was published by Isabel Bezzaoui, Kai Schewina and Georg Voronin
in the following outlet with the following title: Navigating Democracy’s Challenges: A Review of Re-
search Projects on False Information and Hate Speech. In Wirtschaftsinformatik 2024 Proceedings. 122,
2024. Note: Tables and figures were renamed, reformatted, and newly referenced to fit the structure of
the dissertation. Chapter and section numbering and respective cross-references were modified. Format-
ting and reference style were adapted and references were updated.
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spread hate and disinformation (Aimeur et al., 2023), interdisciplinary research across
Information Systems, Computer Science, Political Science, Sociology, Communication
Science, Law, and others has become crucial (Sample et al., 2020). Information Systems
researchers are called upon to prioritize transparency, inclusion, and literacy, focusing on
innovative ways to preserve and promote democracy (Weinhardt et al., 2024). To build
resilient democracies, research is essential in the areas of disinformation and hate speech
to identify mechanisms and evaluate countermeasures (Bennet & Livingston, 2018). One
research area introduced by Weinhardt et al. (2024) focuses on the foundation of demo-
cratic engagement: trust. It examines how various forms of misinformation, disinfor-
mation, malinformation, and hate speech influence the political landscape and trust.
Therefore, it is critical to assess and map out the current efforts within the discipline of
Information Systems research regarding the impact of these phenomena on democracy.
For this reason, we formulate the following research question:

RQ: How do current publicly funded research projects in Germany and the EU
address the impact of false information and hate speech on (digital) democracies,
and what gaps exist that information systems researchers can fill to enhance the

resilience of democratic societies in the digital age?

By understanding what research is currently being undertaken, we can identify gaps and
areas that require further exploration. This evaluation can help create future projects, en-
suring they address the most pressing issues and contribute effectively to preserving and
promoting democratic values in the digital age. Thus, we aim to provide an overview of
the current state of publicly funded research on these topics. To do so, we consider all
projects that are currently funded by the German Federal Ministry of Education and Re-
search (BMBF), the German Research Foundation (DFQG), and projects sponsored by the
European Union (EU). These three are among the most important sources of third-party
funding in Germany (Hornbostel, 2001). We identify several gaps in current research that
need to be addressed by federal and international organizations to ensure the resilience of
our democratic society.

The remainder of the chapter is structured as follows: Section 2 provides the theoretical
background, exploring the relevance of false information and hate speech in the context
of digital democracy. Section 3 details the methodology for systematically reviewing on-
going research projects. Section 4 presents the results, starting with a descriptive analysis
followed by a qualitative content analysis to synthesize the key findings. Section 5 dis-
cusses the role of IS research in addressing these issues, highlighting the interdisciplinary
potential of IS to contribute to the understanding and mitigation of false information and
hate speech. Finally, Section 6 concludes the chapter with a summary of the findings and
suggestions for future research directions.
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3.2 Theoretical Foundation

In today’s digital age, the rapid proliferation of information has transformed the way in-
dividuals communicate and access news. This chapter delves into the critical theoretical
notions necessary to understand the phenomena of false information and hate speech, two
pervasive issues that significantly impact societal discourse and public opinion.

3.2.1 False Information

The contemporary capability for virtually anyone to publish and share content online not
only enhances opportunities for social participation but also generates new avenues for
the dissemination of false information (Appel, 2020; Shu et al., 2017). Presently, research
on detecting manipulated information is a rapidly expanding domain that spans multiple
disciplines, including Computer Science, Information Systems, Media Studies, and Social
Science (Kapantai et al., 2021; Mahyoob et al., 2020; Verma et al., 2021; Yu & Lo, 2020).
It is critical to distinguish between the terms false information, misinformation, disinfor-
mation, and malinformation. False information pertains to “verifiably false information”,
with disinformation and misinformation being subcategories dependent on the intent.
While misinformation refers to “false information that is shared without the intention to
mislead or cause harm”, disinformation is defined as “false information that is shared to
intentionally mislead” (Aimeur et al., 2023). Further, malinformation is defined as “gen-
uine information that is shared with an intent to cause harm” (Aimeur et al., 2023), there-
fore differentiating itself from the other terms by the genuine property of its authenticity.
These concepts are crucial as they relate to the potential erosion of trust in society (Wein-
hardt et al., 2024), which can be severely undermined by negative experiences, such as
deception through disinformation (Schwerter & Zimmermann, 2020).

The use of technology may support the spread of misleading or deceptive information.
Social bots offer the opportunity to spread news at high frequency. However, it is often
humans who voluntarily spread false information, especially via social media such as X
(formerly known as Twitter) or Facebook (Wardle & Derakhshan, 2017). In this context,
the question also arises as to who is particularly vulnerable to deceptive information.
Some studies suggest that, rather than partisan bias, too little analytical thinking is a sig-
nificant risk factor. The higher the ability to think critically, the less individuals appear to
believe in false news (Bronstein et al., 2018; Faragé et al., 2023; Pennycook & Rand,
2018b). Therefore, it is essential to develop a comprehensive understanding of the phe-
nomena related to false information while simultaneously devising systematic methods
to counteract them (Bezzaoui et al., 2022a).

55



3 Navigating Democracy’s Challenges: A Review of Research Projects on False Information and Hate
Speech

3.2.2 Hate Speech

Kansok-Dusche et al. (2023) define hate speech as derogatory expressions based on as-
signed group characteristics, intended to harm, and capable of causing harm on multiple
levels (individual, communal, societal). This includes negative stereotyping, dehumani-
zation, and expressions of violence (Paasch-Colberg et al., 2021). Baumler et al. (2024)
add that, unlike cyberbullying, hate speech can be subtle or humorous, targeting individ-
uals and social groups vicariously. Online hate speech significantly impacts democracy
by polarizing society and undermining democratic discourse (Weinhardt et al., 2024).

The public sphere, as described by Habermas (1962), is a space for rational discourse and
public opinion formation. Social media platforms have the potential to be such spheres.
However, hate speech on platforms often excludes marginalized groups from the domi-
nant public sphere, leading them to form counter-publics — alternative spaces for express-
ing experiences and advocating for change (Fraser, 1990). While online hate speech nor-
malizes discriminatory behavior and increases societal polarization (Cialdini et al., 1990;
Soral et al., 2020), counter-publics provide platforms for marginalized groups to organize,
support each other, and engage in activism, fostering collective resilience and challenging
discriminatory norms (Eckert et al., 2021). A democratic discourse that includes margin-
alized individuals is crucial, as the discourse in the public sphere underpins common so-
cial values of coexistence and democratic legal norms. Excluding social groups means
that these values and norms may no longer be supported by all parts of society, potentially
leading to discrimination against minorities. Addressing online hate speech and including
minorities from counter-publics is essential for maintaining democratic discourse and so-
cietal cohesion. Research on the mechanisms of hate speech dissemination and the effec-
tiveness of counter-narratives is thus vital to ensure the resilience of democratic societies.

3.3 Methodology

Although there is ample methodological guidance for conducting structured literature re-
views, limited instruction is available on how to review practical artifacts such as research
projects. For this reason, we make use of Gnewuch and Madche’s (2022) approach to
reviewing software artifacts and adapt their seven-step method to our context of a struc-
tured project review. We adapt their seven steps as follows:

1. Problem Formulation. The review’s main objectives are determined, focusing on the
project’s characteristics, properties, or features central to the review. Additionally, it
is crucial to establish the scope of the review. The scope is defined by the inclusion
of three project sponsors and a focus on currently ongoing projects. This study fo-
cuses on research projects in the EU and Germany as an example of investigating
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5.

research projects on a federal level. The EU is one of the largest political and eco-
nomic entities globally, comprising 27 member states with a combined population of
over 440 million people. Its policies and regulations often set standards that influence
global norms, particularly in digital governance, data protection, and media regula-
tion. Germany is not only the largest economy in the EU but also a key player in
shaping EU policies. Its actions and approaches often have a significant impact on
the direction and effectiveness of EU-wide initiatives (European Union, 2024).
Software Artifact Search. Relevant projects are searched for via the internet and rel-
evant databases, and decisions are made about their suitability for the review. The
pre-defined keywords for projects on false information were “disinformation”, “Des-
information”, “fake news”, “Falschinformation”, “false information”, and “misinfor-
mation”. For projects regarding hate speech we searched for “hate speech”, and
“Hassrede”, respectively. We extracted data from the BMBF, DFG, and EU websites.
For DFG, we conducted a search in the database GEPRIS for the pre-defined search
terms and filtered for ongoing projects. In the second step, the details of the consor-
tium and further information on the identified projects were conducted through an
additional web search. For the EU, we searched the database of the Community Re-
search and Development Information Service (CORDIS) for the defined search string
and filtered for ongoing projects. Subsequently, the project consortium and individ-
ual members were identified in order to further categorize the projects based on their
relation to the field of Information Systems. For BMBF, as there is no central data-
base that lists and categorizes projects, we use a search engine as well as the website
search functionality to identify disinformation and hate speech-related projects. Fur-
ther, once identified, we consider the respective line of funding.

Screening for Inclusion. Projects are screened based on predetermined criteria to de-
termine their relevance, resulting in a list of 79 eligible projects. All projects were
screened in terms of the project title, project focus, project description, involved
countries, sponsors, consortium, duration, involved disciplines, and target groups we
only included projects that are currently running and whose main object of research
is either false information or hate speech.

Quality Assessment. The quality of the selected projects may be assessed based on
practical relevance or target group feedback. As this step explicitly does not include
the scientific quality (Gnewuch & Maedche, 2022) and the analysis’ scope is of an
empirical rather than normative nature, we exclude this step from our review.

Data Extraction. Applicable information is extracted from each project by examining
the information provided by the relevant databases and search results based on our
predetermined criteria.
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6.

7.

Documenting and Archiving. The project information and any related material used
as an additional source of information in the review are documented, stored, and ar-
chived in an Excel sheet.

Data Analysis and Synthesis. The evidence extracted from the included projects is
collated, summarized, aggregated, organized, and compared, with the findings pre-
sented in a consequential manner. We aggregated related target groups to higher or-

2 ¢e

ders of abstraction (e.g., “scientists” and “researchers”, or “users”, “citizens” and

3

“general society” to “users”), as well as for disciplines (“natural language pro-

cessing”, “computer and information science”, and “computational linguistics” to
“computer science and adjacent”). Further, we classify the non-research consortial
partners according to NGOs and other non-profit organizations, for-profit organiza-
tions, and public bodies, drawing from the classification by the EU CORDIS data-
base. Through an additional qualitative content analysis after Mayring (2015), the
projects’ main focal points, as addressed in their descriptions, are analyzed and com-
pared. Proceeding inductively during the empirical analysis, relevant categories are
derived directly from the project descriptions. This approach follows a conventional
content analysis in which codes are defined during data analysis. The main focus lies
on a synthetic creation of categories displaying complex content-related evidence
instead of only functioning as markers for certain passages. By going through the
material, former categories are either subsumed or a new category is formulated. Af-
ter working through 50 percent of the data, all categories are revised and eventually
reduced to main categories. Following Mayring’s method of summary content anal-
ysis, the original material is summarized. The aim is to demarcate text elements with-
out distorting the textual core of the data. Through this kind of reduction, more trans-
parency shall be created that still corresponds to the material’s basic form (Mayring,
2015). Table 1 displays the final category system applied for qualitative data analysis
with distinct definitions of each code and respective anchor examples. The data for
our analysis is available via OSF.
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3.4 Results

This chapter provides an examination of the primary findings from our study, focusing
on the analysis of 79 identified projects that address false information and hate speech.
The investigation is divided into two sections, Descriptive Analysis and Qualitative Con-
tent Analysis, each utilizing a different analytical approach to uncover key insights.

3.4.1 Descriptive Analysis

The following section presents a summary of the primary findings derived from a descrip-
tive analysis of the characteristics of the 79 projects addressing false information and hate
speech.

False Information

Overall, we identified 60 ongoing research projects regarding disinformation and related
constructs. Of those, eight projects involve Information Systems researchers (i.e., profes-
sors or doctoral employees with a degree or PhD in Information Systems and/or work at
an Information Systems institute), and further 23 projects involving researchers from ad-
jacent disciplines such as Computer Science, Data Science, Information Science, or Com-
putational Linguistics. Of the eight projects involving Information Systems, six are
funded by the BMBF, one by the EU, and one by the DFG. Correspondingly, most of the
institutions involved stem from Germany, and the EU project covers 15 countries. The
projects run for three (BMBF, DFQ) to five years (EU). The target groups of the involved
projects are diverse, including authorities and organizations with security tasks (3),
healthcare workers and the healthcare system (2), users (4), researchers and innovators
(1), and platforms (1). Involved disciplines include Information Systems (8), Computer
Science and adjacent (4), Communication Science (2), Information Science (1), Sociol-
ogy (1), Economics (1), Law (1), and Ethics (1). Overall, the projects involve six non-
profit organizations and eight for-profit organizations, most of which are software devel-
opment or consulting companies, about half of which are part of one EU project, and the
remaining from different BMBF projects. Of those eight projects involving Information
Systems researchers, seven (87.5%) are interdisciplinary projects involving multiple of
the disciplines outlined above.

60



3 Navigating Democracy’s Challenges: A Review of Research Projects on False Information and Hate

Speech
EU
DFG
B Direct involvement
BMBF I Related disciplines
No involvement
0 3 6 9 12 15 18 21

Figure 10. Sponsors of projects in the false information dataset by involvement of Information Sys-
tems.

Figure 10 shows the distribution of false information projects across the EU, the DFG,
and the BMBF according to the involvement of disciplines related to Information Systems
(Computer Science, Data Science, Information Science, or Computational Linguistics).
We found 23 ongoing research projects from related fields. Of those, four are funded by
the BMBF, 17 by the EU, and two by the DFG. The European projects cover more than
30 countries. The projects span two to five years and target researchers and innovators
(10), citizens and the general public (9), human resources (2), health care workers (1),
data analysts (1), journalists (1), news institutions (1), and authorities and organizations
with security tasks (1). The projects involve 12 NGOs and 16 public, non-research organ-
izations, many of which are public news institutions, organizations, or public bodies, such
as ministries of interior or police, and NGOs for gender and sexual diversity organiza-
tions. Further, 54 for-profit organizations are involved, many of which are private news
institutions. Most non-research partners are involved in European projects. Of those 23
projects, 17 (73.9%) are interdisciplinary.

Hate Speech

Through our analysis, we determined 19 ongoing projects connected to hate speech. Of
those, only one includes Information Systems researchers and seven adjacent disciplines.
The IS-related project is funded by the BMBF, takes action for three years until July 2026,
and specifically targets investigative and law enforcement authorities. They interdiscipli-
narily combine Information Systems with Computer Science researchers and involve one
for-profit organization for software development. A further seven projects include re-
searchers from adjacent disciplines. One is funded by the DFG, and seven by the EU.
They span from 1.5 (EU) to 5 years (EU) and involve researchers from 14 European
countries. They target users (3), authorities (2), research (2), and community managers
(1). Researchers stem from a variety of disciplines, such as Computer Science and similar
fields (7), Communication Science (1), Political Science (2), Linguistics (2), Human-
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Computer Interaction (1), and Humanities (1). Overall, there are two NGOs, nine for-
profit organizations, and five public bodies involved. Out of those seven projects, five
(71.4%) are interdisciplinary projects involving the disciplines listed above.

EU 4
DFG A
_ B Direct involvement
BMBF - Related disciplines
No involvement

0 1 2 3 4 5 6 7
Figure 11. Sponsors of projects in the hate speech dataset by involvement of Information Systems.

Figure 11 depicts the distribution of hate speech projects among the EU, the DFG, and
the BMBF according to the involvement of disciplines related to Information Systems.
Of the eight ongoing projects from the field of Information Systems and adjacent fields,
five are funded by the EU, two by the BMBF, and one by the DFG. Two of the EU-funded
projects are registered only in Germany, one only in Italy, and the other two span 12 other
European countries, targeting scientists (3), investigative and law enforcement authorities
(3), social media users (2), online community and comment section managers (1), the
general public (1), police authorities (1), and minority language users (1).

3.4.2 Qualitative Content Analysis

The following section presents a summary of the primary findings derived from a content
analysis (Mayring, 2015) of the descriptions of the 79 identified projects addressing false
information and hate speech.

False Information

Out of the 60 identified research projects, 21 projects focus on formulating policy advice
and/or theoretical (legal) frameworks for implementation. Specifically, nine projects de-
velop policy recommendations for national and international legislators and create new
legal frameworks. The other 12 projects propose theoretical models or frameworks ad-
dressing notions of disinformation, related phenomena, and educational concepts. Addi-
tionally, 21 projects concentrate on developing practical tools. These include mobile ap-
plications for detecting manipulated content, analysis tools for experts, dashboards for
discourse tracking, and collaborative platforms. Digital platforms are a common focus,
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with 19 projects targeting them and specifically investigating social media (14). Here, the
primary aim is to analyze the spread of disinformation, moderate digital networks, and
detect manipulative content on online platforms and messenger services. Machine learn-
ing methods are employed in 18 projects to develop tools or analyze data, frequently using
natural language processing for text categorization and information extraction systems.
These approaches often include solutions for human-machine interaction. Public accessi-
bility is a key concern for eight projects, which make their tools available via APIs and
consider users with diverse backgrounds. Fact-checking is a focus for seven projects,
combining automated and human-based methods. Another seven projects specifically tar-
get disinformation in science and healthcare, particularly concerning COVID-19, vac-
cinations, and pseudoscientific conspiracy theories. Lastly, six projects utilize qualitative
methods or mixed-methods approaches, predominantly through expert interviews as well
as content and discourse analyses. These qualitative methods are often combined with
quantitative, computational approaches for comprehensive insights. Figure 12 depicts the
frequency of codes applied in the dataset of projects on false information, offering a
glimpse into the most prominent focal points within this area of research.

Qualitative Hesenr_ch and Mixed Methods
Involves Information Systems Researchers

Digital Platforms
Machine Learning

No Relation to Information Systems

Fact-Checking  Science and Healthcare Open Access

" Tool Development
Policy Advice and Frameworks

Figure 12. Distribution of codes in the false information dataset.

In examining the role of the IS discipline within this research area, we observed that out
of nine projects on false information, the majority focus on developing tools (8) and ap-
plying machine learning methods (8), rather than creating theoretical frameworks or pol-
icy advice (1). These projects often investigate digital realms (5) and social media (4),
with some effort to make results open access (4). Fact-checking methods (0) and qualita-
tive or mixed-methods approaches (1) are rarely included. While two projects focus on
science and health, most (7) adopt a holistic, domain-independent perspective on false
information.
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Hate Speech

Among the 19 research endeavors focusing on the topic of hate speech, eight projects
employ machine learning methods, primarily using natural language processing and deep
learning for detecting hate speech and analyzing digital hate. Seven projects focus on
digital platforms, with three of them specifically targeting social media. These studies
primarily analyze the occurrence and spread of digital hate and political hostility, as well
as their implications for criminal liability, frequently mentioning Facebook, Telegram,
and X (formerly Twitter). Six projects involve developing tools such as Al-based tools
for managing online communities, and dashboards as well as browser extensions for an-
alyzing cyber abuse content. Five projects apply qualitative or mixed-methods ap-
proaches, using interviews and discourse analysis, often combined with computational
analysis. Two projects aim to make their results accessible to the general public, offering
them free of charge and focusing on “low-resource” countries. Finally, one project fo-
cuses on creating policy advice, proposing a model of accountability mechanisms guided
by a civic code of conduct. Figure 13 displays the frequency of codes applied in the da-
taset of projects on hate speech, providing insights into the most prevalent focal points
within this area of research.

Qualitative Research and Mixed Methods
Digital Platforms

_Adjacent Disciplings sociiveii
No Relation to Information Systems

Policy Advice and Frameworks

Machine Learning

Involves Information Systems Researchers

Tool Development

Figure 13. Distribution of codes in the hate speech dataset.

Among hate speech research projects, the only one involving IS researchers focuses on
digital platforms and social media, developing a tool for detecting and addressing cyber-
bullying and hate speech. Unlike other projects that use machine learning and qualitative
or mixed methods, this project lacks specific methodological details, though it mentions
a participatory development process.
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3.5 Discussion

Comparing IS projects to the broader landscape of initiatives addressing false information
and hate speech in our dataset reveals distinct trends and gaps within the discipline. IS
research prominently addresses these issues by developing digital tools and focusing on
digital environments. This technological focus has led to the creation of various digital
artifacts, such as applications and dashboards, designed to detect and mitigate the spread
of false information and hate speech. However, this emphasis on practical, digital solu-
tions has the potential to overshadow the development of theoretical outcomes, such as
policy advice or educational frameworks, which are crucial for a holistic approach to
these problems. Moreover, the methodological approaches within the IS discipline show
a clear preference for quantitative, macro-level studies, frequently employing analysis of
big data. This preference results in a limited adoption of qualitative methods, which are
essential for understanding the nuanced, human aspects of how false information and hate
speech propagate and affect individuals and communities. Our examination of ongoing
projects in Germany and the European Union highlights that while there are numerous
initiatives addressing false information and hate speech, the involvement of IS research
remains relatively limited. Instead, many of these projects are driven by the field of Com-
puter Science, with a strong emphasis on algorithm development. This indicates a signif-
icant opportunity for IS researchers to contribute more robustly to the current discourse
and efforts against false information and hate speech. The interdisciplinary nature of IS,
which inherently blends technological and social perspectives, positions it uniquely to
address these complex issues. This is underlined by our identified IS projects being more
frequently interdisciplinary projects than those involving related disciplines, although the
sample size is small. By incorporating socio-technical perspectives, IS research can
bridge the gap between purely technical solutions and the broader societal implications.
This involves integrating insights from ethics, law, and other relevant fields to effectively
evaluate and implement mechanisms and countermeasures in real-world applications,
particularly within governmental and regulatory authorities.

Despite the current limitations, the projects addressing false information and hate speech
cover a wide variety of target groups and countries, underlining the global importance of
these issues. This diversity in focus underscores the need for comprehensive solutions
that are adaptable to different cultural and social contexts. The IS discipline’s strong focus
on technological solutions provides valuable tools for combating false information and
hate speech. However, to enhance the impact of this research, there is a critical need to
integrate theoretical frameworks, policy advice, and qualitative methods. By embracing
a more balanced and interdisciplinary approach, IS researchers can make significant con-
tributions to building resilient democracies. These democracies would be better informed,
more inclusive, and more capable of countering the challenges posed by false information
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and hate speech in the digital age. Eventually, the IS discipline should feel encouraged to
heed the call for action, particularly in the area of hate speech, where its contributions
have been sparse. By leveraging its interdisciplinary strengths and adopting a socio-tech-
nical perspective, IS research can not only advance the understanding of false information
and hate speech but also develop more effective strategies to combat these issues, ulti-
mately fostering a more informed and cohesive society.

3.6 Conclusion

To build and preserve resilient democracies, it is essential to evaluate the current state of
publicly funded research on false information and hate speech. By mapping out existing
efforts, we can identify gaps and areas requiring further exploration. This evaluation may
guide future projects, ensuring they address the most pressing issues and contribute ef-
fectively to preserving and promoting democratic values. Our project review presented in
this paper reveals that the IS discipline’s current research landscape on false information
and hate speech, while interdisciplinary, is heavily oriented toward technological solu-
tions, with an emphasis on digital tools and machine learning. While this reflects the dis-
cipline’s strengths, there is a notable gap in theoretical, policy-oriented, and qualitative
research. Addressing these gaps could lead to more comprehensive strategies for combat-
ing false information and hate speech, ultimately fostering a more informed and sage dig-
ital democracy. Additionally, Information Systems as a discipline is underrepresented in
projects funded by the DFG and the EU, implying there are still opportunities for IS to be
involved in other types of projects. Finally, hate speech is rarely researched in projects
by Information Systems researchers, although as a discipline, we might be able to provide
valuable insights for theory and practice.

The insights provided by this research have some minor limitations. For practical reasons,
only publicly funded projects listed in the BMBF, EU, and DFG databases could be taken
into consideration. Still, these funding sources cover the most important organizations
(Hornbostel, 2001). Additionally, this research adopted a particular emphasis on Ger-
many and the EU. Expanding the geographic focus, especially towards the global south,
would be beneficial in capturing a more diverse range of projects and insights.

Reflecting on the call by Weinhardt et al. (2024) to establish novel areas for Digital De-
mocracy research, there is a clear need for IS researchers to broaden their focus beyond
technological solutions to include the exploration of how digital platforms influence hu-
man behavior and social cohesion. Interdisciplinary research across Information Systems,
Computer Science, Political Science, Sociology, Communication Science, and Law is
crucial to understanding and mitigating the broader negative impacts of platforms in our
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democracies. IS researchers are encouraged to prioritize transparency, inclusion, and lit-
eracy, developing innovative ways to preserve and promote democratic values. By focus-
ing on trust, the foundation of democratic engagement, researchers can examine how mis-
information, disinformation, malinformation, and hate speech influence the political
landscape and public trust.
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4 Decoding Deception: A Taxonomy of
Online Disinformation in Data
Classification®

4.1 Introduction

As today’s primary news sources, social media and news platforms suffer from inaccurate
reporting and the distribution of unfounded opinions (Shu et al., 2017). Especially in
times of crises, the viral spread of disinformation poses a central threat to political pro-
cesses and social cohesion, as the United Nations recently addressed in their disinfor-
mation report (United Nations, 2022). Disinformation is defined as false information and,
unlike misinformation or malinformation (Wardle, 2019), is spread with the intention to
deceive (Shu et al., 2020a). Therefore, automated systems detecting disinformation on
digital platforms are indispensable tools in the ongoing effort to maintain the integrity of
information, protect democratic processes, and foster a more informed and cohesive so-
ciety. Research on disinformation detection using machine learning (ML) and natural lan-
guage processing (NLP) is a rapidly expanding field that spans various disciplines, in-
cluding computer science, social science, psychology, and information systems (Azevedo
et al., 2021; Mahyoob et al., 2020; Yu & Lo, 2020). Most techniques focus on extracting
multiple features, incorporating them into classification models, and then choosing the
best classifier based on performance (Alsaidi & Etaiwi, 2022; Bozarth & Budak, 2020).
Data suggests that disinformation content is difficult to identify (Kapantai et al., 2021)
due to a variety of stylistic devices used in disinformation, creating a barrier for purely
quantitative approaches to the problem (Rosinska, 2021). The deceptive nature of disin-
formation, where the aim is to make the information appear to be authentic, may help to

3 This chapter comprises an article that was published by Isabel Bezzaoui, Jonas Fegert and Christof Wein-
hardt in the following outlet with the following title: Truth or Fake? Developing a Taxonomical Frame-
work for the Textual Detection of Online Disinformation. In International Journal on Advances in Internet
Technology, 15 (3/4), 53-63, 2022, and an article currently under revision by Isabel Bezzaoui, Pavlos
Fafalios, Jonas Fegert, Achim Rettinger and Konstantin Todorov in the following outlet with the follow-
ing title: Decoding Deception with TAXODIS — A Taxonomy of Disinformation Cues for Fine-Grained
Text Labeling. In Semantic Web Journal, 2025. Note: Tables and figures were renamed, reformatted, and
newly referenced to fit the structure of the dissertation. Chapter and section numbering and respective
cross-references were modified. Formatting and reference style were adapted and references were up-
dated.
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explain this difficulty (Abonizio et al., 2020). Nevertheless, empirical evidence on the
structure of disinformation demonstrates that legitimate and deceptive content differ sig-
nificantly in their substance and sentiment (Hamed et al., 2023; Horne & Adali, 2017).
Thus, recognizing the need for a comprehensive understanding, this research delves into
the clustering of linguistic features, creating a robust foundation for the empirical training
of detection models. Accordingly, we are guided by the following research question:

How can a taxonomy of online disinformation characteristics be designed to facilitate
text classification in automated disinformation detection?

We further specify three related sub-questions (RQs):

o RQI: What linguistic cues of (online) disinformation are reported in the empirical
literature?

e RQ2: How can these cues be clustered and structured into a taxonomy?

e RQ3: How can this taxonomy be made available to facilitate automated detection
of disinformation?

In doing so, we aim to contribute to a shared understanding of disinformation at a linguis-
tic level, providing a nuanced perspective that goes beyond conventional binary detection
methodologies. The focal point of this paper is the development, demonstration, and eval-
uation of the Taxonomy of Online Disinformation (TAXODIS). Proposing a structured
taxonomy as a tool for automated detection systems offers scientific guidelines for a more
fine-grained annotation of disinformation datasets for training classifiers. We ground the
construction of this taxonomy in the principles and technology of the semantic web, of-
fering means to publish and maintain shared and actionable resources of knowledge.

The paper is structured as follows. In section 2, we review related work before giving an
overview of TAXODIS in section 3. The methodology of building the taxonomy is given
in section 4, while examples of using and linking the resources to existing knowledge
graphs are provided in section 5. Several use case scenarios are presented in section 6,
before we conclude in section 7.

4.2 Related Work

Recent research addresses both the benefits and drawbacks of different detection meth-
ods, as well as their underlying theories (Ansar & Goswami, 2021; Rohera et al., 2022;
Zhou et al., 2019). Nevertheless, many disinformation classifiers presented in empirical
papers lack explanations on how they were trained or how the datasets used for training
were labeled (Akinyemi et al., 2020; Fayaz et al., 2022; Lasotte et al., 2022). Although
these explanations are crucial to the transparency and traceability of the research process,
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only little research has accounted for this issue (Meel & Vishwakarma, 2020; Molina et
al., 2021). Creating a succinct taxonomy that covers the wide-ranging attributes of disin-
formation regardless of the specific event while also being detailed enough to precisely
categorize deceptive content may enhance the transparency of the manual classification
process of disinformation datasets.

In the past years, there have been various endeavors to capture the phenomenon of disin-
formation with taxonomical frameworks. Alexander and Smith (2010) base their ap-
proach to taxonomy development on a communication model to illustrate how disinfor-
mation is spread to deceive its audiences. While they discuss illustrative examples of
different strategies for modifying or distorting messages to subvert their initial meaning,
the authors do not suggest a concise taxonomy providing a structured overview of indi-
cators that help identify disinformation in social media. Tambini (2017), on the other
hand, provides generic categories that lead to overlapping definitions. The proposed cat-
egories encompass a wide range of sociopolitical phenomena such as “falsehood to affect
election results” and “news that challenges orthodox authority”. These aspects primarily
serve a descriptive rather than explanatory purpose, implying a need for more precision
in classification. Parikh and Atrey (2018) delineate disinformation features by relying on
technical attributes or the structural format of news items. These categories encompass
visual elements such as photoshopped images, user-based components involving fake-
accounts, and style-based aspects, among others. Their technical approach primarily in-
troduces types of data in news, disinformation detection methods, and common disinfor-
mation datasets. While this approach proves valuable for developing automated detection
tools, its technical orientation poses challenges when attempting to integrate it with
broader frameworks equally focused on non-technical aspects of disinformation. In
adopting a detection-oriented approach to the issue, Kumar and Shah (2018) present four
broad categories: opinion-based, fact-based, misinformation, and disinformation, without
delving into the finer nuances of the domain, such as clickbait, propaganda, and trolling.
Their focus is limited to specific domains and they position the terms disinformation and
misinformation at a more granular level, in contrast to the common practice of treating
them as overarching umbrella terms. In their taxonomy, Lemieux and Smith (2018) cate-
gorize disinformation and misinformation alongside more specific phenomena like
hoaxes and rumors, placing them at a similar hierarchical level. Furthermore, they intro-
duce the term “mal-information” as an overarching category, on par with disinformation
and misinformation. This approach makes it difficult to assign sub-phenomena, such as
conspiracy theories, to overarching phenomena, such as disinformation. Molina et al.
(2021) differentiate various types of disinformation by employing four operational indi-
cators: message, source, structure, and network. This approach extends beyond content-
based methods and conventional definitions, instead centering on the dissemination of
online information and offering insights into potential detection solutions. Their study
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provides an extensive overview of the characteristics of fabricated news. However, the
proposed taxonomy lacks concision, resulting in nine extensive tables that are neither
precise nor concise enough for handling large amounts of data (Nickerson et al., 2013).
Kapantai et al. (2021) have designed a succinct taxonomy framework characterized by
three fundamental dimensions: motive, facticity, and verifiability. These dimensions and
their associated metrics prove crucial in the categorization of disinformation that has been
previously identified as such, enabling differentiation between specific manifestations
such as clickbait, trolling, and fake reviews. It is essential to note, however, that this tax-
onomy does not furnish discernible indicators intended to facilitate the proactive identi-
fication of disinformation content by human users. Finally, the DISARM framework pro-
vides an overview of several sub-frameworks for practitioners to describe and understand
different parts of disinformation, including its actors, tactics, and countermeasures. While
the framework is intended to help track and counter misinformation (DISARM, 2023), it
does not provide a hands-on and scientifically grounded scheme that can be applied to the
recognition of disinformation via granular features and characteristics referring to lan-
guage and content.

None of the mentioned efforts above propose a shared semantic model that would help
lead toward a uniform and common understanding of the various categories of features.
In that respect, several structured datasets with schemas have been proposed to deal with
the specific task of fact-checking or disinformation detection. The MultiFC (Augenstein
et al., 2019) and the ClaimsKG (Gangopadhyay et al., 2023, 2024; Tchechmedjiev et al.,
2019) datasets both provide structured data of and about claims coming from established
fact-checking portals, where claims are stored together with contextual metadata (such as
authors, sources, claim reviews and other contextual information, including veracity la-
bels). The two datasets are complementary in some respects. MultiFC focuses on evi-
dence-based fact-checking in terms of downstream tasks, where via the Google Search
API the ten most highly ranked search results per claim are retrieved and stored.
ClaimsK@G, on the other hand, provides a rich data model (an RDFS ontology) to represent
check-worthy or fact-checked claims and related metadata, which is an important effort
towards standardization and enables federated access to distributed data, where a specific
search engine is provided* in addition to a public Sparql endpoint (Gasquet et al., 2019).
MultiFC contains data in English, while ClaimsKG is multilingual, harvesting data from
fact-checking portals in about 10 languages. These datasets can be used to provide a pool
of verified claims with additional metadata for fact-checking applications and to extract
links to claims that are mentioned in fact-checking articles. However, they do not delve

% https://data.gesis.org/claimskg-explorer/home
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into the problem and nature of the linguistic and textual features that define disinfor-
mation.

In these terms, an important effort for annotating text with general linguistic features is
the Linguistic Inquiry and Word Count tool (LIWC). LIWC is a gold standard for word-
level text analysis, which has been used in large amounts of scientific publications®. It
has also proven to be well-suited for web claim-related tasks (e.g., Martinez-Rico et al.
(2022) ranked second at the CheckThat! 2022 Fake News Detection Challenge and used
LIWC in their pipeline). LIWC extracts features by using over 100 built-in dictionaries
that encompass social and psychological states, emotional tones, linguistic properties,
cognition processes, analytic speech patterns, punctuation marks, and several word-
count-related features. Each dictionary can contain a list of words, a list of word stems,
emoticons and other specific word constructions. The LIWC features can be divided into
seven distinct categories: syntactic, analytic, sentiment, social, perceptual, informal lan-
guage, and topic. However, although useful in claim-related analyses for disinformation
detection, LIWC has a more general focus. A specific subset of its features can be used
to annotate disinformation-related data, but this selection has to be made manually, where
this is additionally hindered by the fact that the vocabulary is not formally structured and
queryable. In addition, access to LIWC is granted upon request, making it less easy to
apply, as it is not openly available. In contrast, the proposed taxonomy in this paper is
tailored to disinformation in particular, contains more specific and fine-grained categories
and types of features for related downstream tasks, in addition to it being fully open and
structured following the semantic web principles.

The current state of the art shows that what is missing so far is a fundamental but concise
empirical overview of linguistic detection cues supporting the creation of labels for trans-
parently annotating datasets on a granular level. By implementing a taxonomy encom-
passing such an overview, a classifier not only produces an output providing indications
of content veracity but also furnishes more comprehensive information about prevalent
characteristics in disinformation. The novel taxonomy is shaped and made openly avail-
able as a (SKOS-based) RDFS resource, which enhances re-usability, interoperability and
fairness in general, with advantages such as easy access and federated queries over the
vocabulary and the annotated datasets. Finally, this approach aims to enhance digital lit-
eracy among both annotators and end-users of the developed classifier.

> See https://www.liwc.app
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4.3 Taxonomy Overview and Open Availability

Figure 14 depicts the TAXODIS taxonomy. The taxonomy contains (currently) 66 con-
cepts, of which 48 are leaf concepts (concepts with no narrower terms), organized in a
hierarchical (tree-like) structure of maximum depth four. Its top concept is disinformation
characteristic, which describes characteristics that are indicative of disinformation in a
piece of content. This top term has three narrower terms: 1) detection feature, which clas-
sifies the piece of content based on linguistic or stylistic features that are indicative of the
detection of disinformation (e.g., length of the headline, lexical and contentual poorness,
level of semantic incoherence, lack of new information, level of topicality, etc.), i) cate-
gorization, which classifies the piece of content based on its theme or content type (e.g.,
social (theme), conspiracy theory (content type)), and iii) veracity, which classifies the
piece of content based on its veracity (e.g., mostly false, mixture, etc.). A detailed expla-
nation of the narrower terms of these three broad terms is provided in the next section.

We implemented the TAXODIS taxonomy as a SKOS vocabulary/thesaurus. SKOSS is a
data model designed for the representation of thesauri, classification schemes, taxono-
mies, and other types of controlled vocabularies. It is a W3C recommendation built upon
RDF and RDFS, and its main objective is to enable easy publication and use of controlled
vocabularies across the web. The SKOS representation of TAXODIS provides for each
term/concept: 1) its preferred label in English (using the property skos:prefLabel), ii) its
definition in English (using the property skos:definition), ii1) its broader terms, if any
(using the property skos:broader), 1v) its narrower terms, if any (using the property
skos:narrower), v) its notation, used to uniquely identify the term within the scope of a
given concept scheme (using the property skos:notation), vi) the scheme (vocabulary/the-
saurus) in which the term belongs to (using the property skos:inScheme).

& https://www.w3.0rg/2004/02/skos/
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Figure 14. The TAXODIS taxonomy.

We also provide the following metadata using properties of RDFS, DCMT (Dublin Core
Metadata Terms) and other widely-used vocabularies: 1) the title of the taxonomy (using
the properties rdfs:label and dct:title), i1) the description of the taxonomy (using the prop-
erties rdfs:comment and dct:description), iii1) the taxonomy’s usage license (using the
properties dct:license and cc:license), iv) the taxonomy’s creation date (using the prop-
erty dct:issued), v) the taxonomy’s last modification date (using the property dct:modi-
fied), vi) the taxonomy’s version (using the properties owl:versionlnfo and owl:version-
IR]), vii) the creators of the taxonomy (using the property dct:creator), viii) the
taxonomy’s namespace URI (using the property Vann:preferredNamespaceUri), and 1x)
the taxonomy’s namespace prefix (using the property vann:preferredNamespacePrefix).
The RDFS file (in Turtle format) of the SKOS implementation of TAXODIS is publicly
available under a creative commons license at: https://zenodo.org/records/14264593
(DOI: https://doi.org/10.5281/zenodo.14264593). The (resolvable) namespace of the tax-
onomy is https://hop.fzi.de/taxodis/.
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4.4 Building TAXODIS, the Taxonomy of Online
Disinformation

4.4.1 Methodology

Our iterative approach consists of two major parts, integrating insights from multiple dis-
ciplines to construct a robust taxonomy. Initially, by conducting a systematic literature
review (Webster & Watson, 2002), we gather a comprehensive range of linguistic features
of online disinformation from various fields of study. This allows us to capture diverse
perspectives on how disinformation manifests across different contexts. Subsequently,
we cluster the empirical results in groups, supporting a linguistic-based disinformation
detection approach. Categorizing objects aids in understanding and analyzing complex
environments, making the creation of taxonomies essential for research and development
(Nickerson et al., 2013). Nickerson et al. (2013) provided the first and well-conceived
taxonomy-building methodology. Their approach has served as a blueprint for numerous
taxonomy projects across various domains (Kundisch et al., 2022). Building on these in-
terdisciplinary foundations, we propose a novel six-dimensional taxonomy based on the
categorization criteria identified from the existing empirical literature.

4.4.1.1 Systematic Literature Review

To comprehensively address our first research question, we conducted a systematic liter-
ature review following Webster and Watson’s (2002) methodological guidelines. A thor-
ough review encompasses pertinent literature on the subject and is not confined to a par-
ticular research approach, set of journals, or geographical area (Webster & Watson,
2002). Hence, we utilized large interdisciplinary databases to access all relevant research
fields for our project. Upon careful examination of the literature concerning linguistic
features and disinformation detection characteristics, we synthesized an overview of fre-
quently used descriptions referring to various types and characteristics of disinformation
content. However, the ad hoc definitions introduced by each study may give rise to con-
flicts or overlaps. Accordingly, the overarching objective of our literature review is to
consolidate the existing knowledge on categorizing disinformation and to discern patterns
and key concepts within the literature. Our aim is to advance prior research by synthesiz-
ing this knowledge into a cohesive taxonomy. To achieve this goal, we followed a struc-
tured procedure for our review: Initially, we identified our sources from digital libraries
and defined our search terms, which were subsequently applied to the selected sources.
Afterward, we refined our selection of primary studies by employing inclusion and ex-
clusion criteria on the search results. To further enhance the comprehensiveness of our
review, we conducted both backward and forward searches based on the selected primary
studies. An automated search was executed across five prominent scientific databases to
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identify relevant publications: IEEE Xplore Digital Library, Scopus, ACM Digital Li-
brary, Web of Science, and Springer Link. Initially, we conducted several pilot searches
on our research topics to compile a preliminary list of papers. Based on these searches,
we defined search terms that aligned with our research objectives. The selected search
phrases, limited to abstract and title, were as follows: linguistic ‘disinformation” OR ‘fake
news’ AND °‘classification’ OR ‘detection’. For the next phase of our research, the fol-
lowing three inclusion and exclusion criteria were formulated: We excluded sources that
solely address the issue of disinformation from a computational perspective, advocating
technical solutions reliant on machine learning and statistical models to automatically
categorize news articles into predefined categories, such as fake or real. Additionally, we
omitted sources that primarily conducted performance evaluations of such models. Pub-
lications that mention specific categories or characteristics of false information without
attempting systematic classification or providing explanations for the proposed categories
were excluded. This criterion was applied to sources where the disinformation phenome-
non is not a central concept, such as papers that incidentally use terms like ‘fake news’,
or those that discuss specific types of false information without integrating them into a
comprehensive framework, rendering them non-exhaustive or merely indicative. In the
interest of promoting common scientific understanding, only papers written in English
were included in our review. Our search yielded 29 primary studies across six different
disciplines (e.g., computer science, linguistics, psychology, and media studies) introduc-
ing linguistic frameworks for disinformation detection. The selection process encom-
passed records obtained through database searching as well as those identified through
additional backward and forward searches based on the initial records.

Figure 15 provides a detailed overview of the selection process, encompassing records
obtained through database searching as well as those identified through additional back-
ward and forward searches based on the initial records.
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Figure 15. PRISMA flow diagram.

In total, 34 papers were included in our review. Our initial objective was to identify lin-
guistic cues of online disinformation in the empirical literature (RQ1). Subsequently, we
extracted the identified features of disinformation and organized them into clusters based
on similarity to prepare our findings for addressing RQ?2.

4.4.1.2 TAXODIS’ Features

Our overall goal is to create a taxonomy of online disinformation that helps create a com-
mon understanding of what constitutes disinformation from a linguistic viewpoint, pro-
vides a list of categories and detection characteristics and can be used to develop labels
that can be applied to diverse datasets (RQ3). After examining the findings from RQ1,
we clustered them along their similarities into a schema (RQ?2), considering a more gran-
ular level of the proposed features from the literature. We observed many commonalities
but also differences at both the category and dimension levels. In order to make sense of
the patterns and contradictions, we applied several general rules during the processing of
the data. First, we removed types and definitions that are either too generic (e.g., yellow
press) or too technical (e.g., deep fakes). Second, we removed duplicates and synonyms
to avoid repetitions and overlaps. Lastly, any types and definitions that were incorrectly
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categorized as disinformation (e.g., misinformation) were removed. After our fifth itera-
tion, we did not identify any new characteristics and dimensions from the reviewed stud-
ies.

Our final framework (Table 2) consists of six dimensions, since, in our case, all ending
conditions (Nickerson et al., 2013) were satisfied. The first dimension covers complexity
features (1) that help to evaluate the complexity and readability of the text, splitting into
headline, corpus, comprehension, and informativity. It allows TAXODIS users to evalu-
ate the informational content and textual structure of the content under consideration. Our
second dimension contains psychology features (2) that describe attitudes, behaviors, and
emotions. This dimension, which splits into mobilization and subjectiveness, aids in illu-
minating and quantifying the cognitive process and individual concerns that underlie the
writings. We added a third dimension, stylistic features (3), to reflect the writer’s style
and the syntax of the text, such as the number of verbs and nouns used, as well as the use
of specific terminologies. This dimension splits into vocabulary, phrasing, and authentic-
ity. The fourth and fifth dimensions help to categorize disinformation content, as themes
(4) contain categories such as pseudoscientific or historical, and content type (5) allows
differentiating between different types of content. Moreover, disinformation content can
differ strongly in its deceitfulness. For this reason, our last dimension accommodates
grades of veracity (6) to facilitate the evaluation of different kinds of disinformation cor-
responding with our fifth dimension. Below, we provide details for the individual fea-
tures.
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| code

‘ characteristic value

| meta-characteristic | di | ‘ feature
| | | | | o B |
| | | ‘ length of the headline | headlength ‘ low | high |
| | | headline || textual gap between title and body | headgap | no | ves |
| | | ‘ sentence-like headline | headsent ‘ na | yes |
| | | | refative shortness of body | corpshort | no | yes |
| | complexity features | corpus ‘ simplicity in sentence structure | corpsimpl ‘ no | yes |
| | | ‘ lexical and contentual poorness | corplex ‘ no | yes |
| | | | relative amount of typographical errors | corperror [ tow | high |
| | | comp on | relatively low demand on reader’s education level | compeduc | no | yes |
| | | | level of semantic incoherence | compincoh | low | high |
| detection | | | extremity of information quantity | infoextrem | low | high |
| | | informativity | p ek of new information | infonewinfo | no | yes |
| | | | tack of wopical redundancy | infotopredun | na | yes |
| | | ‘ level of emotional polarization | mobpaolar ‘ low | high |
| | | mobilization | level of sensationalism | mobsensat | low | high |
| | psychology features | | arousal of (negative) affects | mobaffect | low | high |
| | | ‘ level of topicality | mobtopical ‘ low | high |
| | | | tendency to subjective statements | subjtenden | low | high |
| | | subjectiveness | level of personal motives | subjmotiv | tow | high |
| | | | Kind of discourse | subjdiscours | knowledge-based | opinion-based |
| | | | usage of exaggerated vocables | vocexagg | no | yes |
| | | vocabulary ‘ amount of first-/second-person pronouns | voacpronoun ‘ low | high |
| | stylistic features | | amount of excessive emotional adverbs | vocadverb | low | high |
| | | phrasing ‘ usage of emphatic wording | phrasemph ‘ no | yes |
| | | | level of informality of language | prhasinformal | low | nigh |
| | | authenticity | vagueness of phrasing | authvague | low | high |
authenticityfreferencing of information authrefer g::’::; :’f:iymed ‘
| | | political & economic | thempoleco | na | yes |
| | | social | themsoe | no | yes |
| | oo | pseudoscientific | themscience | no | yes |
| | | historical | themhisto | no | yes |
| | | gossipirumor | themgoss | no | yes |
| | | extreme | themextrem | no | yes |
| categorization | | worldview | themworld | no | yes |
| | | commercial | themecommer | na | yes |
| | | elickbait | typelick | no | yes |
| | | manipulated content | typmanipul ‘ no | yes |
| | | fabricated content | typfabric | na | yes |
| | conlent type | false context | typfalse ‘ no | yes |
| | | imposter content | ypimpost | no [ yes |
| | | social bot content | typbot ‘ no | yes |
| | | conspiracy theory | typeonspir ‘ no | yes |
| | | one-sided | typonesid | no | yes |
| | | propaganda | typpropa | no | yes |
| | | rolling | typtron | no | yes |
| | mostly true | virue ‘ no | yes |
| veracity grade | mixture of true and false | viruefalse ‘ no | yes |
| | mostly false | vlalse ‘ no | yes |
| | no factual content | wvnofact ‘ no | yes |

Table 2. The TAXODIS Taxonomy of Disinformation.
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Complexity Features

Headline. Unreliable sources try to convey as much information as possible in the title to
draw the reader’s attention. Thus, they use a higher amount of plain text or words in the
headline (Gruppi et al., 2018) and often display a lower textual similarity between the
body of the article (Biyani et al., 2016). Titles of fake content often present sentence-like
claims about people and entities associating them with actions (Fernandez, 2019; Horne
& Adali, 2017).

Corpus. Unreliable sources tend to have a lower level of plain text or number of words in
relation to real articles (Kumar & Shah, 2018), and their sentences exhibit a lower com-
plexity in structure and a relatively low amount of words (Gruppi et al., 2018; Horne &
Adali, 2017). Fake articles tend to have less diversity at the lexical and content level
(Azevedo et al., 2021) and empirically exhibit a higher amount of typographical errors
(Zhou et al., 2004).

Informativity. Fake articles often correspond with either a considerably low amount of
information or a remarkable overload of information (Zhou et al., 2019). The body of
fake articles adds relatively little new information but serves to repeat and enhance the
claims made in the title (Azevedo et al., 2021; Horne & Adali, 2017). Valid articles about
a particular topic contain several direct or indirect references to this subject. One can
interpret those as a kind of contextual redundancy which fake sources are usually missing
(Badaskar et al., 2008).

Psychology Features

Mobilization. Unreliable sources tend to use more emotionally persuasive language in
general, leading to high levels of emotional polarization (Ribeiro Bezerra, 2021; Wang et
al., 2019). Providing sensationalist content, fake articles tend to be written in a hyperbolic
way to attract the reader’s attention, i.e., with high usage of all-caps words or exclamation
marks (Gruppi et al., 2018; Jeronimo et al., 2019). To cause an arousal of (negative) af-
fects, fake content uses a higher degree of words related to emotional actions, states, and
processes (Azevedo et al., 2021; Markowitz & Hancock, 2014). Legitimate sources tend
to report on past events, whereas fake articles often focus on highly recent topics (Fer-
nandez, 2019).

Subjectiveness. Exhibiting a tendency to subjective statements, fake articles are often
written from a more personal view (Jeronimo et al., 2019). Creators of fake content are
frequently driven by personal motives like raising profit, promoting ideology, and psy-
chological aims (Kapantai et al., 2021). Words and expressions of fake articles relate to
a more argumentative discourse aiming to convince the reader of a specific point of view
(Azevedo et al., 2021).
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Stylistic Features

Vocabulary. Unreliable sources more often use hyperbolic words such as superlatives and
subjectives (Fernandez, 2019; Mahyoob et al., 2020) and display more first-person and
second-person pronouns than legitimate articles (Fernandez, 2019; Rashkin et al., 2017).
To lure readers to the content, disinformation displays a higher amount of excessive emo-
tional adverbs (Biyani et al., 2016; Mahyoob et al., 2020).

Phrasing. Unreliable sources use a high level of exclamation marks, swear words, and
visual references, and are slightly more prone to emotional tones and higher polarity
(Azevedo et al., 2021; Ribeiro Bezerra, 2021). The language of fake content tends to be
less formal than reliable articles (Horne & Adali, 2017).

Authenticity. Fake articles use a higher amount of vague phrasing or hedging words to
achieve a more indirect form of expression (Mahyoob et al., 2020), while legitimate
sources are considerably better referenced than unreliable articles (Kumar et al., 2016).

Themes

The category political and economic refers to content about specific politicians, or legal,
political or economic actions. Content about social events, activists, public benefit, and
minority organizations, as well as dangers or threats to human and animal health, is in-
corporated in the social category. Pseudoscientific content calls on supposedly scientific
research or reputable institutions without identifying concrete sources or by manipulating
them to create a false theory. Content about historical events or the distant past of public
figures is subsumed under the theme historical. In addition to that, gossip or rumors may
be spread about public figures without a political or activist profile. Extreme themes cover
drastic, catastrophic or brutal events. The feature worldview is applied to content about
religion, faith, and spiritual figures as well as various non-religious ideologies, views, and
beliefs. Themes can also be commercial, such as false product reviews, advertising cam-
paigns, or commercial clickbait aimed at accumulating views, likes, and comments
(Rosinska, 2021).

Content Type.

Clickbait refers to sources that intentionally use exaggerated, misleading, or unverified
headlines or thumbnails to attract readers to open the webpage (Kapantai et al., 2021).
Manipulated content involves altering information or an image to deceive the recipient,
who receives it without being aware of its misuse (Wardle & Derakhshan, 2017). Fabri-
cated content encompasses entirely false stories lacking a factual basis, with the intent to
deceive and cause harm. Particularly severe forms of fabrication mimic the style of legit-
imate news articles to mislead recipients (Kapantai et al., 2021). Real information may
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be presented in a false context, where the recipient acknowledges its truth but remains
unaware that the context has been altered (Wardle & Derakhshan, 2017). Imposter content
involves genuine sources being impersonated by false, made-up sources to support a false
narrative. This can include abusing a journalist’s name, a logo, or a website (Kapantai et
al., 2021). A social bot is a computer algorithm that automatically produces and posts
content, interacting with legitimate users and other bots to emulate and possibly alter their
behavior (Ferreira et al., 2022; Wang et al., 2019). Conspiracy theory applies to stories
without a factual basis that usually explain important events as secret plots by govern-
ments, powerful groups, or individuals (Kapantai et al., 2021). One-sided content is heav-
ily biased, promoting division and polarization. It features imbalance, inflammatory, and
emotionally charged information, often containing a mix of true and false or mostly false
details (Kapantai et al., 2021). Propaganda is information created by a political entity to
influence public opinion and gain support for a public figure, organization, or government
(Tandoc et al., 2018). Trolling is the intentional posting of offensive or inflammatory
content to an online community with the intent of provoking readers or disrupting con-
versation (Kapantai et al., 2021).

Grade of Veracity

Following Potthast et al. (2017), mostly true indicates that a piece of content is based on
factual information and accurately depicts it. This rating excludes unsupported specula-
tion or claims. Mixture of true and false describes content with some accurate and some
inaccurate elements. It applies when speculation or unfounded claims are combined with
real events, numbers, or quotes. Mostly false is used when the majority or all of the infor-
mation in a content piece is inaccurate. This rating also applies when the central claim is
false. No factual content is for posts expressing pure opinion, comics, satire, or anything
without a factual claim. This adopted gradation follows a similar approach to knowledge
graph ‘ClaimsKG’ (Tchechmedjiev et al., 2019), where the different veracity labels are
mapped to four basic categories (i.e., true claims, false claims, mixture claims, other
claims).

4.4.2 An Example

Consider the article published on Before It’s News entitled “RFK Jr: Fauci Must Be Pros-
ecuted for 330K Murders, As Mass Graves Found Outside NYC (Video)”’. This article
has the following values on the TAXODIS detection features (manually annotated):

7 https://beforeitsnews.com/alternative/2024/09/rfk-jr-fauci-must-be-prosecuted-for-330k-mur-
ders-as-mass-graves-found-outside-nyc-video-3821353. html (accessed on October 30, 2024)
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length of the headline = high, textual gap between title and body = no, sentencelike head-
line = yes, relative shortness of body = yes, simplicity in sentence structure = no, lexical
and contentual poorness = yes, relative amount of typographical errors = yes, relatively
low demand on reader’s education level = yes, level of semantic incoherence = high,
extremity of information quantity = high, lack of new information = yes, lack of topical
redundancy = yes, level of emotional polarization = high, level of sensationalism = high,
arousal of (negative) affects = high, level of topicality = high, tendency to subjective
statements = low, level of personal motives = high, kind of discourse = opinion-based,
usage of exaggerated vocables = yes, amount of first-/secondperson pronouns = high,
amount of excessive emotional adverbs = high, usage of emphatic wording = yes, level
of informality of language = high, vagueness of phrasing = high, authenticity/referencing
of information = poorly referenced. As regards the categorization features, the article falls
under the themes political & economic and extreme, and the content type fabricated con-
tent, while its veracity grade is mostly false.

4.5 Taxonomy Usage and Linking to Related Vocabularies

The taxonomy can be used together with existing, established vocabularies for the anno-
tation of (disinformation) resources. We suggest the exploitation of the Web Annotation
Data Model®, which is a W3C recommendation for the structured representation of anno-
tations that can be shared and reused across different platforms. In this model, an annota-
tion (instance of class oa:Annotation) is considered to be a set of connected resources,
typically including a body (instance of class oa:Body) and a target (instance of class
oa:Target), and conveys that the body is related to the target. The exact nature of this
relationship changes according to the intention of the annotation, but the body is most
frequently somehow “about” the target (the intention of the annotation can be represented
using the class oa:Motivation). In our case, the body of the annotation is a taxonomy term,
accompanied by a value (level or degree) for the terms that are under defection feature,
and the target is a disinformation piece of content or resource. Figure 16 shows an exam-
ple in which an article (instance of class oa:Target) is linked to two annotations: one
which categorizes the article as of social theme (taxodis:themsoc) and one which catego-
rizes the article as having high topicality level (taxodis:mobtopical). The intention (moti-
vation) of both annotations is classification (oa:classifying). Notice that the first annota-
tion is directly linked to the taxonomy term taxodis:themsoc through multiple
instantiation (the term is an instance of both oa:Body and skos: Concept). This annotation

¥ https://www.w3.org/TR/annotation-model/
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method can be applied for all taxonomy terms that are under categorization and veracity,
since these terms do not accept a degree value or level like the terms that are under de-

tection feature.
The /ntenuqn (mot:vat:qn,l — . ; The first
of the first annotation oa:Motivation oa:motivatedBy oa:Annotation annotation
oa:classifying :annotl
oazhasBody
Social P oa:hasTarget
(theme) |oa:Body, skos:Concept
. . i ;
skos:Concept taxodis:themsoc T The. disinformation
. article
disinfotaxo:mobtopical ~.oa:type i . .
Level of ) 0a:Body .d|5|nfo_vamcle_un
topicality: high - o ; -
rdfs:Literal s :topicalityLevelHigh
~ rdfvalue v~ ,
“high” g oa:hasTarget
oa:hasBody
- ' : The second
oa:Motivation oa:Annotation ;
) ) o annotation
The intention (motivation) oa:classifying o0a:motivatedBy :annot2

of the second annotation

Figure 16. An annotation example using TAXODIS together with the Open Annotation Data Model in
which an article is categorized as of social theme and as having a high topicality level.

Figure 17 shows how we can link the annotated resource with rich (meta)data using an-
other established vocabulary, namely schema.org. Schema.org’ is a collaborative, com-
munity activity with a mission to create, maintain, and promote schemas/vocabularies for
structured data on the web. It provides classes and properties for embedding structured
data to web resources. In the example of Figure 17, the annotated article is both an in-
stance of oa:Target and an instance of schema:CreativeWork. This allows using proper-
ties of schema.org for providing more information about the article, such as its URL (in-
stance of schema:URL), its publication date (instance of schema:DateTime), its headline
(instance of schema:Text), its author (instance of schema:Person), and its content (in-
stance of schema:Text). We can also link the article with entities of different types men-
tioned in it, such as persons, places, etc., using the property schema:mentions. In addition,
we can link claims (instances of schema:Claim) to the articles using the property
schema:appearance. A claim can then be linked to its text, video/audio (if any), and author
(using the properties schema:text, schema:video/schema:audio, and schema:author, re-
spectively), as well as with claim reviews (instances of schema:ClaimReview). In a sim-
ilar way, a claim review can be linked with related data such as its author, URL, publica-
tion date, headline, review body, etc.

? https://schema.org/
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schema:Person schema:URL schema:DateTime schema:Text schema:Text
Person example... http://... Date example... Text example... Text example...
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schema:}vuthor schema:url schema:datePublished schema‘\;headﬁne schema:r%vieweody
1
schema:ClaimReview
Claim review example... - schema:Text
schema:iterLReviewed Text example...
Y
schema:Claim Sdkicmavideo schema:VideoObject
oa:Annotation Claim example... Video example...
:annotl schema:appearance schema:Person
oahasBody _ oa:hasTarget schema:author Person example...

e

oa:Target,
schema:CreativeWork
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—

schema:Thing

:disinfo_article_uri -
schema:mentions

http://entity_example

I T
schema:url schema:datePublished schema:headline schemaauthor schem‘u:text schemaiabout
v 4 v Y L 2
schema:URL schema:DateTime schema:Text schema:Person schema:Text schema:Thing
http://... Date example.... Text example... Person example... Text example... http://entity_example

Figure 17. Enriching the annotated resource with rich information using schema.org.

Another well-known vocabulary that can be used together with the taxonomy is the SIOC

Core Ontology'?, a data model that provides the main concepts and properties required to

describe information from social media and online communities. Linking to such estab-

lished vocabularies supports the integration of annotation data with existing knowledge

bases that make use of the same data models, such as ClaimsKG (Tchechmedjiev et al.,
2019) and TweetsKB (Fafalios et al., 2018).

Queries that can be answered using TAXODIS annotations include:

= Retrieve all resources classified as of social theme and which have a high level of

emotional polarization

Retrieve all resources with imposter content together with the values of all fea-
tures that are under psychology feature

Retrieve the number of resources per content type having high usage of emphatic
wording

Retrieve all resources published on a specific time period containing claims that
have been reviewed and have received the veracity score mostly false

10 https://www.w3.org/submissions/sioc-spec/
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= Retrieve all resources mentioning a specific person that are mostly false, together
with the values of all features that are under detection feature

The first query of the above list is translated to SPARQL as follows:

PREFIX taxodis: <https://hop.fzi.de/taxodis/>

PREFIX oa: <http://www.w3.org/ns/oa#>

PREFIX schema: <http://schema.org/>

SELECT ?resourceUri ?resourceHeadline ?resourceAuthor WHERE {
?annot] oa:hasTarget ?resourceUri ; oa:hasBody taxodis:themsoc .
?annot2 oa:hasTarget ?resourceUri ; oa:hasBody ?annot2Body .
?annot2Body oa:type taxodis:mobpolar ; rdf:value "high" .
OPTIONAL { ?resourceUri schema:headline ?resourceHeadline }
OPTIONAL { ?resourceUri schema:author ?resourceAuthor } }

O 0 3 O L A W N —

Obtaining the Feature Values

For a given piece of content, we can estimate the value of each feature either manually or
using dedicated software. Each approach has its pros and cons. The manual approach
provides annotations of very high quality. However, it is very laborious, time-consuming,
and not scalable (the annotation time is proportional to the number of texts/documents we
want to annotate and the number of considered features). On the contrary, using a soft-
ware system, we can obtain annotations for large corpora with no human effort. However,
the accuracy of the annotations is questionable and depends on several factors, such as
the overall quality and performance of the software system, the availability of training
data, the language used in the input texts, etc. Furthermore, there might be a monetary
cost for using the system.

Existing software systems that can be used to obtain values for one or more of the TAX-
ODIS features include: 1) linguistic and word usage analysis tools (such as LIWC (Boyd
et al., 2022) for the detection features, ii) topic and theme extraction tools (Dhar et al.,
2021) for the categorization features, and ii1) fact-checking, disinformation detection, and
claim linking tools (such as ClaimLinker (Maliaroudakis et al., 2021)) for the veracity
features. Moreover, if enough training (annotation) data is available, dedicated classifiers
per feature can be built and used for larger text corpora. Surveying such software systems
and evaluating their performance is out of the scope of this paper.
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4.6 TAXODIS Evaluation and Use Cases

4.6.1 Taxonomy Use and Evaluation

The taxonomy was initially introduced through an internal workshop in 2023, during
which a group of interested researchers (from sociology, computer science, and political
science) and practitioners (from NGOs and industry) utilized it to create labels for iden-
tifying different types of disinformation for the research project DeFaktS. During the
workshop, the participants applied TAXODIS to scrutinize real-world data, i.e., numer-
ous social media posts derived from various platforms (e.g., Telegram and Twitter/X)
containing disinformation. These labels were then used in annotating a comprehensive
dataset for training a classifier to detect deceptive messages (Ashraf et al., 2024). The
workshop, focusing on textual detection of disinformation, involved 15 researchers and
practitioners from relevant fields. They used TAXODIS to assess whether a given content
was disinformation or not and utilized it as a baseline to create suitable labels for data
annotation. Two groups of workshop participants approached the task in different ways,
testing the taxonomy's usefulness during group work. Jointly, they generated a list of 15
polar labels, 13 of which were selected either directly from the taxonomy or created with
its assistance, such as by merging two features into one label for the annotation process.
To enhance the robustness and reliability of our annotations conducted through the anno-
tation platform Doccano (Nakayama et al., 2018), we implemented a cross-annotation
process. Specifically, a subset of 767 data samples underwent independent annotation by
two teams, each consisting of two annotators. This approach ensured a comprehensive
evaluation of the labeling process facilitated by the taxonomy. Subsequently, we com-
puted the inter-annotator agreement (McHugh, 2012) to assess the level of concordance
between the annotators. To quantify this agreement, we utilized Cohen's Kappa metric,
revealing a substantial score of 0.72. This result confirms the strength and dependability
of the annotations throughout the dataset, establishing a robust foundation for training a
model based on TAXODIS.

4.6.2 Use-Case Scenarios

4.6.2.1 Computer Science and Al

In the field of computer science, and in particular Al and supervised learning, the resource
can be of use to build and/or fine-tune language models to perform various downstream
tasks related to disinformation detection and analysis. The taxonomy enables fine-grained
annotation of text with relevant linguistic features, while the use of standards and seman-
tic web technology allows to query and access specific sub-sets of annotated data in a
centralized manner, even if they come from different sources. In that way, this technology
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provides the possibility of extracting data for precisely training or fine-tuning of machine
learning models that correspond to specific criteria, according to a specific selection of
TAXODIS labels. The automatic extraction of the taxonomy features from text via dedi-
cated tools could facilitate annotation. Certain features from the taxonomy can be linked
to some of the features from the LIWC vocabulary (discussed above), for which LIWC
provides tools for their automatic extraction. However, since the majority of the vocabu-
lary terms are specific to the disinformation context, dedicated tools for their extraction
need to be created. Taking it a step further, the taxonomy can facilitate the annotation of
new text with reduced reliance on human labor by incorporating examples into prompts
for generative Al systems.

The features can contribute to contextualizing the outcomes and predictions in tasks, such
as disinformation detection. Indeed, the resource can be useful in enhancing the explain-
ability of language models, such as BERT. A language model fine-tuned on corpora an-
notated by TAXODIS can be applied to perform various downstream tasks, such as clas-
sifying texts as disinformation or not. However, the model as such will struggle to provide
an interpretation of its prediction, where understanding why a specific piece of infor-
mation is classified as flawed or not is crucial for journalists or social scientists (cf. be-
low), as well as ordinary users. A major challenge in Al research is indeed the interpre-
tation of the features used by language models, e.g., by extracting the most predictive
tokens (Malkiel et al., 2022; Szczepanski et al., 2021), or by understanding the implicit
semantics carried by the embedding layers (Chersoni et al., 2021). In our case, if the
corpora that are used to train/fine-tune the model are annotated by the high-level linguistic
features coming from TAXODIS, one could conduct an explicability analysis by identi-
fying the taxonomy features that contribute most to a specific class prediction. In addition,
the vocabulary can help to match the low-level BERT (or BERT-like model) features to
high-level, meaningful, and human-curated linguistic features, hence contributing largely
to the explainability challenge of language models. A potential way of conducting that
analysis is performing independent classification by using a language model with auto-
matically embedded features and then by using a simple binary classifier (like a decision
tree) by using the TAXODIS features only and then applying an explainability system,
such as SHAP (Lundberg & Lee, 2017) on both in order to identify groups of features on
both sides that contribute most to the specific classification outcome.

4.6.2.2 Social Science

In the field of social sciences, understanding and analyzing online disinformation is cru-
cial for examining its impact on public opinion, behavior, and societal dynamics (Allcott
& Gentzkow, 2017; Freelon & Wells, 2020). Researchers studying the effects of disin-
formation on social behavior can utilize the taxonomy to systematically categorize and
analyze linguistic features within disinformation content. This structured approach allows

89



4 Decoding Deception: A Taxonomy of Online Disinformation in Data Classification

for more precise measurement and comparison of how different types of disinformation
affect various demographic groups and societal segments. Computational social scientists
often rely on annotated datasets to train models and conduct analyses (Alassad et al.,
2021; Rauh & Schwalbach, 2020). The taxonomy's comprehensive framework aids in the
consistent labeling of disinformation instances, ensuring that datasets are uniformly an-
notated. This uniformity may enhance the reliability of statistical analyses and the gener-
alizability and long-term validity of research findings.

Furthermore, providing a standardized taxonomy may facilitate collaboration between
social scientists and computational experts. Researchers can leverage the resource to align
their qualitative insights with quantitative analyses, fostering interdisciplinary studies that
combine linguistic features with social theories. Finally, social scientists can use insights
derived from the taxonomy to inform policy recommendations. Understanding the spe-
cific linguistic markers of disinformation enables the development of targeted interven-
tions and strategies for mitigating the adverse effects of disinformation on public dis-
course and democratic processes (Lutz et al., 2024; Munn, 2020).

4.6.2.3 Journalism

In journalism, the taxonomy may serve as a practical tool for improving the accuracy and
effectiveness of disinformation detection and fact-checking. Journalists and fact-checkers
can use the taxonomy to streamline their verification processes. By referring to the tax-
onomy's linguistic features, they can more effectively identify and analyze disinformation
in news content, ensuring that false claims are quickly and accurately addressed. Addi-
tionally, the taxonomy may support journalists in analyzing patterns of disinformation
across different media sources. By categorizing linguistic features, journalists can detect
recurring themes and tactics used by disinformation campaigns, leading to more informed
reporting and deeper investigative insights (Kebede et al., 2022). In education, the taxon-
omy may provide a valuable resource for training journalists and media professionals.
Offering a clear, empirically grounded guide to recognizing disinformation, the resource
may equip journalists with a tool needed to navigate complex information environments
and maintain high standards of journalistic integrity. Finally, journalists may use the tax-
onomy to create educational content that raises public awareness about disinformation.
By demonstrating how specific linguistic features indicate false or misleading infor-
mation, they can help readers become more discerning consumers of news and reduce the
spread of disinformation.
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4.7 Conclusion

The widespread phenomenon of disinformation, understood as deliberately deceptive or
false information, presents important risks to political stability and social cohesion, par-
ticularly during times of crisis. Automated disinformation detection systems, leveraging
machine learning and natural language processing, are essential in the fight against disin-
formation as tools assisting journalists and social scientists in their efforts. Given the
complex and nuanced nature of disinformation, this study contributes a structured taxon-
omy, named TAXODIS, to aid automated systems in annotating corpora and recognizing
linguistic markers of disinformation with high precision. TAXODIS is presented as a
SKOS vocabulary, leveraging the semantic web technology and principles. It is, hence,
the first resource of its kind that is openly available, reusable, and interoperable, aiming
to play the role of a standard, useful for annotation and classification tasks, fostering both
scholarly and practical advancements in automated disinformation detection in fields such
as computer science, journalism, and social sciences.
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S5 A German Dataset for Fine-Grained
Disinformation Detection through
Social Media Framing'!

5.1 Introduction

In the contemporary information era, the rapid proliferation of online platforms has re-
shaped communication paradigms. Social platforms have democratized information dis-
semination, ensuring real-time data sharing. This accessibility, however, is a double-
edged sword. On one hand, it promotes knowledge sharing; on the other, it has become a
conduit for the spread of disinformation (Shu et al., 2017). The implications of unchecked
disinformation are severe. Beyond the obvious erosion of public trust in media and insti-
tutions, disinformation can sway public opinion, influence election outcomes, and even
catalyze real-world harm (Groshek & Koc-Michalska, 2017; Strémbéck, 2005). In the
face of these challenges, ensuring the veracity of digital content has become imperative.
Empirical findings underscore the intricate complexity of disinformation, which, with its
deceptive nature, strives to cloak itself as legitimate information, making its detection
notably elusive (Shu et al., 2020b). While studies emphasize that authentic and deceptive
news articles demonstrate substantial disparities in their substantive content (Abonizio et
al., 2020; Horne & Adali, 2017), the nuanced and multifaceted characteristics of disinfor-
mation amplify the challenge (Rosinska, 2021). Moreover, the lexical and structural fea-
tures of disinformation often tend to be event-specific, suggesting that classifiers trained
on one type of event or topic may underperform when faced with deceptive content de-
rived from a different context (Shu et al., 2017). This multi-dimensional complexity and
subtlety of disinformation necessitate innovative approaches that can navigate through its
nuanced landscapes, offering a more holistic understanding and detection mechanism.

In the realm of disinformation research, while English has been the primary focus, other
significant languages like German have not received equivalent attention. This oversight

11 This chapter comprises an article that was published by Shaina Ashraf, Isabel Bezzaoui, lonut Andone,
Alexander Markowetz, Jonas Fegert and Lucie Flek in the following outlet with the following title:
DeFaktS: A German Dataset for Fine-Grained Disinformation Detection through Social Media Framing. In
The 2024 Joint International Conference On Computational Linguistics, Language Resources And Evalu-
ation, 2024. Note: Tables and figures were renamed, reformatted, and newly referenced to fit the structure
of the dissertation. Chapter and section numbering and respective cross-references were modified. Format-
ting and reference style were adapted and references were updated. Details of the author’s individual con-
tributions to this publication are provided in the appendix.
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is particularly evident in the scarcity of comprehensive annotated datasets dedicated to
the German language, especially in the domain of disinformation analysis (Schreiber et
al., 2021). Furthermore, Germany itself faces a pronounced challenge with disinfor-
mation, as indicated by its high number of QAnon members, ranking second globally
outside of English-speaking countries (Amadeu Antonio Foundation, 2020). The unique
linguistic characteristics and cultural contexts of German differentiate from English, and
the limited availability of annotated datasets for German compounds the complexities of
disinformation detection in this language. This study navigates through these challenges
by presenting a comprehensive approach to understanding and mitigating disinformation,
especially within the German linguistic context, through three pivotal contributions:

1. Introducing a richly curated and annotated dataset that encompasses a diverse ar-
ray of topics and keywords from the German media, thoroughly annotated with
binary and fine-grained labels to serve as a foundational resource for developing
and evaluating disinformation detection algorithms.

2. Recognizing the complex nature of disinformation, we propose a comprehensive
and fine-grained taxonomy-based annotation scheme encompassing linguistic, se-
mantic, psychological, and authenticity features formulated to facilitate a detailed
and structured approach to analyzing and labeling tweets.

3. The study further presents experiments employing both classical machine learning
models and transformer-based models, providing initial insights into the dataset’s
utility and serving as a starting point for subsequent research endeavors to develop
and refine disinformation detection models in the German language.

5.2 Related Work

Recent efforts in combating disinformation have largely centered around leveraging ad-
vanced machine learning techniques and developing datasets to facilitate the training and
evaluation of models designed to discern the veracity of information disseminated online.
Al et al. (2022) focused on Arabic disinformation detection related to COVID-19 on
Twitter (now X) and Facebook. The authors introduced a new Arabic COVID-19 dataset
and applied two pre-trained classification models, AraBERT and BERT base Arabic. Abd
Rahim and Basri (2022) introduced MalCov, a dataset containing false and valid news
articles related to COVID-19 in the Malay language. The dataset, which comprises arti-
cles from social media platforms and has been validated by local authorities, was utilized
to build classifiers using machine learning models such as Naive Bayes, Support Vector
Machines (SVM), and Logistic Regression. Suryavardan et al. (2023) introduced Factify
2, a multimodal fact-checking dataset that enhances its predecessor, Factify 1, by incor-
porating new data sources and adding satirical articles. Factify 2 categorizes data into
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three broad categories (support, no evidence, and refute) and further subcategories based
on the entailment of visual and textual data, providing a rich resource for developing and
evaluating multimodal disinformation detection models. Ciora and Cioca (2022) devel-
oped RoCo-Fake, a Romanian COVID-19 disinformation dataset, aggregating various
online resources like tweets, news titles, and fact-checking news sites. RoCo-Fake ad-
dresses the scarcity of resources for disinformation detection in the Romanian language,
providing a valuable resource for the medical domain. Carrella et al. (2023) emphasized
the importance of developing language-specific datasets and models to address the chal-
lenge of disinformation in Italian. Plepi et al. (2022) conducted an in-depth analysis of
users’ time-evolving semantic similarities and social interactions, revealing that these pat-
terns can be indicative of disinformation spread. Building on these findings, they pro-
posed a dynamic graph-based framework that capitalizes on the fluidity of user networks
to isolate disinformation spreaders. Fatima et al. (2023) introduced YouFake, a multi-
modal dataset that includes both images and texts collected from popular YouTube chan-
nels, providing a comprehensive platform for developing and evaluating models that can
handle multi-modal data (text, image, and video) for disinformation classification.

These studies underscore the global and multilingual nature of the disinformation chal-
lenge, highlighting the importance of developing datasets and models that cater to various
linguistic and cultural contexts. While these datasets provide valuable insights and re-
sources for disinformation classification (Sakketou et al., 2022), it is evident that there is
a gap in the availability of German-specific datasets for disinformation detection, high-
lighting a potential area for contribution and development in the field. Moreover, the
available datasets often exhibit a lack of diversity in topics and news categories, fre-
quently concentrating on specific themes or health crises like the COVID-19 pandemic
(Mattern et al., 2021). This limitation potentially restricts the generalizability and applica-
bility of models trained on such datasets to a broader spectrum of topics and contexts.
Furthermore, there is a noticeable scarcity of datasets that provide transparent and com-
prehensive annotation schemes for labeling disinformation (Murayama et al., 2022). The
meticulousness and granularity in labeling are pivotal for developing models that can dis-
cern and understand the nuanced and multifaceted nature of disinformation. Many exist-
ing datasets (Ahuja & Kumar, 2023; Vogel & Jiang, 2019) do not offer fine-grained labels
or employ polar labeling schemes that enable annotators to adeptly identify and categorize
various dimensions and spectrums of disinformation.
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In response to these gaps, we introduce DeFaktS'?, a dataset uniquely designed for Ger-
man media. Our dataset not only offers a comprehensive understanding of disinformation
within this specific linguistic context but also brings forth a novel approach in its annota-
tion and structure. DeFaktS is meticulously curated, emphasizing granularity in labels and
ensuring that various dimensions of disinformation are adeptly captured. The annotation
scheme and, correspondingly, the labels utilized are designed based on the Taxonomy of
Online Disinformation developed by Bezzaoui et al. (2022b). Combining empirical find-
ings from various fields such as computer science, linguistics, psychology, and media
studies, the taxonomy gathers the many underlying linguistic features of disinformation
into a schematic framework. Our annotation framework’s strategy revolves around ad-
dressing three key research endeavors: First, the identification of specific linguistic cues
that signify online disinformation, as highlighted in the empirical literature (Abonizio et
al., 2020; Horne & Adali, 2017; Molina et al., 2021). Second, the organization of these
linguistic features into a coherent and comprehensive schema. Third, the integration of
these dimensions and categories into a clearly defined, structured taxonomy. This posi-
tions DeFaktS not just as another dataset but as an advanced contribution to the ongoing
global effort to curb the influence of disinformation.

5.3 Dataset

Twitter (now X) is a primary hub for real-time news dissemination. Its influence, coupled
with the potential for spreading deceptive content that can mold public opinions, under-
scores its significance (Li & Su, 2020; Zhou et al., 2021). Therefore, we chose it as our
primary data source.

5.3.1 Data Collection

Our DeFaktS dataset is carefully crafted, focusing on the German media domain, ensuring
arobust and comprehensive collection suitable for in-depth analysis of various news top-
ics. Initially, we compiled a list of 129 pertinent and diverse news topics, which were
predominantly trending at the time of data collection. This included a range of controver-
sial and high-impact topics such as elections, the energy crisis, lockdown measures, the
war in Ukraine, the gender pay gap, immigration, climate, and inflation, among others. A
word cloud depicting the prominence of these topics within our dataset can be seen in
Figure 22. In order to establish the topics, we started with a set of related keywords. We

12 https://github.com/caisa-lab/DeFaktS-Dataset-Disinformation-Detection
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then collected German-language tweets that contained these keywords and added the first
2000 tweets that fit our criteria to our database. Given Twitter’s (now X) dynamic nature
and the prevalence of retweets, we removed duplicate entries to avoid any potential biases
in our subsequent analyses.

5.3.2 Data Annotation

5.3.2.1 Fine-Grained Labels Annotation Scheme

The primary objective of the data annotation was to scrutinize the tweets, identifying and
highlighting instances indicative of disinformation. In pursuit of this, a detailed annota-
tion framework was designed, which has general category labels and more nuanced polar
labels, each dissecting distinct facets of the tweets and pinpointing specific features po-
tentially signaling disinformation. To ensure that current empirical knowledge is taken
into account, the annotation framework is based on the Taxonomy of Online Disinfor-
mation (Bezzaoui et al., 2022b). The taxonomy synthesizes scientific evidence from var-
ious disciplines into a concise overview covering dimensions ranging from more granular
characteristics, such as semantic aspects (Cardoso, 2021) of disinformation, to broader
aspects for categorization, such as various content types.

The DeFaktS annotation scheme was specifically developed to dissect and identify fram-
ing techniques utilized in the dissemination of disinformation through German social me-
dia. Our comprehensive labeling approach is geared towards detecting nuanced ways in
which information is framed, which can influence perceptions and propagate disinfor-
mation. Our annotation process is rooted in four principal dimensions: content type, au-
thenticity, semantic, and psychological features, each chosen for its empirical association
with disinformation. Semantic features help to analyze the content for meaning and con-
sistency, as disinformation is often riddled with contradictions or repeated content lacking
new insights (Azevedo et al., 2021; Horne & Adali, 2017). Psychological features encom-
pass tactics like polarization, emotionalization, and sensationalism. These features con-
struct narrative frames that manipulate emotional biases to enhance engagement and dis-
semination (Gruppi et al., 2018; Jeronimo et al., 2019; Ribeiro Bezerra, 2021; Vicario et
al., 2019; Wang et al., 2019). Authenticity features assess the authenticity of references
and the clarity of phrasing, helping to determine whether the information is framed within
a reliable context or crafted to mislead by obfuscating facts (Fernandez, 2019; S. Kumar
etal., 2016; Mahyoob et al., 2020). Content type features address the thematic framing of
content, including pseudo-scientific claims, forged content, and propaganda. Such fram-
ing shapes audience perception and is an integral part of disinformation strategies
(Bakowicz, 2019; Kapantai et al., 2021; Rashkin et al., 2017; Rosinska, 2021; Tandoc et
al., 2018).
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Content Type
Features

Category Dimension Feature Code Description
g3 level of semantic Disinformation exhibits a higher degree of contentual inconsistencies like
= 5 inconsistency infoincon semantic contradictions or logic errors throughout the text.
5 E [The body of unreliable articles adds relatively little new information, but
lack of (new) information infonewinfo [serves to repeat and enhance the claims made at the beginning.
Unreliable articles frequently narrate in terms of a clear friend-foe-distinction
ith regard to specific national, ethical, or religious groups or elites as foes or
perpetrators. The opposing group (often framed in a common "we'
"ourselves", "the government") takes the part of the victim who needs to be
B w level of polarization psychpolar rotected.
é L; Unreliable sources incline to use a more emotionally persuasive language and
% E level of emotionalization psychemo  [touch more often sensible subjects (like children, death and burial).
e Fake articles tend to be written in a hyperbolic way to attract the reader's
attention, i.e. with a high usage of all-caps-words, exclamation marks or a
level of sensationalism psychsensa |general sentiment wording.
Disinformation frequently entails stereotype narratives and ressentiments to
level of abasement psychabas  |denigrate targeted groups.
Legitimate sources tend to report about past events whereas fake articles
level of topicality authtopic focus on highly recent topics.
“ F-
K % g Fake articles use a higher amount of hedging words (like 'possibly’, 'usually’,
E j ﬁ 'tend to be') to achieve a more indirect form of expression. Also they evoke a
§ E w agueness of phrasing authvague  [feeling of uncertainty by addressing the vagueness of information directly.
authenticity/referencing of Legitimate sources are considerably better referenced than unreliable articles.
information authrefer Unreliable sources tend to use none, false or wrong contextualized references.
Content that calls on supposedly scientific research or reputable institutions
ithout identifying concrete sources or by manipulating them to create a false
pseudoscientific typpseudo  ftheory.
Stories that lack any factual ground or manipulated information or image. The
forged content itypforged intention is to deceive and cause harm. Could be text or visual media.

false context

itypfalcontex

Real information is being presented in a false context. The recipient is aware
that the information is true, but he does not realize that the context has been
changed.

Stories without factual basis which usually explain important events as secret
plots by government or powerful individuals. By definition their truthfulness is
difficult to verify. Evidence refuting the conspiracy is regarded as further proof

conspiracy theory itypconspir _|of the conspiracy.
Information that is created by a political entity to influence public opinion and
propaganda ftyppropa ain support for a public figure, organization or government.
[This rating is used for posts that are pure opinion, comics, satire, or any other
posts that do not make a factual claim. This is also the category to use for
no factual content ftypopinion  |posts that are of the "Like this if you think..." variety.
Keywords used to search tweets. This label does not indicate polarity but
corpkeyword |marks the span of text containing the search keyword.
General Labels Category indicating possible disinformation. This label is attributed to posts
catposfake  [that receive one of the polar labels.
Indicates neutral posts where there is no indication of disinformation. Such
catneutral osts should never have any other polar labels.

Figure 18. Fine-grained annotation framework

To ensure fidelity and uniformity in our annotations, domain experts from the Center for

Monitoring, Analysis, and Strategy (CeMAS) conducted a rigorous training workshop.

Here, annotators were equipped with guidelines and engaged in activities using sample

data, which honed their ability to recognize text passages containing deceptive indicators

aligned with our polar labels. Figure 18 and Figure 19 illustrate the framework and pro-

vide examples of tweets annotated with these labels, demonstrating the application of our

method and underscoring the role of each feature in pinpointing disinformation.
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Wie wahr; Die EU fordert statt Kinder und Familie Abtreibung corekeyrord

und LBGTQ. Linksradikale: Klima Hysteriepsychen #BerlinWahlen2023rsy<htoric seitdem Griin regiert bin ich gegen
Immigration. Vor allem werden verfolgte Christen sehr benachteiligt. Briefwahl tovinion Wer auf Wahlplak 1 ligt, wer mit Machttoten statt
Secetnien reden mochte, Lutzerath,Spaltung, Hetze, den Verfassungsschutz

corpkeynord missbrauchtpsycwolar, egal was meine deutschen Wahler
denken, traue ich alles zu,ist unwahlbar. 12.2. 51 €D tyopinion

How true; The EU promotes abortion and LBGTQ instead of children
P https://t.co/7kuWdY|cIM

and families. Left radical climate hysteria immigration. Above all,
persecuted Christians are very disadvantaged.

#BerlinElections2023 Since the Green Party has ruled, | have been
Steffen Kontré sollte sich entscheiden: Parlament oder #Putin. against postal voting. Anyone who lies on election posters, who wants
Ansonsten raus aus dem #Bundestag! #AfDVerbotSofort catnevtral to use power to kill instead of talk, Litzerath, division, agitation, who
abuses the protection of the constitution, no matter what my German
voters think, | believe everything is unelectable. 12.2. 519D

Steffen Kontré should decide: Parliament or #Putin. Otherwi t
Y : ! o RSy 9% https://t.co/7kuwdY|cIM

out of the #Bundestag! #AfDVerbotimmediately

Figure 19. Annotated samples: original German and translated English text for three tweets.

5.3.2.2 Binary Labels

In addition to the multi-label annotation scheme that categorizes posts into an array of
polar and general labels, a binary classification scheme is also employed to demarcate
between two primary categories:

* Real News is dedicated to posts that are regarded as neutral in nature. Specifically,
posts under this umbrella contain exclusively the label “catneutral”.

» Fualse News represents posts that exhibit traits indicative of potential disinfor-
mation or bias. Posts allocated to this category contain at least one of the polar
labels but are devoid of the label “catneutral”.

5.3.2.3 Annotation Platform

In this study, we utilized Doccano (Nakayama et al., 2018), an open-source annotation
tool, to facilitate our annotation process, primarily owing to its user-friendly interface and
capability to streamline collaborative efforts. Doccano is well-equipped with features tai-
lored to our task requirements, thereby making it an apt choice for managing our annota-
tion activities. The project was configured as a sequence labeling task, enabling the an-
notators to select specific text spans and assign labels to them, supporting multiple
labeling. Furthermore, annotators had the flexibility to select the entirety of the text to
assign general category labels. Prior to uploading the data to Doccano, default labels with
the code “corpkeyword” were assigned to highlight keywords within the text, which were
initially used for filtering tweets during the data collection process (as also mentioned in
the annotation scheme). Additionally, comprehensive annotation guidelines were up-
loaded to the platform, serving as a readily available reference for annotators during the
text annotation process, thereby ensuring consistency and adherence to the specified la-
beling criteria.
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5.3.2.4 Cross Annotation

To fortify the robustness and dependability of our annotations, we undertook a process of
cross-annotation. A subset of 767 samples was independently annotated by two annota-
tors, ensuring a thorough examination of both our fine-grained and binary labels. Conse-
quently, inter-annotator agreement (IAA) (McHugh, 2012) was computed for both label-
ing methods to gauge the level of concordance between the annotators. In the cross-
annotation subset, we observed disagreements across the labels: 53 for binary labels and
95 for fine-grained labels. Given that the fine-grained labels span 17 categories, higher
contradictions were seen compared to binary labels. To quantify the IAA, we employed
Cohen’s Kappa metric, unveiling a substantial agreement with a score of 0.72 for binary
labels. For fine-grained labels, which naturally present a more complex annotation sce-
nario, the average score across multiple labels was 0.56, indicating a moderate level of
agreement. In an additional layer of evaluation, and to assess the similarity in the sets of
fine-grained labels assigned to the annotators for each instance, we calculated the Jaccard
Similarity Score, achieving a noteworthy score of 0.88. This score, paired with Cohen’s
Kappa metric, affirms the robustness and reliability of the annotations across our dataset,
ensuring a solid foundation for the subsequent experiments and analyses.

5.3.2.5 Dataset Statistics

The dataset comprises a total of 105,855 posts, where 20,008 tweets are labeled with the
class distribution of 11,776:8,232 of Real News and False News, respectively. The dataset
encapsulates a variety of attributes for each tweet, enabling analyses related to temporal
patterns, identifying topics, trends, and user engagements. A general overview of the da-
taset’s statistical characteristics is shown in Table 3.

Data Statistics
Unique Users 44,486
Average Tweet Length (characters) | 187
Average Tweet Length (words) 24
Average Likes 22
Average Retweets 4
Average Replies 3
Average Quotes 0.4
Average Tweets/User 3
Number of Tweets with URLs 65,889

Table 3. Basic data statistics

Upon curating the DeFaktS dataset, a thorough exploratory data analysis was conducted
to comprehend the underlying patterns and characteristics inherent to the collected attrib-
utes. All the polar labels have varying counts associated with them, the most frequently
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associated polar label is typopinion with 5,354 occurrences, followed by psychsensa with
2,056 occurrences. There are no specific polar labels associated with Real News in the
dataset. This means that the dataset’s Real News entries do not have any of the polar labels
from the annotation guidelines, which aligns with the notion that these polar labels are
indicators of fake or unreliable information. The label typopinion has the highest occur-
rence, suggesting that many disinformation tweets in the dataset are opinion-based with-
out factual content. Labels like psychsensa (indication of sensationalism) and psychemo
(Indication of emotionalization) also have significant occurrences, indicating common
features of sensationalism and emotional language in disinformation. Given this analysis,
we can infer that disinformation in the dataset frequently exhibits features such as sensa-
tionalism, emotionalization, lack of proper referencing, and more. To better understand
this, we can visualize a bar graph of the polar labels distribution for the tweets (Figure
21) as well as the distribution across binary labels (Figure 20).
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Tweets
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Real (0) Fake (1)
Binary Labels (0: Real, 1: Fake)

Figure 20. Distribution of binary labels.
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Figure 21. Distribution of polar labels in "False News".

5.4 Methodology

5.4.1 Preprocessing

In our research, preprocessing was crucial to mitigate noise and ensure data quality. We
executed several steps, including stop word removal, lower-case conversions, tokeniza-
tion, and lemmatization. Additionally, we stripped URLs to eliminate potential source
link biases, ensuring a cleaner dataset for feature extraction and model training.

5.4.2 Features and Text Encoding

To represent our text data, the following features and embeddings were utilized for model
training:

= Bag of Words (BOW): A vector representation counting word occurrences, ig-
noring grammar and word order (Qader et al., 2019).
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* Term Frequency-Inverse Document Frequency (TF-IDF): Highlights word
frequency in a document relative to its frequency across all documents, offering a
measure of its importance (Havrlant & Kreinovich, 2017).

* Word2Vec: Embeddings that capture semantic meanings of words, using pre-
trained models on German Wikipedia with 100-dimensional representations
(Yamada et al., 2020).

* GerVADER Sentiment (GVSent): Sentiment-based features derived using Ger-
Vader (Tymann et al., 2019) to determine word polarity, providing overall senti-
ment scores of tweets.

5.4.3 Traditional ML Classifiers

We utilized the following classical machine learning models in our baseline experiments:

= Support Vector Machines (SVM): A supervised algorithm recognized for its ef-
fectiveness in text classification by finding the optimal hyperplane for data sepa-
ration (L. Wang, 2005).

* Random Forest (RndFor): Constructs multiple decision trees for high accuracy
and can handle large datasets as well as missing values.

» Logistic Regression (LogReg): Commonly used for binary classification, but
adaptable for multilabel tasks using methods like the one-vs-rest (OvR) approach.

5.4.4 Deep Learning Models

Acknowledging the prowess of language models in diverse Natural Language Processing
(NLP) tasks and their ability to grasp the contextual relationships between words, we fine-
tuned several state-of-the-art pre-trained language models using our dataset.

= BERT-Base: Pretrained on English data, it is recognized for capturing deep con-
textual word relationships (Devlin et al., 2019).

= BERT-Multilingual: Trained on 104 languages, this variant of BERT is adept at
handling linguistic diversity, making it suitable for diverse languages, including
German (Pires et al., 2019).

» BERT-German: Tailored for German, it captures linguistic nuances specific to
the language while also understanding cross-lingual patterns.

* XIm-RoBERTa: An advanced BERT variant trained on a vast corpus known for
its high performance in various NLP tasks (Conneau et al., 2020).
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5.5 Experimental Setup

In our experiments, we evaluated the models across two distinct classification paradigms:
binary (distinguishing between False and Real News) and fine-grained (categorizing
across 17 labels). Confronted with a pronounced class imbalance in our dataset between
Real and False News instances, we resorted to downsampling the Real News category.
This strategy was instrumental in ensuring parity in representation between Real and
False News categories, a balance we maintained for both classification tasks. However,
when transitioning to the fine-grained classification, we refrained from further downsam-
pling. Given the varied distribution across the 17 labels, additional downsampling could
risk discarding valuable data, particularly for polar labels with limited samples. As the
next step in our process, we employed a consistent preprocessing pipeline across all mod-
els. We established a 5-fold cross-validation for our classical ML models to assess their
performance and ensure robustness in our analysis. For features like BOW and TF-IDF,
the vectorizer was restricted to a maximum of 5000 features, considering both unigrams
and bigrams. For our transformer-based models, we partitioned the dataset into training
(80%), validation (10%), and test (10%) sets. The training set was utilized to fine-tune
the pre-trained models, the validation set to tune hyperparameters and prevent overfitting,
and the test set to evaluate the model performance. The models were trained using a batch
size of 32 across 10 epochs. We employed early stopping, monitoring the validation loss.
Training would halt if no loss improvement was observed over 3 consecutive epochs. The
AdamW optimizer was utilized, configured with a learning rate of 2e — 5.

5.6 Results

To evaluate the effectiveness of both our classical and transformer-based models, we
computed several metrics, including accuracy, precision, recall, and F1-score. The F1-
scores for our experiments are presented in Table 4 and Table 5.
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Baselines
Binary Class
Features SVM RndFor LogReg
TF-IDF 0.76 0.74 0.81
BOW 0.78 0.72 0.80
GVSent 0.47 0.52 0.46
Word2 Vec 0.64 0.44 0.58
Fine-grained Class
Features SVM RndFor LogReg
TF-IDF 0.40 0.48 0.54
BOW 0.50 0.48 0.54
GVSent 0.23 0.27 0.29
Word2 Vec 0.27 0.28 0.29

Table 4. F1-scores for experiments with feature-based models.

Binary Fine-grained
BERT-Simple 0.78 0.49
BERT-Multi 0.80 0.61
BERT-German  0.86 0.65
Roberta 0.82 0.58

Table 5. F1-scores for experiments with deep-learning models.

5.6.1 Binary Classification

Using feature-based models, the best performance for the binary classification task was
achieved with TF-IDF representations, closely followed by BOW. This indicates that
count-based representations effectively capture distinguishing features between Real and
Fake categories. Transformer-based models, particularly BERT-German, outperformed
feature-based models, highlighting their robust ability to discern Real from False News
in German content. The detailed classification report reveals that the model is adept at
identifying disinformation instances (evident from a high recall) but occasionally mis-
classifies other content as disinformation.

5.6.2 Fine-Grained Classification

Feature-based models like TF-IDF and BOW exhibited satisfactory performance in the
fine-grained classification task, albeit lower than their binary classification counterparts.
This drop in performance is anticipated due to the intricate nature of distinguishing among
numerous categories. A closer examination of the detailed classification report reveals
that labels like catneutral and typopinion are predicted with higher precision and recall,
suggesting these categories possess distinct features easily identifiable by the model.
However, classes such as psychsensa, psychpolar, and authrefer, despite having ample
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instances, did not fare as well. This might hint at these classes sharing overlapping fea-
tures with others or being inherently more challenging to classify. Sparse classes, like
typconspir and psychabas, predictably struggled, emphasizing the challenges of classify-
ing underrepresented categories. Transformer-based models, especially BERT-German,
continued to outpace feature-based models in the fine-grained classification task. How-
ever, a detailed label-wise analysis uncovers significant performance variance across la-
bels. For instance, while labels like infonewinfo and typfalcontex were accurately pre-
dicted, others such as typpseudo and psychemo encountered difficulties. This discrepancy
might arise from dominant overshadowing subtler ones in multi-label contexts.

5.6.3 Analysis and Discussion

The empirical results underscore the unparalleled advantages provided by language-spe-
cific models, such as BERT-German. Their adeptness at understanding linguistic intrica-
cies, grammar, and vocabulary specific to the German language is pivotal. The timeless
efficacy of TF-IDF and BOW representations was evident even when combined with
classical models. However, the sentiment scores from German Vader (GerVader) under-
performed compared to other features. The brevity of tweets, often filled with slang and
abbreviations, can impede accurate sentiment analysis. Tools like Vader provide gener-
alized sentiment features, which may be inadequate for intricate tasks like disinformation
detection. Exploring sentiment computation using advanced language models might offer
more nuanced insights.

It is evident from our results that binary classification, while challenging, is simpler than
fine-grained classification. All models, both feature-based and deep learning, exhibited
superior performance in binary classification. This observation is in line with expecta-
tions, as discerning between two broad categories (False vs. Real) is intuitively simpler
than distinguishing among 17 nuanced categories. The model has found challenges in
categorizing them, as some classes might have overlapping features with other classes,
making it hard for the model to distinguish between them. For example, psychpolar and
psychsensa both deal with emotional or sensational content in the text. The potential over-
lap in their features might be causing misclassifications. Some labels might differ in very
nuanced ways which are hard to capture with the given features. For instance, authrefer
and authvague both deal with the authenticity of the content, but one might be about poor
referencing while the other is about vague claims. Capturing such subtle differences is
challenging.

Incorporating external knowledge from knowledge graphs, ontologies, or trusted news
databases is essential for validating claims and providing the necessary context, especially
for aspects concerning authenticity and references. While models such as BERT-German
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have shown effectiveness, the integration of advanced Large Language Models (LLMs)
can take this a step further. LLMs, renowned for their excellence in context learning and
prompting-based techniques, can tap into their extensive linguistic capabilities and world
knowledge to cross-reference and validate claims against established facts. By fine-tuning
these models or employing precise prompts that reflect the context and intent of the con-
tent, LLMs become powerful tools for uncovering subtle disinformation cues that may
bypass more traditional detection methods.

5.7 Linguistic Analysis

The word cloud representation in Figure 22 depicts the frequency of news topics within
the tweets from our dataset, offering a glimpse into the most prominent themes and dis-
cussions within the German media. The size of each word indicates its frequency in the
tweets, with larger words appearing more frequently.
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Figure 22. Distribution of topics in the dataset.

Deutschen Einheit$

Upon analyzing the textual content of the tweets, we notice that tweets classified as Real
News tend to be slightly more extensive, both in terms of character length and word count,
compared to disinformation, as depicted in Figure 23.
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Figure 23. Textual distribution in “Real” vs. “False News”.

This might suggest that Real News endeavors to provide more detailed and thorough in-
formation, possibly requiring additional words or incorporating URLs to convey accurate
information. Conversely, a peak in character usage in disinformation indicates that such
posts might occasionally employ a more verbose narrative compared to Real News, po-
tentially crafting a compelling, albeit deceptive, storyline.

5.8 Conclusion

In this research, we presented DeFaktS, a unique dataset tailored for disinformation anal-
ysis within the context of German political discussions on Twitter (now X). Through a
comprehensive annotation scheme, our dataset facilitates the precise identification and
labeling of deceptive content. Beyond binary labels of Real and False News, DeFaktS
incorporates fine-grained labels that signify polarized information in textual spans. Our
experimental benchmarks, established using both traditional ML classifiers and state-of-
the-art deep learning methods, highlight the efficacy of transformer-based models, espe-
cially the BERT-German variant, in discerning disinformation patterns. The insights de-
rived from our study pave the way for further nuanced analysis and the development of
more robust detection methodologies in the domain of disinformation. Overall, DeFaktS
serves as a resource for the German media research community, promoting further explo-
ration into refined analysis and detection techniques against disinformation.

5.9 Ethical Considerations and Limitations

Our research heavily relies on tweets, a publicly accessible form of data. While this data
is public, ensuring the anonymity of the individuals and preventing potential misuse is
paramount. All user data is kept separately on protected servers, linked to the raw text
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and network data solely through anonymous IDs. This precaution ensures that any per-
sonal information, such as user handles or profile details, is isolated from the research
data, thereby respecting user privacy and safeguarding against potential breaches. It is
important to note that conducting further analyses on Twitter (now X) data for future
research endeavors is not limited to the greatly restricted access for researchers to data
generated and distributed by the platform. Additionally, engaging human annotators for
the labeling of data containing mentally and emotionally harmful content displays a chal-
lenge that researchers should handle responsibly. In the context of this project, to safe-
guard the annotators’ well-being, different safety measures, such as group meetings and
mood polls, were applied. While our research aims to detect and combat disinformation,
there is potential for misuse. The tools and methods could be appropriated to suppress
genuine information or target certain narratives. We emphasize that the primary goal is
to detect disinformation and not to suppress freedom of expression.
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Part 111

Detecting Disinformation through Ex-
plainable Artificial Intelligence’

13 This part comprises an article that was published by Isabel Bezzaoui, Carolin Stein, Christof Weinhardt
and Jonas Fegert in the following outlet with the following title: Explainable AI for Online Disinformation
Detection: Insights from a Design Science Research Project. In Electronic Markets 35, 66, 2025. Note:
Tables and figures were renamed, reformatted, and newly referenced to fit the structure of the dissertation.
Chapter and section numbering and respective cross-references were modified. Formatting and reference
style were adapted and references were updated.
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6 Opening the Black Box: How Explainable
Al Enhances Trust in Disinformation
Detection Systems

6.1 Introduction

The manipulation of information through online disinformation represents a profound threat to
the integrity of the digital public sphere and the functioning of liberal democracies (Del Vicario
et al., 2016). This challenge has been increasingly acknowledged in Information Systems (IS)
research (Weinhardt et al., 2024), especially as the rapid proliferation of manipulated content —
exacerbated by the capabilities of generative artificial intelligence (Al) (Hanley & Durumeric,
2023) — has escalated beyond electoral contexts, becoming a pervasive societal issue (Truong
et al., 2024; Williams et al., 2024). With digital platforms now central to public discourse, en-
suring the accuracy and trustworthiness of information is more critical than ever. In response
to this threat, advancements in Al offer promising approaches for moderating disinformation
(Ansar & Goswami, 2021; Shu et al., 2020b; Wei et al., 2019). However, deploying Al in such
a sensitive domain presents new challenges, particularly regarding the transparency, reliability,
and user acceptance of algorithmic decisions. In 2018, the European Commission enacted the
General Data Protection Regulation (GDPR), which mandates a right for explanations to end-
users directly impacted by an algorithmic decision (Voigt & Von dem Bussche, 2017). This
legal framework highlights the importance of designing Al systems that can provide clear and
understandable reasoning for their decisions, particularly in contexts where these systems op-
erate autonomously (Mohseni et al., 2019).

Explainable Al (XAI), while not universally defined (Thiebes et al., 2021), encompasses di-
verse efforts to enhance the transparency and trustworthiness of Al by making its decision-
making processes more understandable to users (Adadi & Berrada, 2018). The XAI research
domain 1s expansive and interdisciplinary (Brasse et al., 2023), encompassing the fields of IS,
human-computer interaction (HCI), and social sciences, involving collaboration among re-
searchers and practitioners across diverse disciplines (Miller, 2019). The application of XAl
holds particular relevance in high-stakes situations or use cases where a model output directly
impacts human decision-making (Blackman & Ammanath, 2022; Confalonieri et al., 2021).

Disinformation — i.e., the intentional dissemination of false or misleading information to de-
ceive the public (European Commission, 2018) — can greatly impact individuals and society. It
has become a means of hybrid warfare attacking liberal societies from within (Shu et al., 2017)
and was, therefore, rated as the most severe threat anticipated over the next two years (World
Economic Forum, 2024). These dynamics can have significant political repercussions, influ-
encing elections and spreading disinformation during crises such as the COVID-19 pandemic
and conflicts in regions like the Levant (Bessi & Ferrara, 2016; Murphy, 2023; Pennycook et
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al., 2020). The intentional nature of disinformation requires detection systems that go beyond
technical accuracy. Effective detection tools must not only identify harmful content but also
provide interpretable, evidence-based explanations for their decisions to establish trust and
credibility (Stitini et al., 2022). This need is particularly critical for disinformation because its
contentious nature often provokes skepticism regarding interventions, raising concerns about
political bias, censorship, and fairness. Unlike misinformation, where user misunderstandings
can often be remedied with corrections (Vraga & Bode, 2020), disinformation interventions
must address deliberate attempts to manipulate or polarize, heightening the demand for XAl to
justify the system’s outputs. Therefore, XAl represents a strategic tool not only for enhancing
algorithmic transparency but also for safeguarding platform governance and business sustaina-
bility in an increasingly complex information environment (Lehrer et al., 2018; Maedche et al.,
2019).

The dissemination of disinformation through Online Social Networks (OSN) underscores the
urgent need for automated detection systems that respond swiftly and effectively. However, in
online discussions, interventions such as moderation are often perceived as controversial, rais-
ing concerns about transparency and potential censorship (Mathew et al., 2020). Introducing
Al-based moderation software for disinformation detection could exacerbate these concerns, as
algorithms are frequently viewed as unreliable and opaque (Gorwa et al., 2020; Suzor et al.,
2019). Integrating XAl-based models could help break the black box effect by providing nec-
essary context, allowing end-users to evaluate the veracity of news content independently and
reliably. Despite growing interest in XAl, the intersection of explainability and disinformation
remains underexplored (Guo et al., 2022; Rjoob et al., 2021). Current research primarily focuses
on technical accuracy and detection efficacy, with limited attention to the user-centric design
principles necessary for building transparency in Al-based disinformation detection systems
(Wells & Bednarz, 2021). By focusing on disinformation rather than misinformation, this study
emphasizes the heightened technical and social complexities of disinformation detection, where
transparency, user trust, and contextual explanations are paramount. Specifically, the objective
is to create a user-centric foundation for developing an XAI model applicable to digital plat-
forms and social media channels. Guided by the principles of Design Science Research (DSR)
(Hevner et al., 2004; Thuan et al., 2019), the study is driven by the following research question

(RQ):

RQ: How should an (X)Al-based tool for detecting online disinformation be designed to
foster user trust, comprehension, and usability by leveraging explainability and trans-
parency?

This research advances theoretical understanding by integrating user-centric principles into de-
signing XAl systems for disinformation detection, focusing on how user feedback and contex-
tual explanations can enhance trust, comprehensibility, and usability. Specifically, we extend
prior work in IS and HCI by identifying design principles that balance transparency with user
perception, challenging the assumption that greater transparency always improves user experi-
ence (Gunning & Aha, 2019; Haque et al., 2023). Using a DSR approach, Chapters 6 to 8 detail
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two iterative design cycles aimed at developing an XAl-based disinformation detection tool.
These cycles synthesize insights from a structured literature review (Chapter 6), empirical user
feedback (Chapters 7 and 8), and theoretical perspectives on responsible Al design (Chapter 8).
The key contribution of this study lies in its development of actionable guidelines for creating
XAI systems that are not only technically robust but also aligned with user expectations in
sensitive and high-stakes domains. Our findings underscore the importance of integrating user
feedback early in the design process and highlight the nuanced trade-offs between transparency
and user experience in XAl design. This study offers a foundation for future studies seeking to
advance the theoretical and practical understanding of XAI application in the disinformation
domain.

6.2 Research Background

In recent years, the rapid advancement and integration of Al into critical applications have
raised significant concerns regarding transparency, trust, and usability. XAl has emerged as a
promising response, aiming to make Al systems more understandable to human users by provid-
ing insights into their decision-making process. At its core, XAl seeks to open the “black box™
of Al models, offering meaningful, interpretable, and actionable explanations for various stake-
holders (Angelov et al., 2021). However, despite its potential, much remains to be explored in
effectively operationalizing XAl features and addressing the challenges of balancing transpar-
ency with user-centric design (Adadi & Berrada, 2018; Minh et al., 2022). These challenges are
particularly salient in digital platform contexts, where Al-powered decision-making intersects
with economic, regulatory, and ethical considerations (Alt, 2021; Herm et al., 2022). In such
environments, trust-building is not only a technical concern but also a business imperative.

Explanations delivered via XAl systems are operationalized through explainability features,
which supply reasoning for a model’s decisions. These features can be classified based on their
method of generation and their scope of explanation. A key distinction is made between model-
agnostic and model-specific approaches. Model-agnostic methods, such as LIME (Local Inter-
pretable Model-Agnostic Explanations) and SHAP (Shapley Additive Explanations), are ver-
satile tools capable of explaining the behavior of any black-box model by emphasizing feature
importance in classifications and predictions (Lundberg & Lee, 2017; Ribeiro et al., 2016). In
contrast, model-specific methods, like Grad-CAM (Selvaraju et al., 2017), tailor explanations
to the unique characteristics of particular algorithms. Moreover, explainability features differ
in scope: local explanations focus on individual outputs, while global explanations elucidate
the model’s overall behavior (Confalonieri et al., 2021; Linardatos et al., 2020). Regarding
transparency, both types of features play complementary roles, with local explanations often
addressing immediate user concerns and global explanations enhancing broader trust and un-
derstanding. Recent work has proposed frameworks that combine technical explanation meth-
ods with business model implications, identifying XAI archetypes applicable to online plat-
forms (Gerlach et al., 2022).

115



6 Opening the Black Box: How Explainable Al Enhances Trust in Disinformation Detection Systems

The increasing prevalence of disinformation has underscored the need for transparent Al sys-
tems, particularly in the context of detection and intervention. Research has shown that tailored
explanations can significantly enhance trust and perceived reliability (Schmitt et al., 2024).
However, challenges persist, as overly detailed explanations can lead to cognitive overload
(Linder et al., 2021) and overreliance on incorrect system outputs (Gorwa et al., 2020; Mohseni,
Yang, et al., 2021). Furthermore, the effectiveness of XAl in improving users’ mental models
and decision-making has yet to be fully explored. Studies like those of Nguyen et al. (2018) and
Mohseni et al. (2021) demonstrate that XAl can enhance users’ ability to assess Al predictions.
However, the practical implications for real-world systems remain unclear.

A central challenge in designing XAl lies in balancing transparency with usability. Transpar-
ency — revealing a system’s inner workings — is a prerequisite for understandability but does
not guarantee user comprehension (Haque et al., 2023). Effective explanations must account
for the target audience’s cognitive abilities, expertise, and expectations (Adadi & Berrada,
2018; Gilpin et al., 2018). Research suggests that a user-centric approach, emphasizing inter-
pretability over mere transparency, is particularly critical for non-expert users (Cirqueira et al.,
2020). In disinformation detection, this challenge is amplified by the inherent complexity of the
task and the ethical considerations surrounding content moderation. Researchers have proposed
various explanation modalities, such as attention-based visualizations and natural language ex-
planations, to address concerns about fairness and censorship (Guo et al., 2022). These concerns
are especially relevant for digital platforms that rely on algorithmic content curation, where
platform legitimacy and business model sustainability depend heavily on users’ trust in moder-
ation systems (Wanner et al., 2022). While these efforts align with regulatory frameworks like
the European Union’s Al Act, the real-world impact on user understanding and trust has yet to
be comprehensively evaluated. Moreover, most existing studies on XAl focus on technical met-
rics such as fidelity, feature importance accuracy, or computational efficiency (Wells & Bed-
narz, 2021). These metrics, however, do not adequately address how users perceive explana-
tions in real-world contexts. There is a clear gap in the literature regarding comprehensive
evaluation frameworks incorporating user-centered metrics such as comprehensibility, trust,
and usability. Additionally, few studies consider the influence of demographic or social back-
ground on how explanations are understood and trusted. As highlighted by Binder et al. (2022),
integrating linguistic rules or domain-specific context can enhance explainability in real-world
systems like online review platforms, offering a parallel to disinformation detection tools.

To address these research gaps, this study designs and evaluates an XAl artifact tailored to
disinformation detection, guided by theoretically grounded design principles and rigorous user
feedback. By combining qualitative and quantitative evaluations, including a large-scale online
study, we aim to contribute new insights into how explainability features can be more effec-
tively communicated and evaluated from a user-centered perspective. Our work builds on ex-
isting XAl frameworks but emphasizes the importance of integrating user feedback into the
design and evaluation process to ensure that Al systems are transparent but also comprehensible
and trustworthy.
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6.3 Research Approach

As a problem-solving paradigm, DSR focuses on the creation of artifacts to provide both de-
scriptive and prescriptive knowledge and innovative solutions (March & Smith, 1995; Vom
Brocke et al., 2020). In the HCI community, DSR is an established method to support the iter-
ative development of technical artifacts focusing on effective human use (Adam et al., 2021;
Herm et al., 2022). With their six-step research procedure, Peffers et al. (2007) introduce a
structured approach to problem-centered DSR projects. To thoroughly answer our research
question, we conduct two DSR cycles following their established procedure of problem identi-
fication, definition of objectives, design and development, demonstration and evaluation, and
communication (Peffers et al., 2007). While our first DSR cycle focuses on the artifact’s rele-
vance (Hevner, 2007), rigorously evaluating the problem space by conducting a structured lit-
erature review and an in-depth qualitative analysis of user feedback on initial design guidelines
(Gurzick & Lutters, 2009), the second cycle strengthens the evaluative rigor (Hevner, 2007) by
quantitatively evaluating refined design guidelines and associated hypotheses in an online ex-
periment (Peffers et al., 2012) with fully-functioning XAl prototypes (see Figure 24).
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Figure 24. Overview of the DSR approach.

6.3.1 Conduction of the First DSR Cycle

In this chapter, to evaluate the problem space thoroughly and motivate potential solutions
(Peffers et al., 2007), we conduct a structured literature review following Webster and Watson
(2002) (A). Implementing the PRISMA workflow (Page et al., 2021), we structurally identified
and screened literature dealing with applying XAl in front-end design, resulting in the analysis
of 57 literature endeavors. The literature review’s results inform the second and third research
activities of our first cycle: To define preliminary objectives for a solution (Peffers et al., 2007),
we derive initial design guidelines for developing a disinformation detection tool on digital
discussion platforms (Gurzick & Lutters, 2009), emphasizing the critical role of end-user per-
spectives in the successful design and adoption of such systems (B). The design and develop-
ment of DSR artifacts comprise the derivation of functionality and architecture based on solu-
tion objectives and the artifact’s creation (Peffers et al., 2007). Thus, we implement the
guidelines (Lukyanenko et al., 2017) in nine mockups for an XAl disinformation detection tool
(C). In Chapter Seven, to demonstrate the artifact’s usability and evaluate the extent to which
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the solution objectives are met (Peffers et al., 2007), we cover the fourth and fifth DSR activities
simultaneously in the conduction of an on-site qualitative user study in the form of a focus
group (Tremblay et al., 2010) with n=8 users (D). We conclude the first DSR cycle by com-
municating the initial findings to practicing professionals (Peffers et al., 2007), among other
things, through a practitioners’ round table (E).

6.3.2 Conduction of the Second DSR Cycle

Following the iterative nature of DSR research (Hevner, 2007; Peffers et al., 2007), we revise
our initial DSR cycle and its insights from the qualitative study and the practitioners’ feedback
(A) to refine our solution objectives (B). Building on our revised design guidelines (Prat et al.,
2015), we further develop the XAI interface click-dummies into three fully functioning XAI
prototypes (C). In Chapter Eight, we then set out to quantitatively demonstrate and evaluate our
solution artifact (Peffers et al., 2012; Venable et al., 2016) by designing and conducting an
online experiment with n=344 participants (D). Using a between-subject experimental design
(Sonnenberg & vom Brocke, 2012), the online study compares the artifacts’ suitability to im-
prove comprehensibility, usability, and trust compared to a baseline Al system with no expla-
nations. Finally, the study’s findings inform the development of integrated design guidelines
for XAl-based systems in disinformation detection (E).

6.4 Problem Awareness (A)

In this work, we set out to design an XAl-based system to foster user trust, comprehension, and
usability in online disinformation detection. Research has shown that XAl offers promising
opportunities to provide interpretable insights into Al decision-making processes. However,
evaluations predominantly emphasize technical metrics, such as fidelity and computational ef-
ficiency, while overlooking how human users perceive and use explanations in the frontend.
This gap is especially pressing in disinformation detection, where explanations must balance
transparency with usability while navigating ethical concerns like bias and fairness. Moreover,
current evaluation frameworks inadequately address how frontend designs influence user un-
derstanding, trust, and satisfaction. To address these critical gaps, there is a need to systemati-
cally investigate how frontend designs of explainability features can be optimized to support
responsible and user-centric Al systems. This study responds to this need by focusing on de-
signing and evaluating explainability interfaces tailored to disinformation detection.

To gain a structured overview of the current state of frontend design in XAl research and its
application for disinformation detection, we conducted a structured literature review based on
Webster and Watson (2002). Figure 25 represents the workflow implemented in this paper,
resulting in 57 papers included in the final review. An overview of the results will be given
below.
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Literature Review following Webster and Watson (2002)

Key Word Selection Literature Search
* artiﬁf: ial intellj gence ” OR ATOR 288 papers identified through
“explainable artificial intelligence” database search
OR XAI]
AND 228 papers after removing
Web of Science ' duplicates and inapplicable
[explain* OR explanatory OR languages
explanation) AND 77 papers based on screening of
EEEXoloe DL (trust* OR transparen* OR interpret* title and abstract
ore * *
P OR comprehen™ OR understand®)] 52 papers selected based on full text
AND 5 papers selected through forward/
[ (user* OR usability) AND (human backward search
OR “human computer interaction” OR
HCI)]
- Literature Corpus: 57 papers for in depth-review

Figure 25. Workflow guiding through the review process.

The scientific domain of XAlI, particularly the front end, is highly recent, with over 70% of
relevant articles published between January 2021 and August 2023. Healthcare (15.8%) and
deception detection (14.0%) are the most prominent domains. However, only three studies in
the latter domain focus on the detection of online disinformation. Image classification tasks
receive special emphasis, while textual data classification is sparse. Visual explainability fea-
tures are the most common (50.9%), followed by multimodal (29.8%) and textual (15.8%) fea-
tures. Local explanations (52.6%) are more prevalent than global explanations (7.0%), with
40.4% of sources combining both. In line with this paper's focus, 80.7% of the literature targets
inexperienced end-users.

Subsequently, the literature corpus was analyzed and organized into systematic clusters based
on the sources’ main foci. Table 6 summarizes the investigated literature and highlights key
findings. 14 explainability features are presented as representatives of their variations and indi-
vidual modifications, along with a brief description.

119



6 Opening the Black Box: How Explainable AI Enhances Trust in Disinformation Detection Systems

UONJEJIJISSE[D oy}

(1202) ‘T2 12 10pur] {(6107) ‘[ 12 TUSSYOJN |  [eNSIA IO [eyX3], | UO PIOMADY J[3UIS B JO UONNQIIUOd Jo I3 uonnqLIuod pIOMAIY
(1202) 'Te 10 Tasyo “(zz07) T8 12 19239 *(2Z07) T8 19 nyZ
“(1202) e 30 oxeres *(L107) ‘Te 30 rumudewe], (1707) 3[PNA
pue anboH ¥(0207) ‘Te 1 enenbn (£z07) e 1 Ape (1207)
Te R ¥Z (1207) T8 1 zeM (12707) T8 19 192uld *(Z207) somjea) Ayjiqeurejdxo (corppU1

T2 12 Sped “(£207) ‘T8 1 9Z3nys £(1707) ‘T8 19 Yrwory)

UOTJBUIqUIOd AUy

o[dnynw Jo UONBUIqUIOD [ENPIAIPU]

ue ySnoIy) uoneuIquIod) [epotuniA

(22027) 1210 A9110D ondey | sammedy Ajijiqeure[dxa 19410 JO uonezI[edIsAyq (soqnur “soueproduur amjedy) ondey
(1702) 1B 10 19[S K1oypny suoneue[dxa oFen3ue| [eyeu uoyods K10ypny
(1z02) A10j1pne suonjeue[dxd
‘T8 19 eueInyy {(1z07) ‘T8 10 [e1suadoy (£Z07) ‘[e 1° LUpue[RA Io [emxa], oen3ue[ [eInjeu 9ANIORISIUI ABM-T)[NIA] JuaFe [BUOIBSIOAUOD)
(€202)
‘Te 19 Sueyz {(zzoz) Te 10 Sueyz {(1z07) ‘T 30 Suoq {(6107) s3unjIom s [opou oy} (sAne1oqe[[od ‘pauryopaid ‘orejduoy)
‘Te 19 Suep, {(6107) osuoly pue 1eoudA (£207) e 10 seq [emxa], | Jo uoneue[dxo AI0jIpne JO [BMYXQ) ONI[-ULINE] suoneue[dxo ofen3uel [eiyeN
(6107) oog pue 12qIa1yds (7Z0T) Te 12 dsurT ((L107) reqny somjedj yndut Jo
pue jeqny {(0Z07) ‘T8 12 SAATY (1 Z07) BULIRYS pUB Jeumy| [ensiA | 1oedur Jo sdiysuone[ar pazijensiA AJ[enpIAIpU] (snowrea) suonejuasaIdor dANIRISUSD)
(1™q10
(2z207) ‘T2 30 Sueny (6107) ‘T8 10 18D [ensIp BOPI UB SA2AU0O Jet) s[oxId Jo 193sn[) ‘oaneredwod ‘oAnjeuriou) sydoouo))

(€200) Te R T

[enSIA 10 [eryXa],

UONEOIISSE[d 01J10adSs € JO Aurepsd)

9J0JS JUIPIFUO)

(€£207) "1 19 B3UIS *(ZT0T) 'Te 19 dmauaA (0Z07)

mndino s [apowr 3y} 93ueyd 0} sarmyedy yndur

‘Te 10 Suay) (£207) T8 10 271 ‘(12027) ‘T8 12 LIoruo[ejuo) [ensiA | ur paxmbail uoneIs)e JO JUIXI Ay} SUIZI[EenSIA S[enjoeJIoIUNO))
(1202) 1230 Ao (81027) UONBIIJISSL[O (1930 “aouspuadoap 1enred
‘Te 12 wakn3N (£z07) Te 10 ayedeueq {(gz07) Te 10 oolroueg [ensIp pue jndur usamjoq sdigsuornjejor Surzijensip ‘gouepoduur a1myes)) sjord oydunrg
(1202) T8 10 B[pR21dY 5(0Z07) T8 1 Ineg (0Z07) paziseydwso are
‘T8 10 [owIdy {(6107) ‘T8 12 quLiL, {(6107) ‘T8 30 QWD [ensIA suonouny 1o safew Jo syuowdas [nyFurueajy (Kouaryes) sjoxidiodng
doeds amjedy
o) ojur SIYIISUI [BUOT)IPPE IOJJO SIOUR)SUT sooue)sur
(zz0?7) 1B 30 Suemy (1Z07) ‘T8 10 qoolfy Auy Ieqrus ‘ejep Jo 2d4y oy uo Surpuadoq Tepruais Jo uonjeiojdxe pue Aefdsiq
(1202) e 32
Tewny {(1Z707) Te 10 ST (0Z0T) Te 32 Wy {(0Z0T) uosuey souepodut 11ay) 10ye papess payySiy3iy
pue 193ary {(1207) ‘Te 312 uopnH $(£,107) ‘Te 10 nfereajeg [ensIA aIe 1%9) 10 ‘suonouny ‘sofeunr Jo suoIday (Aouares) deunjesq
AIN)RINI] adAy an)H uondusaq amed Anqeuredxy

Table 6. Summary of the literature review's key findings.
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Among other things, the reviewed literature examines various XAl models designed for detect-
ing forms of deception. A notable commonality among these approaches is the absence of visual
data as input features, except for one approach tailored explicitly to identifying deepfake videos
(Trinh et al., 2021). The emphasis on the textual dimensions is apparent, leading to the recom-
mendation to prioritize this input type when developing an XAl approach for disinformation
detection. Consequently, visual data is not considered for heatmap overlays, which are exclu-
sively applied to highlight the contribution of keywords in the textual input. The systematic,
iterative software development approach, as proposed by Basil and Turner (1975), advocates
beginning with a relatively simple application and gradually introducing new features and en-
hancements iteratively. This iterative process ensures the delivery of high-quality solutions.
The initial focus is on the textual dimension, with the potential implementation of extensions
or enhancements in subsequent iterative cycles. Moreover, Mohseni et al. (2021) highlight the
importance of carefully balancing explanations in terms of simplicity and information content.
Overly dense explanations may lead to rejection by end-users, potentially harming a trustworthy
human-machine relationship. This observation further supports the advocated systematic soft-
ware development process.

The representation of confidence in a prediction is deemed simple and valuable for building
trust between humans and Al (Le et al., 2023). However, the relevance of the confidence score
may be significant only when it surpasses a specific threshold, especially for inexperienced end-
users. Therefore, low scores indicating low confidence in a classification may be streamlined.
Shu et al. (Shu et al., 2017) propose incorporating diverse metadata input features into a disin-
formation classification model to improve performance. While the expected benefit of input
metadata on performance is acknowledged, it remains uncertain whether end-users perceive an
explainability feature relying on metadata as helpful and contributive. Thus, in line with Basil
and Turner (1975), it is suggested that metadata explainability features be excluded in the initial
approach. Natural language explanations fully expand only on demand and summarize the most
influential features in a classification that aligns with the criteria outlined by Mohseni et al.
(2021) for simple yet effective explanations. While often expected to emulate human behavior,
conversational agents may face challenges when primarily dedicated to specific applications
due to their limited functionalities and knowledge (Brendel et al., 2020; Hepenstal et al., 2021).
Consequently, the potential for user frustration arises, which may be detrimental to trust in
human-machine interaction. In the context of disinformation, Mohseni et al. (2019) distinguish
two kinds of interpretability: algorithmic interpretability and human interpretability. Algorith-
mic interpretability assists machine learning experts in visualizing model parameters, inspect-
ing behavior, and improving performance. Human interpretability aims to provide transparency
for inexperienced end-users by offering comprehensible explainability features to elucidate
how a model works and how decisions are made. This form of interpretability is crucial for
fostering trust in the human-machine relationship, aligning with the objectives of this work.
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In summary, the literature underscores the importance of simplicity and clarity in explainability

features to build trust among inexperienced end-users. However, this focus reveals a gap in

user-centered research on how these explanations are best delivered and experienced on the

front end of XAI applications. Addressing this gap is crucial for developing XAI systems that

are not only transparent but also user-friendly across diverse application domains, including

disinformation detection.

6.5 Solution Objectives (B)

Building upon the literature review, the findings can be distilled into solution objectives in the

form of design guidelines (Gurzick & Lutters, 2009), generalized for constructing an XAl

model to detect disinformation on digital platforms:

1.

Preserve the original GUI. Maintain the existing platform’s GUI to ensure a seamless
transition for users and uphold their established interaction habits. This helps avoid dis-
ruption and maintains usability and comfort (Garaialde et al., 2020).

Balance simplicity and clarity. Strive to balance simplicity with an effective explanation
of the model’s decisions. Use iterative evaluations to refine explanations, ensuring they
are clear and comprehensible without becoming overly complex (Mohseni et al., 2021).
Empower inexperienced users. Design features to be accessible to inexperienced users,
ensuring they retain decision-making authority and can effectively navigate and under-
stand content. This supports user empowerment and fosters trust (Mohseni et al., 2019).
Supplement confidence scores. Use confidence scores as a supplementary feature to in-
dicate prediction certainty. Simplify the presentation to avoid overwhelming users while
providing essential information (Le et al., 2023).

Implement colored saliency for critical insights. Highlight significant keywords in the
text. Use clear color schemes and balance complexity to maintain clarity (Chromik,
2021; Selvaraju et al., 2017).

Provide expendable natural language explanations. Design natural language explana-
tions to be concise and initially hidden, expanding upon user interactions. This approach
keeps the interface clean while allowing users to access detailed information as needed
(Das et al., 2023).

Exclude conversational agents. Avoid integrating conversational agents in the initial
model to prevent potential user frustration. Focus on delivering clear and direct expla-
nations through other features (Brendel et al., 2020; Hepenstal et al., 2021).

Evaluate explainability features. Conduct practical evaluations of explainability fea-
tures to assess their effectiveness and impact in real-world scenarios. This evaluation is
essential for understanding how well the features meet user needs and improve the over-
all user experience (Mohseni et al., 2021).
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9. Develop and improve iteratively. Follow an iterative development approach to enhance
the application continuously. Incorporate user feedback and adapt to evolving needs and
technological advancements to ensure ongoing improvement and high quality (Basil &
Turner, 1975).

6.6 Click-Dummies of an XAI Interface (C)

In the subsequent phase of our design process, we systematically implemented the solution
objectives outlined for developing our XAl-based disinformation detection tool. This process
began with preserving the platform’s original GUI to ensure a smooth integration of new fea-
tures (Guideline 1). For embedding the system’s initial warning, we designed three alternatives
(Figure 26): An overlay hiding the classified post, a banner above the post, and a banner below
the post — all expandable upon desire (Das et al., 2023).
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Figure 26. Design alternatives for different flaggings of classified posts.

We balanced simplicity with clarity, ensuring that each explainability feature was effective and
easy to understand for users with varying levels of expertise (Guidelines 2 & 3). The develop-
ment focused on integrating confidence scores and text highlighting to enhance the transpar-
ency of the model’s predictions (Guidelines 4 & 5). Our designs for the display of confidence
scores (Figure 27) either showed a display in percentages (Schmidt et al., 2020) or, to provide
an even more simplified concept that may cater to especially inexperienced users, a gradation
of “low”, “medium”, and “high” (Mohseni et al., 2019; Mohseni et al., 2021).
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Figure 27. Design alternatives for confidence score displays.

In order to emphasize text parts that were relevant for the system’s prediction (see Figure 28),
we prepared a design displaying highlighted parts directly in the classified post (Chromik, 2021;
Selvaraju et al., 2017). As an alternative, another design suggests citations of relevant passages
in the explanatory text to keep the initial post clean and simple.
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Figure 28. Design alternatives for highlighting parts relevant for the system's classification.

To address user needs for understandable explanations, we designed expandable natural lan-
guage explanations (Guideline 6). To ensure the provision of critical information while striving
to avoid information overload, a longer, more detailed explanation and a shorter explanation
were developed (see Figure 29).
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Figure 29. Design alternatives for different explanation lengths.

In alignment with the literature review’s findings, conversational agents were excluded from
the initial design to prevent potential frustration (Guideline 7). These considerations culminated
in nine distinct design suggestions, which were visualized in mockups to illustrate the proposed
features and their integration into the XAl systems. The mockups serve as a foundation for
further refinement and practical evaluation in qualitative user testing (Guideline 8), guiding the
ongoing development of a robust and user-centric disinformation detection tool (Guideline 9).
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7 Preliminary Insights into User
Preferences for Disinformation
Detection Systems: A Qualitative
Approach

7.1 Qualitative User Testing (D)

To demonstrate and evaluate the effectiveness of an XAI tool detecting online disinfor-
mation, it is essential to understand the perspectives of end-users, which are crucial for
the successful application of such tools. By focusing on the target group’s perspectives in
a qualitative focus group (Tremblay et al., 2010), we seek to ensure that the design of
these systems aligns with their preferences and enhances their trust and understanding.
Such alignment is pivotal for the responsible development and effective integration of
Al-based disinformation detection tools. In this chapter, we will first elaborate on the
design and conduct of the study before presenting its results in detail.

7.2 Procedure

We conducted qualitative user testing to evaluate design preferences for our developed
XAI mockups. The goal was to gain an in-depth understanding of how diverse users per-
ceive and interact with the system’s output. The study involved eight participants, equally
divided by gender and aged 24 to 64, recruited via the recruiting platform TestingTime
to ensure diversity in demographics and professional backgrounds. Two on-site sessions
were held in February 2024, each lasting two hours with four participants. Led by two
researchers and two practitioners, these sessions assessed responses to our nine different
design options for the Al system’s output display. The sessions followed a structured
format:

1. Introduction and Briefing: Participants were briefed on the study’s purpose and
the confidentiality of their participation.

2. Design Presentation: Nine designs were sequentially presented, with explanations
of each format’s rationale.

3. Individual Questionnaire: Participants completed a questionnaire capturing their
initial reactions and preferences, with the freedom to review the designs as
needed.
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4. Joint Discussion: A moderated group discussion explored participants’ thoughts,
aiming to uncover deeper insights into usability and preferences.

Data collection included questionnaires, observational notes, and discussion transcripts,
which were analyzed using evaluative qualitative content analysis (Kuckartz, 2012). This
method involved reviewing and summarizing the data through inductive category for-
mation (Mayring, 2015), focusing on identifying key themes, user preferences, and po-
tential concerns to inform the tool’s further development.

7.3 Results

These findings provide initial insights into participants’ encounters with disinformation,
their familiarity with Al technologies, and preferences regarding the presentation of warn-
ings in relation to posts. The following section delves into further details derived from
these responses.

In response to the question “Have you already encountered disinformation? If so, where?”’
five out of the eight participants confirmed that they have encountered instances of disin-
formation. The platforms most frequently cited for encountering disinformation include
social media platforms such as Facebook, X (formerly Twitter), YouTube, and Instagram.
Participants noted that these encounters primarily revolved around political discourse,
occurring in both public forums and private discussions. When asked about their experi-
ence with Al-based systems, specifically where they have consciously gained experience,
six out of the eight participants indicated that they have used Al-based systems before.
Common experiences cited include interacting with generative Al (ChatGPT) and other
chatbots.

Before receiving an explanation of the system’s classification, users were provided with
a brief warning indicating that a post was labeled as potential disinformation. Regarding
the placement of the warning messages in relation to classified posts, participants were
asked, “Where should the warning be placed (before the post, after the post, or post hid-
den)?”. Six out of the eight participants expressed a preference for having the warning
displayed above the post. When asked to choose between brief and detailed explanations
for Al classifications, all eight participants preferred the longer version of the text. Com-
mon explanations for this strong preference were the increased trust and understandability
provided by more comprehensive explanations. Participants claimed that it “should be
possible to find out why the Al classified a post in this way” [TN2] and that “it makes the
reference more credible, and this strengthens trust in AI” [TN6]. However, it was also
posited that detailed explanatory texts could potentially induce fatigue over extended pe-
riods:
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“What may also be annoying for some — not for me — is the length of the text. If it
feels like it pops up with every post, you definitely lose interest at some point. But
on the other hand, I wouldn’t really know how to minimize that.” [TN4]

Furthermore, participants exhibited diverse perspectives regarding the display of confi-
dence scores in the context of disinformation detection. Several participants expressed a
consistent preference for the utility of confidence scores, with four individuals finding
them consistently helpful. Conversely, three participants indicated that they never found
confidence scores helpful, while four others believed they were only beneficial if they
exceeded a specific threshold. The threshold for what constitutes a helpful confidence
score varied considerably among participants, ranging from as low as 20% to as high as
80%. Although the concept of confidence scores was explained to all participants during
the briefing and in the questionnaire, it became evident that the comprehension of confi-
dence scores poses challenges for laypersons, rendering them prone to misinterpretation.
Consequently, this factor impacts the perceived utility of displaying such scores and the
perceived usefulness of the provided information. One participant raised concerns about
the clarity of low percentage scores without concrete examples [TN2], while another par-
ticipant made the following statement:

“I don’t think measuring in percentage is a suitable unit of measurement for com-
ments in a forum. In reality, every post on the forum will not be 100% compliant,
and it becomes visually annoying that an Al is checking people” [TN7]

Here, it becomes obvious that confidence scores can be easily misunderstood as to what
they actually refer to. If users assume, for example, that such a score evaluates the credi-
bility of a person instead of the system’s own confidence in its prediction, one can expect
a corresponding rejection of its display. Additionally, participants were asked which var-
1ant of confidence score display (as a percentage or gradation in low, medium, and high)
they preferred if such a score were to be shown. Here, a clear preference became visible:
Seven out of eight individuals favored a percentage display. One person stated that they
would find a display in percentages “clear and comprehensible — ‘medium’ is kind of
vague so [ would rather interpret it, hm, that’s a bit unclear now. Whereas with ‘67%’ 1
would have the feeling that I have clear information. Seems precise, convincing as if the
Alknows what it’s doing.” [TN2]. Other participants expressed similar sentiments, claim-
ing that they “can visualize the probability better with percentages” [TN3] and that a dis-
play of gradation does “not provide me personally with a basis on which I want to rely”
[TN1]. However, one participant offered a contrasting viewpoint, preferring simpler clas-
sifications:

“It’s a simpler classification with three levels. At up to 100% everyone assesses
the situation for themselves. Some find 60% completely reliable and some only
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from 90% for example. The percentage variant offers too much scope for inter-
pretation and making decisions based on gut feeling.” [TN4]

These varied responses illustrate a general preference for percentage-based confidence
scores, although some participants see value in more straightforward classification. The
divided opinions on the usefulness of a confidence score stand in stark contrast to the
consensus regarding the importance of highlighting text passages relevant for classifica-
tion: All eight participants found it helpful to display the text passages that the Al con-
siders indicative of disinformation. In this context, individuals indicated that the high-
lighting serves multiple functions for them, going beyond the direct interaction with the
system:

“This also makes the AI’s advice reliable and ensures that it is given more cre-
dence. At the same time, it sensitizes the reader to recognize disinformation more
easily in the future.” [TN6]

Other participants added that the highlighting helps to “understand and comprehend
things better” [TN8], making it “transparent how the Al has assessed what has been clas-
sified as ‘red’ and I can check for myself what I think of it.” [TN7]. These unanimous
responses highlight the importance of transparency in Al assessments, as displaying spe-
cific text passages helps users understand and trust the system’s conclusions. Finally,
participants were asked how they preferred the Al to display text passages that indicated
disinformation five out of eight individuals favored color highlights in the original posts
instead of citing relevant text passages in the explanatory text. One attendee explained
their preference for colored highlights in the original post as follows:

“Striking colors are an eye-catcher. It also reminds me a bit of my school days:
important information was marked with a highlighter, here too. So why make it
complicated and quote the article again in a large block instead of making the info
text short and concise and simply using and including the existing post?” [TN4]

Another participant supported this preference, claiming that “readers are shown even
more clearly which passages and statements are involved” [TN5] and “text passages can
be found much more quickly” [TNS5]. In contrast, participants who preferred citations of
the passages in the explanatory text argued that this variant is better structured. One per-
son stated that they find colorful highlights “too confusing, as you have to constantly open
pop-up windows for an explanation.” [TN6]. Consequently, they claimed this “would
discourage me from reading the explanations and thus deprive me of the opportunity to
gradually recognize disinformation myself” [TN6]. These statements highlight the partic-
ipants’ general preference for color highlights in the original posts, as this method is seen
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as more intuitive and clear. However, a significant minority preferred citations in the ex-
planatory text for better structure and ease of understanding.

7.4 Stakeholder Communication (E)

Hevner et al. (2004) stress the importance of effective communication of DSR research
results “both to a technical audience (researchers who will extend them and practitioners
who will implement them) and to a managerial audience (researchers who will study them
in context and practitioners who will decide if they should be implemented within their
organizations)” (Hevner et al., 2004, p. 82). We followed this approach and presented our
artifact through various presentations at practitioners’ conferences and through media
outlets to provide critical insights into user interactions with XAlI-based systems for dis-
information detection. Furthermore, we communicated and discussed results focusing on
an expert audience, conducting a round table format together with 16 researchers from
various disciplines and practitioners from domains including politics, citizen participa-
tion, communication science, machine learning, and fact-checking in March 2024.
Through these discussions, we identified key areas that require attention in the develop-
ment of XAl tools, specifically emphasizing the importance of comprehensibility, user-
friendliness, and trustworthiness. The expert feedback underscored the necessity for de-
signing systems that are not only effective in detecting disinformation but also compre-
hensible and reliable from a user perspective.
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8 Validating User Preferences for
Disinformation Detection Systems: A
Quantitative Study

8.1 Revision of the First Cycle and Objective Refinement (A,
B)

The qualitative user testing’s findings and the round table discussion underscore the im-
portance of designing Al-based disinformation detection systems that are transparent,
user-friendly, and trustworthy. By addressing user preferences and concerns early on, de-
velopers can create more effective tools that not only detect disinformation but also edu-
cate and empower users to navigate digital spaces more critically. This approach is essen-
tial for fostering a more informed and resilient digital public. Accordingly, alongside our
formulated guidelines, the results discussed at the round table inform the further devel-
opment of our prototype by deciding which design choices can be implemented directly
(indicated by the participants’ consensus) and which design choices may need further
testing in the future (indicated by the participants’ disagreement or varying preferences).
Therefore, the initial warning appears above the post. Users can view the explanation by
clicking “Read more” (Guidelines 1 & 2). The system provides a detailed explanation:
The note explains the characteristics on which the classification is based and which text
passages the Al is referring to (Guidelines 3 & 6). Although there is a slight observable
preference for displaying a confidence score, it may only be displayed above a certain
value. Accordingly, several prototype variants are designed to address these diverse
needs. One variant will offer explanations without a confidence score, while the other
will include it (given in percentage) (Guideline 4). Furthermore, the specific text passages
of a post that are relevant to the AI’s classification shall be displayed. Participants favored
both the option of color highlighting in the original post and the citation of the text pas-
sages in the explanatory text of the classification. As there was a slight tendency towards
color highlighting in the original post, this tendency will be reflected in the design of the
prototypes for the quantitative study (Guideline 5).

Our next step is to test these prototypes through an online study to evaluate the effective-
ness of these design choices based on user interactions (Guidelines 8 & 9). To frame our
design process within a broader context, we draw on empirical literature examining the
impact of XAl on user perceptions. XAl has emerged as a pivotal approach to bridge the
gap between complex Al models and user comprehension. Understanding Al systems’
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working principles is crucial for users to make informed decisions in various contexts
(Haque et al., 2023). In particular, XAl plays a vital role in enhancing its understanding.
Understandability specifies whether the features and attributes of a model are easily rec-
ognizable by users without knowing its inner composition. XAl ensures that Al systems
are not just accurate but also interpretable and transparent, making their operations more
comprehensible to users (Arrieta et al., 2020). When explanations are presented appro-
priately, user understandability significantly increases (Bussone et al., 2015; Cai et al.,
2019; Eiband et al., 2019; Hudon et al., 2021). Experimental research shows that a user’s
knowledge about the system’s interactions results in better understandability of the sys-
tem (Bove et al., 2021; Branley-Bell et al., 2020; Cheng et al., 2020). Users who can grasp
how an Al system functions are more likely to find it user-friendly and reliable (Goérski
& Ramakrishna, 2021). For non-technical stakeholders, clear, concise, and comprehen-
sive information is essential to avoid cognitive overload (Hudon et al., 2021). Properly
labeled and explained attributes, along with well-reasoned decisions, are crucial for in-
creasing user understandability (Li et al., 2021). Accordingly, we hypothesize the follow-
ing:

Hi: XAl leads to a higher degree of perceived understandability compared to Al without
an XAl component.

Trust in Al systems can be bolstered by providing contextual information and transparent
decision-making processes (Bove et al., 2021; Cirqueira et al., 2020; L. Wang et al.,
2019). Moreover, a high confidence level for predictions helps users build trust in the
system (Bussone et al., 2015; Ehsan et al., 2021). The explanation should contain enough
details regarding the prediction and decision-making procedure so that users can feel con-
fident and trust the system. Too much information could create cognitive overload and
decrease users’ understanding and trust (Cramer et al., 2008; Hudon et al., 2021; Schmidt
et al., 2020). To promote trust in the system, it is recommended to reduce the knowledge
gap between the user and the system by collaborating with users during the XAI devel-
opment lifecycle (Chromik, 2021; Hong et al., 2020; Park et al., 2021). Therefore, we
formulate the following hypothesis:

Hy: XAI leads to a higher degree of trust in the system compared to Al without an XAI
component.

XAI systems are also shown to positively impact usability (Oh et al., 2018), potentially
leading to higher technology acceptance (Davis & Grani, 1989; Venkatesh & Davis,
2000). Furthermore, to increase usability, accessible and interactive interfaces should be
designed and developed for non-technical stakeholders (Andres et al., 2020; Brennen,
2020). Involving the stakeholders in the development lifecycle may also increase a sys-
tem’s usability (Chromik, 2021). Therefore, we formulate the following hypothesis:
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Hs: XAl leads to a higher degree of perceived usability compared to Al without an XAI
component.

These findings and the iterative development process help refine our prototype and estab-
lish a framework for the subsequent demonstration and evaluation phase. As we proceed
with an online study to assess the impact of these design choices, this approach is situated
within the broader context of XAI’s influence on user perceptions. Through systematic
testing and iteration, the aim is to critically assess the final system’s effect on the trans-
parency metrics of understandability, trust, and usability (Haque et al., 2023).

8.2 Prototypes of an XAI Interface (C)

Building on the qualitative study’s user feedback, we refined our interface prototypes to
enhance user experience and functionality. This iterative development process has led to
the creation of three interactive design prototypes for a discussion platform. Each proto-
type integrates an Al-based system that monitors contributions to a digital discussion and
flags suspicious content as potential disinformation. The prototype (Figure 30), used for
the first treatment, serves as our baseline system. It shows the system’s binary classifica-
tion of suspicious content without providing further explanations on the system's reason-
ing behind its prediction.

/‘ Axel
¥ ¥ 4/5/2024, 7:30 PM

© Die defakts KI hat diesen Kommentar als Desinformation eingestuft.

“ee

Der US-Pathologe Dr. Ryan Cole warnt davor, dass Impf-mRNA noch lange nach der Impfung Schaden
anrichtet und eine Krebs Explosion verursacht, also einen sehr schmerzhaften Tod. Aber die Impfung ist
angeblich “sicher”, das behaupten sie im Fernsehen. Seit den Covid-Impfkampagnen hat er eine Reihe
beunruhigender Beobachtungen gemacht, dazu gehoren neben den Krebserkrankungen auch
Gerinnungsstorungen, die regelrecht explodieren.

A2 Vv 36 O Antworten <A Teilen

Figure 30. First design prototype without explanations.

The second prototype (Figure 31), used for the second treatment, shows users the system’s
classification and provides them with additional explanations in an expandable window.
Similar to our baseline prototype, a banner appears above each classified post. Upon
clicking on “Read more”, users are provided with an explanation of why the system rec-
ognized the post as disinformation, as well as how the recognized characteristics are in-
dicative of disinformation.
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Der US-Pathologe Dr. Ryan Cole warnt davor, dass Impf-mRNA noch lange nach der Impfung Schaden
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Identifizierung ermoglichen

Die KI bewertet den Beitrag als Desinformation. Sie stuft ihn als emotionalisierend ein. Desinformation setzt
auf eine emotionale Sprache und sensible Themen.

Eine gute Diskussion lebt von konstruktiven Beitragen. Bitte fiigen Sie lhre Ideen hinzu. Dies kénnen
Quellen, Argumente oder Fragen zum Thema sein.

Figure 31. Second design prototype with explanations.

Our third prototype (Figure 32), later used for the third treatment, provides explanations
identical to those of our second prototype but supplements them with a confidence score.
In this part of the explanation, the system communicates its confidence in its own predic-
tion.
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Der US-Pathologe Dr. Ryan Cole warnt davor, dass Impf-mRNA noch lange nach der Impfung Schaden
anrichtet und eine Krebs Explosion verursacht, also einen sehr schmerzhaften Tod. Aber die Impfung ist

Dieser Kommentar enthalt Desinformation. Defakts verwendet eine kinstliche Intelligenz, ym Inhalte auf X
Desinformation zu tiberprifen, Desinformationen weisen oft bestimmte Merkmale auf, die eine zuverlassige
Identifizierung ermoglichen

Aufgrund verschiedener Hinweise ist die Ki zu 68% sicher, dass es sich bei dem Kommentar um
68% ) Desinformation handelt. Die Ki stuft den Beitrag als emotionalisierend ein. Desinformation setzt
auf eine emotionale Sprache und sensible Themen,
Eine gute Diskussion lebt von konstruktiven Beitrigen. Bitte fiigen Sie lhre Ideen hinzu. Dies kénnen
Quellen, Argumente oder Fragen zum Thema sein.

Figure 32. Third design prototype with explanations and confidence score.

8.3 Quantitative Online Study (D)

Strengthening the evaluative rigor of the first DSR cycle, we demonstrate and evaluate
our solution artifact in a quantitative experimental approach. In the following, we will
first present our approach to designing and conducting the online study before delving
into its results.
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8.3.1 Procedure

The study, conducted in July 2024, involved the recruitment of 400 participants through
the online panel provider Prolific. To ensure data quality, a pre-test was conducted and
two attention-check (AC) questions in the form of instructional manipulation checks
(IMCs) were included in the questionnaire. These questions were designed to identify
inattentive respondents. The first AC question was positioned in the middle of the ques-
tionnaire, while the second was placed toward the end. Participants who failed one or
both of these questions were excluded from further analysis, resulting in the removal of
56 respondents. After this exclusion process, a total of 344 participants remained in the
dataset for analysis. Participants were selected based on their demographic diversity with
considerations for age (mean = 32.02, SD = 10.38) and sex (171 male and 173 female).
Each participant was presented with one clickable prototype. Participants were informed
that the study aimed to investigate user perceptions of an Al-supported tool for detecting
disinformation on digital platforms, such as discussion forums. They were provided with
a brief overview of the study, including the expected duration of approximately 30
minutes, and were encouraged to respond to the questionnaire honestly and carefully via
the initial instructions in the questionnaire. In this study, the prototypes featured an online
discussion on the topic of new vaccination technologies in the context of the COVID-19
pandemic (Figure 33). The comment section displayed six comments, two of which were
classified as disinformation. The study followed a between-subjects design (Charness et
al., 2012) and included three experimental treatments, each aligning with one of our three
prototypes.
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defakts

Wie kdnnen neue Impfstofftechnologien im Kampf gegen
neue i 7

Figure 33. Clickable user interface of the discussion with two classified posts.

Participants were randomly assigned to one of the three groups to ensure that any ob-
served differences in outcomes could be attributed to the experimental manipulation ra-
ther than pre-existing differences among participants. The key concepts under investiga-
tion included participants’ trust in the presented Al-based system, perceived
understandability of the provided information, and their overall usability experience. On
the basis of established theoretical constructs, these concepts were measured on a 1-7
Likert scale (fully disagree to fully agree). Additional measures were taken to assess par-
ticipants' demographic characteristics, their propensity to trust, and their prior experience
with Al In order to explore the effects of the experimental conditions on participants’
perceptions and behaviors while also accounting for demographic variables, we con-
ducted Kruskal-Wallis tests complemented by Dunn-Bonferroni post-hoc tests and linear
regression analyses.

Reliability analyses were conducted for each of the constructs used in the study (see Table
7). The understandability construct, consisting of five items (Madsen & Gregor, 2000),
showed very good reliability. Further, the t7us¢ construct, consisting of six items (Merritt,
2011), indicated excellent internal consistency among the items. The usability construct,
measured by five items (Benbasat & Wang, 2005) demonstrated good reliability. These
findings indicate that the items within each scale are sufficiently consistent to be consid-
ered reliable measures of their respective constructs.
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Construct Number | Cronbach’s | Average Inter- | Guttman’s | Standard Er-
of Items | Alpha Item Correlation | Lambda 6 | ror

Understandability 5 0.88 0.60 0.87 0.010

Trust 6 0.91 0.62 0.90 0.008

Usability 5 0.83 0.50 0.80 0.015

Table 7. Summary of reliability analyses for the measured constructs.

Before conducting the primary analyses, the normality of the data was tested using the
Shapiro-Wilk test. The results (p < 0.001) indicated a significant deviation from normal-
ity, violating one of the key assumptions required for parametric tests such as ANOVA.
Given this violation, non-parametric tests were used for the main analyses. To compare
the effects of the three treatment conditions, the Kruskal-Wallis test was employed as a
non-parametric alternative to the one-way ANOVA. This test was used to assess whether
there were statistically significant differences in the dependent variables (e.g., trust, un-
derstandability, usability) across the three experimental groups. In addition, multiple lin-
ear regression analyses were conducted to explore the impact of demographic and per-
sonal factors (e.g., age, educational background, and previous Al experience) on the
dependent variables. These analyses allowed for examining how these characteristics
might influence participants’ responses independent of the treatment effects. Informed
consent was obtained from all participants before their involvement in the study, and they
were assured of the confidentiality and anonymity of their responses.

8.3.2 Results

The three explainability levels’ effect on participants’ perceptions of the system’s trust-
worthiness, perceived usability, and understandability, and, as an additional insight, their
overall agreement with the displayed classifications were analyzed (see Table 8 and Fig-
ure 34 to Figure 37) and are presented in the following.
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Statistic

Understandability

Trust

Usability

Classification
Agreement

Median scores

Treatment 1: 5.00

Treatment 1: 5.17

Treatment 1: 5.40

Treatment 1: 6.00

Treatment 2: 5.00

Treatment 2: 4.58

Treatment 2: 5.60

Treatment 2: 5.00

Treatment 3: 5.00

Treatment 3: 4.67

Treatment 3: 5.40

Treatment 3: 5.00

7(df)

2(2)=1.03

2(2)=1791

2(2)=0.76

2(2)=15.64

p-value

p=0.60

p=0.02

p=0.68

p <0.001

ezordinal (95 CI)

ezordinal = 0.003 (95%
CI [0.000446, 1.00])

ezordinal = 0.02 (95%
CI[0.0474, 1.00])

ezurdinal = 0002, (95%
CI[0.000441, 1.00])

ezordinal = 0.05 (95%
CI[0.02, 1.00])

Post-hoc test Treat-

Z=-0.09, p.adj = 1.00,

Z=2.71,p.adj=0.14,

Z=-0.82,p.adj = 1.00,

Z = 3.15, p.adj

ment 1 vs 2 d=-0.12 d=0.26 d=-0.09 0.0048,d=0.43
Post-hoc test Treat- | Z =-0.92, p.adj = 1.00, | Z=2.00, p.adj=0.14, | Z=-0.67,p.adj=1.00, | Z = 3.65, p.adj =
ment 1 vs 3 =-0.12 d=0.26 d=-0.07 0.0008, d=0.43
Post-hoc test Treat- | Z=-0.83, p.adj=1.00, | Z=-0.72,p.adj=1.00, | Z=-0.15,p.adj=1.00, | Z = 0.48, p.adj. =
ment 2 vs 3 d=-0.09 d=-0.06 d=0.01 1.00,d=0.12

Table 8. Summary statistics of Kruskal-Wallis test and post-hoc analyses (Dunn-Bonferroni test, Co-

hen's d).

Understandability. A Kruskal-Wallis test indicated no significant difference in under-
standability among the three treatment groups with a negligible effect size (Figure 34).

Median scores were identical at 5.00 across all treatments. These findings suggest that

the inclusion of XAI components does not significantly enhance understandability com-

pared to a basic Al system. Given the consistent median scores and small effect sizes, we

cannot confirm hypothesis Hi, which proposed that XAl components would improve un-

derstandability.
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Figure 34. Kruskal-Wallis test of perceived understandability.
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Trust. The Kruskal-Wallis test revealed a significant difference in trust scores among the
three treatment groups with a small effect size (Figure 35). Median trust scores were 5.17
for treatment one, 4.58 for the second treatment, and 4.67 for treatment three. Dunn-Bon-
ferroni post-hoc tests showed a significant difference between treatment one and treat-
ment two with a small effect size. However, the difference between treatment one and
treatment three was not significant. Furthermore, no significant difference was found be-
tween the second and third treatment with a negligible effect size. These results indicate
that while there is a small but significant difference in trust between the control group and
the group with explanations, the presence of XAl components does not lead to higher
trust overall. Consequently, we cannot confirm Ha.

[(2)=7.91.p=0.02. & _,=0.02, Clys, [4.682-03, 1.00], =344
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Figure 35. Kruskal-Wallis test of trust in the system.

Usability. The results of the Kruskal-Wallis test show no significant differences in usa-
bility scores across the treatment groups with a negligible effect size (Figure 36). Median
usability scores were 5.40 for treatment one, 5.60 for treatment two, and 5.40 for treat-
ment three. Confirming the initial observation, Dunn-Bonferroni post-hoc tests also found
no significant pairwise differences between treatment one and two, treatment one and
three, and treatment two and three. These observations suggest no significant differences
in perceived usability among the treatment groups, and the presence of XAl components
does not enhance usability over a basic Al system. As such, we cannot confirm Hs.
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Figure 36. Kruskal-Wallis test of perceived usability.

Classification agreement. For additional insights, we investigated potential differences
between the treatments regarding the participants’ overall agreement with the displayed
classifications (Figure 37). The Kruskal-Wallis test revealed a significant effect with a
moderate effect size. Median classification agreement was highest in the control group
(6.00), while both treatment groups scored lower (5.00). Dunn-Bonferroni post hoc tests
showed that the control group had significantly higher agreement scores compared to both
treatment two and treatment three, suggesting small to moderate differences. No signifi-
cant difference was found between the two XAl treatment groups, with a minor effect
size. These findings indicate that the introduction of explanations, with or without confi-
dence scores, actually reduced participants’ agreement with the system’s classifications.

142



8 Validating User Preferences for Disinformation Detection Systems: A Quantitative Study

(2)=15.64. p=4.02¢-04, £, =0.05, Clysy, [0.02, 1.00], 5. = 344

2
’({'J:w Wl

o Priirsg = 5. 16204

PHormag, = 2.222-03

(=1
'

b
'

Classification Agreement

wesyubis uwoys s1Bg ‘UUng 150} 8 SR 4

: 2 :
(n=115) n=114) n=115)
Treatment

Figure 37. Kruskal-Wallis test of classification agreement.

Impact of demographic and personal characteristics. In previous analyses, we examined
the impact of the different treatments, varying in their degrees of explainability, on the
measured constructs. This analysis extends our understanding by employing linear re-
gression to explore additional factors associated with these constructs. Table 9 presents
the results of four separate linear regressions, each assessing the relationships between
various predictors and our four distinct dependent variables: understandability, trust, us-
ability, and classification agreement. The models include the predictors age, gender, aca-
demic background, prior experience with Al, individual propensity to trust, and treatment
membership. The model for understandability (1) suggests that older individuals tend to
perceive understandability as lower ( = -0.014, p < 0.01). Similarly, individuals with
higher levels of general trust (propensity to trust) are more likely to perceive greater un-
derstandability (B = 0.101, p < 0.01). Other variables, including gender, academic back-
ground, and Al experience, are not significantly associated with understandability in this
model. For trust (2), older individuals report lower levels of trust in the system (f = -
0.016, p <0.01), while individuals with a higher propensity to trust exhibit higher levels
of reported trust (f = 0.178, p < 0.001). Gender, academic background, and prior Al ex-
perience are not significantly associated with trust in this model.
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Dependent Variable:
Understandability (1) Trust (2) Usability (3) Classification
Agreement (4)
Age -0.014%%* -0.016%* -0.015%* -0.018%*
(0.005) (0.006) (0.005) (0.007)
Female -0.022 -0.014 -0.330%"** -0.303*
(0.098) (0.111) (0.101) (0.134)
Academic Status  -0.192 -0.022 -0.103 -0.231
(0.103) (0.117) (0.106) (0.142)
Al Experience 0.306 -0.088 0.151 -0.070
(0.208) (0.237) (0.216) (0.287)
Trust Propensity  0.101** 0.178%** 0.084% 0.200%**
(0.036) (0.041) (0.038) (0.050)
Treatment Two 0.089 -0.263 0.112 -0.345%
(0.120) (0.136) (0.124) (0.165)
Treatment Three 0.155 -0.214 0.087 -0.546%**
(0.119) (0.136) (0.123) (0.164)
Constant 4. 712%%% 4.707%*k* 5.50Q% %% 5.604%%*
(0.314) (0.357) (0.324) (0.432)
Observations 341 341 341 341
R2 0.069 0.086 0.077 0.118
Adjusted R2 0.050 0.067 0.058 0.101
Note: *p<0.05; **p<0.01; ***p<0.001

Table 9. Results of our linear regression.

For usability (3), age is negatively associated with perceived usability (f = -0.015, p <
0.01), suggesting that older individuals report a lower perception of usability than
younger participants. Notably, gender also shows a significant association, with female
participants reporting lower levels of usability compared to male participants (f = 0.339,
p <0.001). In contrast, an individual’s propensity to trust has a positive association with
usability (B = 0.084, p < 0.05), while academic background and prior experience with Al
do not exhibit significant associations. Regarding the overall agreement with the dis-
played classifications (4), age is negatively associated with agreement with the system’s
classifications (f =-0.018, p <0.01). Individuals with a higher propensity to trust exhibit
higher agreement levels (B = 0.200, p < 0.001), while female participants report lower
levels of agreement compared to male participants ( = -0.303, p < 0.05). Neither aca-
demic background nor prior experience with Al is significantly associated with classifi-
cation agreement. Interestingly, the treatment conditions do not exhibit significant asso-
ciations with perceived understandability, trust, or usability. However, both treatment two
(B =-0.345, p <0.05) and treatment three (f = -0.546, p < 0.001) are significantly asso-
ciated with lower classification agreement compared to the control group. Participants
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provided with explanations from the system exhibited lower agreement rates with its pre-
dictions, particularly in treatment three, where the explanatory text included a confidence
score.

8.3.3 Discussion

Our study explored how different degrees of explainability, including explanations with
or without confidence scores, impact user perceptions across multiple constructs, such as
understandability, trust, usability, and classification agreement. The findings reveal that
these treatments had a minimal effect on participants’ evaluations, suggesting that addi-
tional underlying factors, such as demographic and individual characteristics, play a more
significant role in shaping user experiences and perceptions (Schemmer, 2022).

The analysis indicated that the presence of explanations, whether with or without a con-
fidence score, did not significantly affect understandability among the different treatment
groups. Consequently, the results do not support the notion that XAl components improve
understandability compared to a basic Al system without such components. The observed
lack of improvement in understandability may be attributed to cognitive overload and
issues with the relevance of the explanations provided (Liu et al., 2021; Sanneman &
Shah, 2022; Tsai et al., 2021). Specifically, the data suggests that as age increases, per-
ceived understandability tends to decrease, possibly because older participants may find
complex or technical explanations more challenging. In contrast, higher levels of general
trust are positively associated with greater perceived understandability, indicating that
those who are more trustful are likely to find the system’s explanations clearer. Addition-
ally, factors such as gender, academic background, and Al experience did not show sig-
nificant effects on understandability, suggesting that the effectiveness of explanations
may be more closely related to cognitive factors and trust rather than demographic or
experience-based differences. These findings reinforce the need for platform operators to
carefully tailor explanation formats to user profiles to maintain accessibility and per-
ceived value across diverse user segments (Gregor & Hevner, 2013; Rai, 2020).

Moreover, the analysis reveals that the presence of explanations without confidence
scores was associated with a lower level of trust compared to the control group. Further,
adding confidence scores to the explanations did not significantly enhance trust compared
to the control group, indicating that confidence scores alone may not effectively enhance
trust unless combined with other supportive elements (Hamm et al., 2023; Schmidt et al.,
2020). This suggests that participants might have perceived the explanations as less
straightforward or more confusing than simply receiving no explanations at all (Pa-
penmeier et al., 2019; Poursabzi-Sangdeh et al., 2021). The presence of explanations,
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whether with or without a confidence score, did not significantly affect perceived usabil-
ity among the treatment groups. The negligible effect sizes and similar median usability
scores across groups suggest that the treatments had no meaningful impact on partici-
pants’ perception of usability.

Consequently, the results do not support the notion that XAl components improve usa-
bility compared to a basic Al system without such components. Despite being informed
by qualitative user testing, the lack of significant impact on perceived usability from ex-
planations, whether with or without a confidence score, may be attributed to several fac-
tors. First, the explanations, even when designed based on user feedback, may not have
effectively addressed all aspects of usability or aligned with users’ specific interaction
needs, e.g., when explanations seem unintuitive (Mohseni et al., 2021; Schmidt et al.,
2020). Second, it is possible that these explanations might not have sufficiently altered
users’ overall experience or efficiency with the system (Schemmer, 2022; Wanner et al.,
2022). These results emphasize the broader challenge in integrating Al-driven features
within platform interfaces without disrupting core user flows, a critical concern in the
business design of digital platforms (Lyytinen et al., 2021). Currently, the existing XAl
literature lacks a comprehensive set of methodologies and metrics for effectively as-
sessing the quality of explanations (Sanneman & Shah, 2022).

The analysis of participants’ classification agreement suggests that the presence of expla-
nations was associated with lower classification agreement compared to the control
group. This finding underscores the complex interplay between explainability and user
agreement. The significant differences between treatment one and both treatments two
and three indicate that the explanations provided in these treatments may have introduced
additional uncertainty or complexity (Sanneman & Shah, 2022). Specifically, the inclu-
sion of confidence scores in treatment three and the detailed textual explanations in both
treatments may have made the system’s decision-making process more transparent but
also more challenging to interpret, particularly for users without prior familiarity with Al-
based systems. One plausible explanation for this decrease in agreement is that overly
detailed or technical explanations might have prompted users to scrutinize the system’s
classifications more critically, leading to increased doubt or skepticism (Ferguson et al.,
2022). While this can be seen as a positive outcome in contexts where critical engagement
with Al decisions is desirable, it may not align with the goal of fostering trust and usabil-
ity in disinformation detection tools. Furthermore, explanations that incorporate proba-
bilistic or confidence information can introduce cognitive overload for users who may
lack the expertise to interpret such data effectively, exacerbating uncertainty. This obser-
vation aligns with prior research suggesting that user trust and agreement can be under-
mined when explanations are perceived as too complex or ambiguous (Miller, 2019). In
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platform settings, this could translate into reduced conversion, churn, or lack of confi-
dence in Al-generated outputs, particularly in high-stakes domains like e-commerce or
content moderation (Benbya et al., 2020; Rai, 2020).

Our linear regression analysis elucidates several significant determinants impacting the
constructs of understandability, trust, usability, and classification agreement, independent
of treatment variations. The results consistently demonstrate that age has a negative rela-
tionship with each of the dependent variables, indicating that older individuals generally
displayed higher aversion when interacting with our system. This trend may be attributed
to age-related cognitive and perceptual changes, which could affect how older individuals
process and evaluate information (Salthouse, 1992, 1994; Zahodne et al., 2011). Older
adults might experience greater difficulty in understanding new concepts, trusting new
technical systems, or experiencing high usability due to accumulated experience or
changes in cognitive functions (Miller & Bell, 2012; Peters et al., 2008; Salthouse et al.,
1999).

Conversely, an individual’s propensity to trust exerts a positive influence across all con-
structs, underscoring the role of individual trustfulness not only in enhancing trust in the
system but also in perceived understandability, usability, and agreement with the classi-
fications provided by the (X)AIL This finding highlights the importance of inherent trust
levels in shaping perceptions. People who naturally exhibit higher trust are likely to ap-
proach information and systems with a more positive outlook, which could enhance their
overall experience and evaluation (Fan et al., 2020).

Notably, gender differences are evident in our findings as being female is associated with
a lower perceived usability and lower classification agreement. This indicates that, with
regard to some elements, female participants potentially perceive the system less favora-
bly compared to their male counterparts. The observed discrepancy may stem from vary-
ing expectations, experiences, or societal factors that affect how different genders interact
with and evaluate systems (Reeder et al., 2023). Further research is needed to explore the
underlying causes of these gender-related differences, including potential biases in sys-
tem design or differences in interaction styles. In contrast, whether someone has an aca-
demic degree or prior experience interacting with Al has no significant influence on any
of the constructs. This may imply that educational background and prior exposure to Al-
based systems are less influential in shaping user experience than other individual char-
acteristics, such as age and trust propensity. From a platform design perspective, these
insights suggest that adaptive personalization, based on traits like age and trust propen-
sity, may help mitigate usability barriers and enhance engagement across heterogeneous
user bases (Berente et al., 2021; Lyytinen et al., 2021). In summary, this analysis extends
our understanding of how individual differences shape user perceptions, highlighting the
significance of age and trust propensity while indicating the need for further exploration
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into gender-related differences. This broader perspective complements our findings re-
lated to treatment variations, offering a more comprehensive view of the factors influenc-
ing user evaluations while hinting at the need for the design of adaptive systems (Kabudi
et al., 2021).

8.4 Integrated Design Guidelines (E)

Finalizing our second DSR cycle by building on our previous design guidelines, we fur-
ther refine and expand our approach to developing responsible XAl systems for disinfor-
mation detection. Considering our empirical findings, the integrated guidelines (Gurzick
& Lutters, 2009) highlight user needs and the importance of maintaining a balance be-
tween simplicity, clarity, and adaptation while also addressing demographic and individ-
ual differences:

1. Integrate explanations seamlessly into the user experience. Ensure that explana-
tions are integrated in a way that enhances, rather than disrupts, the overall usa-
bility of the system. Since the addition of confidence scores did not significantly
improve trust or usability, focus on how explanations are presented and ensure
they contribute positively to the user experience without causing confusion.

2. Simplify explanations to avoid cognitive overload. Ensure that explanations pro-
vided by the XAI system are clear and not overly complex. Given that explana-
tions did not significantly impact understandability, it is crucial to avoid introduc-
ing unnecessary complexity. Tailor explanations to be straightforward and
relevant to the user’s current context to prevent cognitive overload.

3. Prioritize trustworthiness in design to build credibility for inexperienced users.
Even though confidence scores alone did not significantly enhance trust, ensure
that explanations are part of a broader strategy to build system credibility. De-
velop supportive elements that reinforce trust and reliability, ensuring users per-
ceive the system as trustworthy and effective in detecting disinformation.

4. Make explanations optional by offering customizable explanation features. In line
with the principle of user empowerment, explanations should be an optional fea-
ture, allowing users to access additional details only when needed. This approach
respects the user’s autonomy and avoids unnecessary complexity in the overall
user experience.

5. Consider user trust and cognitive factors. Recognize that inherent trustfulness and
cognitive factors may significantly influence how users perceive explanations.
Account for cognitive differences, such as those related to age, by simplifying
explanations for older users who may struggle with more technical content.
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6. Address demographic and individual differences through adaptability in design.
Design explanations adaptable to different user profiles, acknowledging that fac-
tors such as age and trust propensity affect user perceptions, and be mindful of
potential biases in system design as well as differences in how various demo-
graphic groups interact with the system. Consider conducting targeted user re-
search to tailor explanations effectively.

7. Refine and test explanation mechanisms continuously. Continuously refine expla-
nation mechanisms based on user feedback and iterative testing. The findings sug-
gest that explanations alone might not improve usability or classification agree-
ment. Regularly test and adjust explanations to better align with user needs and
enhance the system’s effectiveness.

By adhering to these guidelines, responsible XAI systems for disinformation detection
may be developed to better meet user needs, enhance usability, and improve overall ef-
fectiveness in combating false information on digital platforms.

8.5 Conclusion

8.5.1 Summary

This study addressed the research question of how a responsible XAl-based system for
detecting online disinformation should be designed to foster user trust, understandability,
and comprehension. By leveraging a Design Science Research (DSR) approach (Peffers
et al., 2007), we developed and evaluated explainability features tailored to the high-
stakes, sensitive domain of disinformation detection. Through a comprehensive literature
review, iterative design cycles, and empirical user testing, we provide both practical de-
sign guidelines and important theoretical insights into the limitations and potential of ex-
plainable AI (XAI) in real-world applications.

From a theoretical standpoint, this study contributes to an underexplored intersection be-
tween XAl and disinformation detection by shifting the focus from purely technical ac-
curacy toward user-centric design principles (Rjoob et al., 2021; Wells & Bednarz, 2021).
While transparency is widely recognized as a cornerstone of XAl (Haque et al., 2023),
our findings challenge the assumption that greater transparency inherently leads to im-
proved user trust, comprehension, or usability (Schmidt et al., 2020). Contrary to common
expectations, the inclusion of XAl components did not significantly enhance participants’
understanding or trust in the system, and in some cases even introduced confusion or
reduced agreement with system outputs. These results emphasize the importance of de-
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signing explanations that are not only technically accurate but also cognitively appropri-
ate for the target user group. By demonstrating that explanations can inadvertently in-
crease cognitive load, our study refines existing cognitive load theory and highlights the
contextual and individual variability in how users perceive and benefit from XAl We
show that user demographics—particularly age—and individual characteristics like trust
propensity significantly influence the effectiveness of explainability features. Older users,
for example, reported lower levels of trust, usability, and understanding, suggesting a
need for adaptive XAl systems that account for users’ cognitive and experiential diver-
sity. Additionally, our application of the DSR methodology underscores the value of in-
tegrating theoretical and empirical insights into the iterative development of XAl systems.
This study contributes to IS and HCI literature by offering a framework for embedding
user feedback early and systematically in the design process, revealing the nuanced trade-
offs between transparency, usability, and user trust. Practically, our findings translate into
actionable design guidelines for developing responsible, user-aware XAl systems in the
disinformation space. These include simplifying explanations to minimize cognitive over-
load, tailoring them to users’ demographic and cognitive profiles, and offering explana-
tions as optional features to preserve user autonomy. Furthermore, we advocate for com-
bining XAl with other trust-enhancing mechanisms, such as user feedback loops, to foster
engagement and reliability.

In conclusion, this research advances both theoretical understanding and practical imple-
mentation of explainable Al by uncovering the complex interplay between user charac-
teristics, contextual factors, and design choices in disinformation detection systems.
While explainability does not universally improve user perceptions, our contributions
provide a foundation for future studies to build more adaptive, context-sensitive, and
trustworthy XAI systems, crucial for navigating the evolving challenges of disinfor-
mation and responsible Al governance in the digital age.

8.5.2 Limitations

While this study offers valuable insights into the responsible design of XAl systems for
disinformation detection, some limitations must be acknowledged to fully contextualize
the findings and guide future research. The structured literature review, though compre-
hensive, is inherently limited by the selection criteria and databases. The focus on specific
keywords or publication types may have excluded relevant studies that could provide ad-
ditional insights or counterpoints. The qualitative user testing’s sample allowed for an in-
depth exploration of participants’ experiences and perspectives; nevertheless, it may not
fully represent the diversity of views within the population. We therefore conducted a
quantitative study to test the results with a broader range of backgrounds and present more
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generalizable results. The online study’s design was cross-sectional, capturing user per-
ceptions at a single point in time. Longitudinal studies would be beneficial to assess the
long-term impact of explainability features on user perceptions. The study observed a
reduction in agreement with the system’s classifications when explanations were pro-
vided. Investigating the content and format of the explanations could reveal whether they
contribute to misunderstandings or if alternative presentation methods might improve
agreement.

Furthermore, focusing on the design of the explanations, rather than also considering their
content and providing a broader array of examples with varying textual features, may not
fully capture the range of disinformation features users might encounter. Future studies
could expand on this by offering participants more diverse examples, which could help
identify how different types of explanations interact with varying content and how they
affect user perceptions. Finally, our study focuses on the perception of explainability fea-
tures. Other aspects of algorithmic transparency (such as model accuracy) are also crucial
for how users perceive the system and should be considered in future research to develop
a more comprehensive approach to responsible Al design. By acknowledging these limi-
tations, future research can deepen our understanding of how to effectively design and
implement XAI systems for disinformation detection and other high-stakes applications.
Such research can ultimately support platform providers of OSNs in responsibly adopting
and integrating Al-based systems for disinformation detection, fostering a more trustwor-
thy and accountable digital platform ecosystem.

8.5.3 Future Work

The ethical deployment of Al in cyberspace governance, especially for disinformation
detection, requires a thorough examination to safeguard transparency and fairness on dig-
ital platforms. Future research may explore several avenues to build on our findings. First,
further studies may investigate a broader range of explanation types and their interactions
with various user demographics to identify which formats are most effective in different
contexts. Second, longitudinal studies could provide insights into how users’ perceptions
of Al systems develop over time and whether continuous exposure to explanations affects
their experience. Third, investigating the integration of explanations with other trust-en-
hancing features, such as transparency mechanisms and user feedback systems, could of-
fer a holistic approach to improving user interactions with Al in the combat of online
disinformation. In conclusion, while explainability is a critical component of responsible
Al, its effectiveness in promoting usability, user trust, and comprehension requires careful
consideration and tailored implementation. Our study underscores the importance of a
nuanced approach to integrating explainability features and highlights the need for ongo-
ing research to refine these mechanisms and better align them with user needs. Building

151



8 Validating User Preferences for Disinformation Detection Systems: A Quantitative Study

on our findings, future work can contribute to the development of more effective and
trustworthy Al-based systems for disinformation detection and beyond.
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9 Designing Deepfake Detection Systems:
Practitioner Requirements Across
Sectors'

9.1 Introduction

In recent years, deepfakes — synthetic media generated through artificial intelligence
(AI) (Masood et al., 2023) — have received considerable attention across public dis-
course, academia, and policy arenas, as they exemplify a transformative shift in the crea-
tion and perception of digital content (Almars, 2021; Fabuyi et al., 2024; Wang et al.,
2020). Their potential to disrupt information ecosystems, fuel disinformation, and erode
institutional trust has sparked widespread concern (Fernandez Gambin et al., 2024). Yet,
while the narrative surrounding deepfakes has been shaped by strong assumptions about
their societal threat (Abdullah et al., 2024; Albahar & Almalki, 2019; Westerlund, 2019),
we still know surprisingly little about how professionals who encounter these phenomena
in practice, such as journalists, security agencies, non-governmental organizations
(NGOs), and industry actors, actually assess their relevance and impact in their organiza-
tional contexts (Duraes et al., 2023; Godulla et al., 2021). Despite advances in the tech-
nical sophistication of deepfake detection techniques, much of the existing research re-
mains technology-centric and thereby prioritizes algorithmic performance over
contextual relevance and user-centered design. Moreover, few studies propose concrete
tools that integrate multiple methodological approaches in ways that align with real-world
professional workflows (Ben Aissa et al., 2024; Sharma et al., 2024). However, detection
techniques can only fulfill their potential if they are designed in alignment with the ex-
pectations, work practices, and trust conditions of those who are meant to use them
(Schlichtkrull et al., 2023; Warren et al., 2025). From a human-Al interaction perspective,
this raises critical questions: How do practitioners currently view the impact of deepfakes
in their respective fields? What criteria must detection systems fulfill to gain trust, be
clearly understood, and support effective decision-making? This study takes an Action

14 This chapter comprises a paper conditionally accepted at ICIS 2025 by Isabel Bezzaoui, Louis Jarvers,
Jonas Fegert and Christof Weinhardt with the following title: Designing Deepfake Detection Systems:
Practitioner Requirements Across Sectors, 2025. Note: Tables and figures were renamed, reformatted,
and newly referenced to fit the structure of the dissertation. Chapter and section numbering and respective
cross-references were modified. Formatting and reference style were adapted and references were updated
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Design Research (ADR) perspective to investigate how domain experts assess the practi-
cal implications of deepfakes and articulate requirements and design principles for sup-
portive detection tools. By conducting structured expert interviews across diverse sectors,
we derive design-relevant insights and translate them into a requirement analysis that in-
forms the development of multimodal detection systems. Our goal is to contribute to the
design knowledge for artifacts that can meaningfully support practitioners in evaluating
the authenticity of digital content. We address the following research questions:

RQI1: How do practitioners perceive the current relevance of deepfakes, and what role
do they see for automated detection systems in their organizational contexts?

RQ2: How should multimodal deepfake detection tools be designed to meet practitioners’

needs and support trust in digital content?

Our study reveals sector-specific variations in how practitioners assess the relevance of
deepfakes. For instance, law enforcement experts emphasize the growing significance of
deepfakes for jurisdictional authority, while representatives from the financial sector
acknowledge the increasing awareness but note the limited direct impact so far. Further-
more, practitioners across all sectors express skepticism toward detection systems that
function as “black boxes”, providing binary results without offering transparency into
how those conclusions are reached. By synthesizing the interview data and analyzing the
requirements of practitioners in diverse contexts, we offer a cross-sectoral perspective
that bridges technical capabilities with user-centric design considerations. This study con-
tributes to the human-Al interaction and algorithmic experience literature by moving be-
yond abstract threat narratives toward a grounded understanding of trust, organizational
expectations, and socio-technical design in the context of Al-assisted deepfake detection.
We contribute to IS research in three ways: we provide empirical insights into how prac-
titioners across sectors perceive and respond to deepfakes (1); we identify design-relevant
requirements and design principles that support the development of transparent, usable,
and context-sensitive detection tools (2); and we extend the application of ADR to the
domain of Al-generated media, showing how practice-informed insights can guide the
design of socio-technical systems in emerging problem spaces (3).

The remainder of this paper is structured as follows: Section 2 reviews prior work on
deepfake detection and human-Al interaction. Section 3 outlines our methodological ap-
proach. Section 4 presents our empirical findings. Section 5 discusses implications for
system design, and Section 6 concludes with contributions and directions for future re-
search.
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9.2 Research Background

9.2.1 Deepfakes: Definitions and Societal Relevance

Deepfakes are defined as synthetically manipulated media generated through Al, employ-
ing methods like generative adversarial networks (GANS) to create hyper-realistic audio
and video that misrepresents real individuals and events (Odeh, 2024; Vaccari & Chad-
wick, 2020). Their rise has garnered significant attention across public discourse and ac-
ademia, primarily due to their potential to disrupt information ecosystems, fuel disinfor-
mation, and erode institutional trust (Noreen et al., 2022). Reports have highlighted that
deepfakes can propagate mistrust among consumers, as they often blur the lines between
authentic and manipulated content, leading to a pervasive skepticism toward digital media
(Twomey et al., 2023). As news media becomes increasingly rich with deceptive content,
the potential for deepfakes to undermine journalists’ credibility is particularly alarming,
calling our dependence on visual media as an indicator of authenticity into question (Doss
et al., 2023; Sandoval et al., 2024). Despite growing concerns, there remains a gap in
understanding how various stakeholders, such as journalists and investigators, evaluate
the relevance and impact of deepfakes in their professional contexts (Qureshi & Khan,
2024). Existing literature emphasizes the need for a more nuanced approach that consid-
ers not only the technical capabilities of detection tools but also their alignment with user
needs and expectations within specific organizational environments (Qureshi & Khan,
2024; Vaccari & Chadwick, 2020). Thus, exploring the perceptions of professionals en-
countering deepfakes in practice is crucial for a holistic understanding of this phenome-
non, enabling more profound insights into the sociocultural implications they may carry.

9.2.2 Deepfake Detection Methods: Trends and Multimodal Approaches

The rapid advancement in deepfake technologies has prompted concurrent developments
in detection methodologies, which predominantly utilize machine-learning techniques
(Kaur et al., 2024). Initial detection efforts have often relied on traditional approaches
focusing on a single modality, such as independently analyzing video or audio inputs
(Heidari et al., 2024; Rowan & Pears, 2022; Zhang et al., 2021). However, a growing
consensus within research advocates for multimodal detection strategies, integrating var-
ious data types (audio, video, image, and text) to enhance robustness against sophisticated
deepfake manipulations (Cai et al., 2023; Chen & Tan, 2021; Park et al., 2024; Rana et
al., 2022). Recent advancements in deepfake detection emphasize the effectiveness of
spatiotemporal models, such as Convolutional Neural Networks (CNNs) and long short-
term memory (LSTM) networks, which utilize both spatial and temporal cues from video
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data (Almars, 2021; Shelke et al., 2023; Vaishnavi et al., 2023). These multimodal archi-
tectures demonstrate higher accuracy compared to unimodal approaches, as they can bet-
ter capture the complex inconsistencies within deepfake content (Rowan & Pears, 2022;
Vaishnavi et al., 2023). Furthermore, developments in proactive defense mechanisms
aimed at disrupting the generation of deepfakes are also being explored as complementary
measures to support detection technologies (Juefei-Xu et al., 2021; Park et al., 2024). As
detection methodologies evolve, there is an increasing recognition of the necessity to em-
bed user perspectives and requirements into the development of these systems. Effective
interaction between humans and detection tools hinges upon transparent functionalities
that resonate with users’ contextual needs (Alanazi & Asif, 2024; Chen & Tan, 2021;
Groh et al., 2022; Lyu, 2024).

9.2.3 Professional Practice and the Design of Detection Tools

Kumar et al. (2024) focused on integrating human judgment with computational tech-
niques to detect deepfake images, using an intelligence augmentation approach that con-
siders the beliefs and intentions of the observer. They identified exogenous cues that may
help humans detect deepfakes and proposed a foundation for combining human and com-
putational methods in future direction efforts. Akinyemi et al. (2024) explored the influ-
ence of Al-generated content labels on users’ perceptions and sharing behavior. Their
experimental study assessed whether disclosure labels could reduce the spread of deep-
fakes by altering users’ inherent trust in the content. This highlights the potential of la-
beling as an intervention in combating disinformation. While these studies contribute val-
uable insights, many focus on technical detection methods. Vasist and Krishnan (2022)
observed that much of the literature centers on computational challenges in deepfake de-
tection, overlooking the social, ethical, and psychological implications. Kaur et al. (2024)
identified key challenges in detection, but their focus on the technical requirements of
building detection models leaves out the practical needs of end-users. Similarly, Trinh et
al. (2021) developed an interpretable framework to improve the trustworthiness of deep-
fake detection, yet their focus remains on theoretical aspects rather than practical, real-
world applications. Moreover, research on professionals’ needs highlights that while ex-
perts from journalism recognize the threat of deepfakes, the actual impact on their prac-
tices remains limited. Sohrawadi et al. (2020) explored the requirements of journalists
and found that effective detection tools should be user-friendly, integrate seamlessly into
editorial workflows, and provide clear, actionable explanations. They identified a gap
between existing detection technologies and the needs of media professionals for real-
time, intuitive verification tools. Similarly, Weikmann and Lecheler (2024) examined the
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implications of deepfakes for fact-checkers, showing that while deepfakes are acknowl-
edged as a potential threat, their direct impact on journalistic efforts has been limited thus
far.

Despite these contributions, a key gap persists in understanding how professionals across
different sectors assess the practical relevance of deepfakes and what requirements they
have for detection tools (Abbas & Taeihagh, 2024). Most existing studies focus on tech-
nical solutions without addressing the contextual factors that influence the adoption and
effectiveness of these tools (Fernandez Gambin et al., 2024). Our study aims to fill this
gap by exploring the perceptions and expectations of professionals from diverse domains,
offering insights for developing user-centric, context-sensitive detection systems that
align with real-world needs.

9.3 Methodology

To derive actionable design knowledge for the development of deepfake detection tools,
this study adopts a qualitative, explorative research design situated within the Action De-
sign Research (ADR) paradigm. ADR emphasizes a design research approach that both
supports the development of innovative IT artifacts within real organizational contexts
and enables learning from the intervention to address practical, real-world problems
(Mullarkey & Hevner, 2019; Sein et al., 2011). In line with this orientation, our study
seeks to understand how domain professionals perceive the relevance of deepfakes and
what they expect from detection systems designed to support decision-making within
their organizational contexts.

The motivation for this approach is grounded in the need to better understand sociotech-
nical dynamics that shape the use, interpretation, and institutional integration of Al-based
media verification tools. As emphasized in qualitative IS research, one of the key benefits
of such an approach is its ability to capture the cultural and social context in which deci-
sions are made (Benbasat et al., 1987). In domains where stakeholders interact with or
are affected by deepfakes, such as journalism, civil society, or national security, these
contextual factors play a significant role in shaping decision-making (Myers, 2019).
Given the complexity and contextual embeddedness of deepfake use and detection, qual-
itative interviews offer a robust method for uncovering domain-specific requirements,
underlying assumptions, and unarticulated needs (Niebert & Gropengiesser, 2013). Prior
design research case studies (Vom Brocke et al., 2020) have underscored the relevance
of qualitative interviews for eliciting design-relevant insights, particularly when examin-
ing emergent phenomena or system requirements. To guide the structure and analysis of
our interviews, we draw on Kaiser’s (2014) methodological framework for expert inter-
views in political science, which is well-suited for exploring institutional perspectives,
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power dynamics, and practical constraints — all of which are critical for designing hu-
man-centered Al systems in high-stakes domains. To investigate these dynamics, we em-
ployed semi-structured expert interviews, which allow for deep insights into personal ex-
periences, contextual constraints, and tacit knowledge that may otherwise remain
inaccessible (Kaiser, 2014; Myers, 2019). The interview guideline provided a consistent
framework of core questions while allowing the interviewer to explore relevant topics in
more depth as they arose, ensuring both comparability and richness of data.

9.3.1 Data Collection

The interviews were conducted with 15 practitioners from journalism, civil society or-
ganizations, security services, and industry. These individuals were selected based on a
prior stakeholder mapping process and their professional exposure to disinformation and
media verification. Practitioners were chosen through purposive sampling to ensure rep-
resentation across key domains while minimizing functional overlap and ensuring com-
prehensive coverage of deepfake detection use cases across professional contexts. Table
10 outlines the roles and domains of the practitioners interviewed for this study, catego-
rizing their prepositions according to specific sectors such as media, security, and civil
society. Potential interviewees were contacted via email and received an overview of the
research project and its goals in advance, ensuring transparency and that the interviewee
felt confident enough to answer the interview questions. All 15 interviewees were in-
formed that they would be kept updated about future development steps and expressed
willingness to be contacted again for follow-up activities such as iterative requirements
elicitation or validation through survey or additional interviews. The interviews were con-
ducted in German between February and April 2025 via the GDPR-compliant DFNconf
video conferencing tool. Before each interview, participants gave their informed consent
(Payne & Payne, 2004). At the outset of the interview, the researchers introduced them-
selves and the project to clarify the scope and purpose of the conversation. Interviews
concluded with an open-ended opportunity for additional comments and follow-up ques-
tions. Each session lasted between 27 and 50 minutes, with an average duration of 39
minutes. All interviews were audio-recorded, then transcribed verbatim to enable system-
atic analysis. To ensure consistency and comprehensibility, the interview guideline was
pre-tested and revised for clarity and coherence. The interviews followed a flexible pro-
tocol with open-ended questions centered around four key themes: perceptions of deep-
fake relevance, experiences with media manipulation, evaluation criteria for detection
tools, and practical constraints within stakeholders’ domains.
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Domain Role ID
Administration Press and communication officer P01
Crisis communication expert P05
Media and Journal- | Fact-checking team lead P02
ism Investigative reporter P09
Fact-checking analyst P12
Industry Al and security consultant P03
Finance risk analyst P04
Innovation strategist P08
Security and De- Digital forensics specialist P06
fense Cyber operations officer P07
Investigator P10
Intelligence analyst P11
Civil Society and | Media literacy trainer P13
NGOs Senior policy expert P14
Editorial director P15

Table 10. Roles and domains of interviewees.

9.3.2 Data Analysis

The transcribed data were analyzed using MAXQDA, a state-of-the-art tool in qualitative
research (Kuckartz & Rédiker, 2019), following a multi-stage thematic content analysis
that combined deductive and inductive coding strategies (Kaiser, 2014; Mayring, 2015).
A deductive coding frame was initially constructed based on the research questions and
interview themes. This was then expanded through inductive coding, allowing new pat-
terns and concerns to emerge directly from the data. All three researchers collaboratively
reviewed and iteratively refined the resulting codebook to ensure conceptual clarity and
alignment with the research goals. Codes were grouped into subdimensions relevant to
the analysis, including: perceived threats and opportunities, criteria for tool trustworthi-
ness, organizational integration, and contextual constraints. This framework enabled a
nuanced interpretation of cross-cutting expectations and domain-specific variations in
how deepfake detection tools are understood and assessed. Data saturation was consid-
ered achieved when no new inductive codes or themes emerged from additional inter-
views, ensuring a comprehensive representation of participant perspectives.
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9.3.3 Deriving Design Knowledge

Following data analysis, we conducted a requirement analysis by systematically translat-
ing coded segments into design-relevant requirements. This process was informed by the
principles of design research, which emphasize iterative reflection and abstraction from
empirical data (Vom Brocke et al., 2020). Identified requirements were then synthesized
and clustered into broader categories based on thematic overlap and system design rele-
vance. To derive design principles (DPs) from the collected data (Schacht et al., 2015),
we followed a layered abstraction logic commonly employed in design research: first, we
identified recurring meta-requirements (MRs) across stakeholder groups, which reflect
generalized user needs grounded in context (Walls et al., 1992). These MRs were then
synthesized into overarching design principles that provide prescriptive guidance for de-
veloping human-centered deepfake detection tools. Each DP is thus empirically grounded
in stakeholder expectations while abstract enough to inform design choices across sys-
tems and domains.

9.4 Results

This section presents the findings of a qualitative content analysis conducted to explore
the perspectives of practitioners regarding the perceived relevance of deepfakes and their
automated detection, as well as the design and functional expectations of deepfake detec-
tion tools. Based on 15 semi-structured interviews with professionals across domains such
as journalism, law enforcement, public administration, civil society, and cybersecurity,
the analysis engages with the methodological framework of Mayring (2015) to extract
and interpret central themes. In what follows, our two research questions will be answered
consecutively.

9.4.1 Deepfake Relevance and the Case of Automated Detection

9.4.1.1 Increasing Relevance and Technological Advancement

The interview findings demonstrate that practitioners universally perceive deepfakes as a
rapidly evolving technological challenge. A technology executive from an innovation lab
described the remarkable advancement trajectory: “super dynamic technology... within
the last 24 months from a comic-like image that was immediately recognizable as fake,
to today’s synthetic media content... where you really have to look closely to determine
if it’s real or not.” (P08). A security expert from a federal agency articulated a critical
inflection point: “We’re currently at our borderline, I believe. I’'m convinced that anyone
interested can still recognize deepfakes today.” (P05). However, this same expert pro-
jected a narrow timeframe before human detection capabilities would be overwhelmed:
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“But these technical inadequacies that help us recognize deepfakes today with human
experience — these inadequacies will soon no longer exist.” A police official offered a
similar assessment, noting that while current relevance in policing remains limited, “I
estimate that it will continue to grow. Looking at the Al trend, where it’s developing,
suddenly there are thousands of different providers making Al voice changers, thousands
of people making videos” (P06). Still, not all practitioners perceived deepfakes as an im-
mediate or dominant threat. A specialist from a press agency noted: “The proportion of
deepfakes in disinformation is very low. Until now... That doesn’t mean it’s not there.
There are certainly some, but there are many more cheap fakes” (P02). This perspective
highlights that while deepfakes are technically advanced, simpler forms of media manip-
ulation, such as image modification or text-based disinformation, currently remain more
prevalent.

While the sentiment toward deepfakes was overwhelmingly negative, frequently framed
as a threat to trust, authenticity, and verification, one interviewee also pointed to the tech-
nology’s constructive potential: “But it is also a technology that can be used for good”,
they noted. “Think of movie productions. You could also use deepfakes in the news with
presenters if someone is absent.” (P15). This outlier perspective illustrates that, although
rare among respondents, there is an awareness of possible beneficial applications, partic-
ularly in controlled or creative environments.

Rather than viewing deepfakes as merely manipulated videos, interviewees consistently
conceptualized the threat as spanning multiple content types. A technology executive ex-
plicitly framed this perspective: “We see deepfakes as a multimodal use case. Text is
simple, but video, audio, images, all of these uses can involve deepfakes, either com-
pletely synthetic media generation or augmentation and modification of existing data.”
(PO8). An editor from a major media outlet highlighted verification challenges: “How can
we even verify if this audio recording is a real audio recording or is it Al-generated?”
(P09). This multimodal concern was echoed by a fact-checker who noted that “Al-gener-
ated content plays a quite significant role for us, because an additional layer has been
added to our verification work.” (P12).

9.4.1.2 Sector-Specific Relevance Assessments

The interview data reveal variation in how practitioners from different sectors assess
deepfake relevance to their specific operational contexts. For example, a law enforcement
expert emphasized the growing importance of deepfakes in the context of jurisdictional
authority and geolocation tasks: “Very high and already very high and increasingly im-
portant” (P11). Conversely, a representative from a financial institution acknowledged
the growing awareness but noted the limited direct impact thus far: “We have not been
affected so far. It was dormant for a while. But now there are the first cases in the Asian
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region where deepfakes are being used in connection with CEO fraud.” (P04). The mili-
tary and defense sector also recognized the potential risks posed by deepfakes, with one
expert noting that they are “known to everyone dealing with this subject area,” including
the recognition that deepfakes can be deployed “against allies or own forces” for “desta-
bilization of democracy” (P07).

On the other hand, a government communications professional observed that deepfakes
remain more of a novelty at present: “the deepfakes we deal with are mostly funny
things,” suggesting a spectrum of applications from benign to malicious (P01). The issue
of deepfakes eroding trust in information was also highlighted by experts in media liter-
acy and policy. A media literacy expert described deepfakes as “democracy-eroding,”
specifically when they shape political opinion formation: “To what extent does it go in a
direction that politicizes or emotionalizes me so strongly that I then form a false or ma-
nipulated political opinion, which I actually wouldn’t get if I were to form an opinion
based on true information.” (P13). A senior policy expert in platform regulation and
online hate pointed out that deepfakes “could undermine trust in credible information
when people no longer know what’s real and what’s not.” (P14). This concern was par-
ticularly acute regarding younger individuals, representing “another factor that signifi-
cantly complicates this political opinion formation, especially among adolescents” (P13).
Nevertheless, a fact-checker noted public anxiety about deepfakes: “We are quite in touch
with the audience, and we notice a huge uncertainty regarding this topic. Because espe-
cially this ‘I can no longer trust my own eyes’ really concerns people” (P12).

9.4.1.3 Necessity for Automated Detection Systems

Across sectors, practitioners underscored the declining viability of human-only detection
methods. A security specialist provided a clear timeline, stating, “We’re talking about a
year or so. Then the technology will be so sophisticated that it will simply become more
difficult or no longer possible to recognize deepfakes simply through human experience.
And that’s when technology comes into play.” (P0S5). This view was further reinforced
by a policy expert, who acknowledged that “the creation of deepfakes has now advanced
very far. And the tips that were provided earlier might not necessarily be sufficient any-
more to be able to manually recognize whether it’s a deepfake or not” (P14).

The perceived need for automated detection is particularly pronounced due to the time-
sensitive nature of the damage caused by deepfakes. The innovation lab executive em-
phasized this, noting that: “audio messages can now be falsified so easily, high quality,
and for bad actors, the advantage is that they scatter something into the public and until
it’s identified as not real, the damage has actually already happened” (P08), highlighting
detection speed as crucial. Practitioners framed detection not merely as a technological
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solution but as an organizational capability (P08), describing a “horizon scanning” ap-
proach to anticipate future developments and prepare appropriate responses before direct
impacts manifest (P04). A corporate security consultant observed that systems for deep-
fake detection have relevance in private sector companies recruiting employees, citing a
case where “someone applied and conducted an application and employee interview, and
the person who appeared wasn’t actually the person in the background” (P03).

Figure 38 provides a conceptual overview of the key themes identified in the practitioner
interviews. It illustrates how technological advancements, sector-specific use cases, and
rising public concern converge to intensify the perceived urgency of the deepfake threat.
These drivers, such as the declining effectiveness of human detection and the multimodal
nature of synthetic content, underscore the need for automated detection systems. Nota-
bly, the figure also emphasizes that the ultimate response extends beyond technical solu-
tions, highlighting the significance of organizational readiness, anticipatory monitoring,
and public communication strategies.

Practitioner
. Challenges Needs
Perceptions
Technological Declining Human Automated
Evolution Detection Detection Systems
Sectoral Variation Multimodal Organizational
in Impact Content Threat Integration
Public Trust Time-Sensitive Policy and
Concerns Damage Verification Needs

Figure 38. Practitioner perceptions of deepfake relevance and detection needs.

So far, these discussions reveal that the relevance of deepfake detection extends beyond
traditional security contexts, influencing areas such as recruitment, media verification,
and public trust. As practitioners point out, the effectiveness of detection systems in these
diverse areas will play a pivotal role in managing the broader societal and organizational
impacts of deepfakes. In light of these insights, it is clear that the challenge of deepfakes
is widely recognized across sectors, with practitioners acknowledging their increasing
relevance despite current variations in their impact. While sophisticated deepfakes remain
relatively rare, many foresee a critical inflection point when human detection will no
longer be sufficient. The growing necessity for automated detection systems stems from

165



9 Designing Deepfake Detection Systems: Practitioner Requirements Across Sectors

a combination of declining human capabilities, the urgency of responding to time-sensi-
tive damage, and the need for integrated organizational responses. These findings suggest
that, although deepfakes have not yet reached the prevalence some predicted, there is a
broad consensus on the need for more robust, integrated detection systems to address both
technological advancements and organizational needs.

9.4.2 Practitioner Requirements for Deepfake Detection Tools

9.4.2.1 Usability and Accessibility: Designing for Everyday Expertise

Across all interviews, there was a striking convergence on the expectation that deepfake
detection tools must be easy to use, fast, and low-threshold. The demand for a high degree
of usability was articulated most emphatically by actors from journalism, civil society,
and public education — groups who routinely engage with manipulated media but often
lack access to technical expertise. However, all participants expressed clear preferences
for “intuitive tools” that “don’t require prior training,” as an interviewee from a cyberse-
curity company put it (P03). The ideal tool was described as "as straightforward as pos-
sible" and “operable in everyday routines without much explanation” (P03). Several re-
spondents stressed that detection tools must not appear overly technical or abstract, as
this would deter use by less technologically literate practitioners. A law enforcement ex-
pert remarked: “If I don’t understand what the tool is doing, I won’t trust it. And [ won’t
use it.” (P11). Here, usability and trust appear closely linked: a low-threshold interface is
not merely a matter of convenience, but a precondition for credibility. In addition, prac-
titioners emphasized that tools should not require mandatory registration or third-party
resources but rather operate on local hardware. A fact-checking expert noted: “I don’t
want to have to register anywhere or upload sensitive material to some unknown server.
I just want to check quickly whether something is suspicious.” (P02). This reflects a
strong sensitivity towards data protection, anonymity, and fast integration into existing
work routines. The findings suggest a central design imperative: deepfake detection tools
must be tailored to non-specialists, with minimalistic and context-sensitive interfaces, al-
lowing for quick decisions under pressure. This category can be summarized as a clear
call for accessible, low-complexity interaction design.

9.4.2.2 Transparency and Explainability: Legibility Over Black Box Certainty

A second core theme concerned the transparency and explainability of the detection pro-
cess. Practitioners from all sectors expressed skepticism toward tools that function as
“black boxes,” delivering binary results (e.g., real/fake) without offering insight into the
reasons behind them. This was seen as problematic not only for individual trust but for
institutional accountability. A crisis communication expert from a federal agency empha-
sized: “If I’'m supposed to present this in court, I need to be able to explain where the
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result came from. Otherwise, it’s useless.” (P05). Even outside judicial contexts, respond-
ents insisted on some form of human-understandable feedback. An innovation lab expert
from industry noted: “If the tool just says ‘fake’ — that doesn’t help me. I want to know
what signals it found: was it the voice? The blinking? Something in the metadata?” (P0S).
There was a clear preference for tools that not only provide a probability score but also
contextual explanations — visual overlays, annotated features, or textual descriptions of
why a piece of content might be suspect. Several interviewees also called for “confidence
levels” or leveled indicators rather than absolute values. This reflects a sophisticated un-
derstanding among practitioners that detection technologies are probabilistic and context-
dependent. A media analyst in fact-checking warned against binary interpretations: “It
must be clear that this is not a 100% judgment. The user should understand that it’s a
likelihood, not a final decision.” (P12). These statements underscore the importance of
transparency not just as an ethical principle, but as a functional requirement for profes-
sional use. Tools must help users understand, evaluate, and reflect on the outputs rather
than simply act upon them. Interpretation and contextualization of the results remain a
crucial feature throughout the entire analysis process.

9.4.2.3 Multimodality and Contextual Analysis: Complexity of Input, Coherence of
Output

A particularly notable insight from the analysis was that practitioners already expect de-
tection tools to incorporate multiple modalities. Participants repeatedly emphasized that
today’s deepfakes often span visual, auditory, and textual domains — and thus require
detection mechanisms that do the same. As a military cybersecurity consultant stated:
“The good fakes are always multimodal. The ones that get shared a lot — they combine
voice, video, and subtitles. If you only analyze the video, you miss the bigger picture.”
(P0O7). This observation was echoed across contexts. Civil society actors mentioned
memes with fabricated subtitles; journalists referenced TikTok videos with manipulated
voiceovers; law enforcement pointed to forensic cases where metadata, timestamps, and
inconsistencies in speech were critical. Thus, the capacity to synthesize and compare
across modalities was seen not as a luxury but as a baseline requirement. Moreover, par-
ticipants expressed the need for contextual analysis that goes beyond technical features.
A federal law enforcement specialist put it: “Sometimes the content doesn’t look fake at
all — but something about the context is off. Like, the person says something they’d
never say. The tool should help me notice that.” (P10). This expectation introduces a new
layer of complexity: practitioners are not only looking for pixel-level or signal-based
anomalies but are also attentive to semantic inconsistencies and behavioral implausibili-
ties. Taken together, the findings indicate that users want multimodal, context-aware tools
capable of evaluating the alignment between different information layers. Such tools
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would not merely process inputs in isolation, but reflect the complexity of how media is
produced, consumed, and trusted in real-world environments.

9.4.2.4 Integration and Operational Fit: Embedding Tools in Institutional Routines

Another recurring theme across sectors was the need for deepfake detection tools to inte-
grate into existing workflows and infrastructures. Standalone web platforms were seen as
inadequate for operational use, particularly among law enforcement, policy, and govern-
ment interviewees. A senior policy expert in platform regulation and online hate noted:
“We can’t just use any random website. The tool has to be usable in a secure internal
environment, ideally with no internet access and under clear legal conditions.” (P14).
Similar sentiments were echoed by public-sector media analysts and administrative units.
The legal and data protection frameworks in which these actors operate impose strict re-
quirements on software usage, especially when it involves the upload or processing of
media data. For these users, features like local deployment, audit logs, and compliance
with GDPR or internal IT standards were not negotiable. Journalists and civil society
actors, while less constrained legally, also emphasized the importance of workflow com-
patibility. A fact-checking specialist from a press agency shared his vision: “You have
your own editorial CMS or your system, all the images go into it, then you have the tool
that automatically evaluates them directly.” (P02). These accounts reflect a shared desire
to reduce friction and avoid media disruptions. Deepfake detection, in the eyes of many,
is not a specialized task but an increasingly common step in everyday media work. Con-
sequently, detection functionality must be integrated into broader ecosystems — editorial,
forensic, educational — in ways that align with sector-specific logics and limitations.

9.4.2.5 Legal and Ethical Boundaries: Compliance, Consent, and Caution

Practitioners, particularly those in public administration and law enforcement, were
acutely aware of the legal constraints surrounding Al tools. Chief among these were con-
cerns around GDPR compliance, especially regarding data retention, user tracking, and
the interpretability of automated decisions. An interviewee working in a law enforcement
unit made this point explicitly, requiring: “that it [the tool] is GDPR-compliant, [...], that
the data is stored securely, that it is only stored by the authority, or that it is guaranteed
in writing that everything is legally compliant. That's always important, if I'm going to
put internal authority images somewhere, whether it's just for analysis or recognition,
everything has to be properly secured.” (P06). This reflects a broader theme of legal op-
erability, where technical features must be subordinated to regulatory constraints. Practi-
tioners also voiced concern about the impending Al Act and its implications for explain-
ability, risk classification, and institutional liability. A related set of concerns focused on
the potential misuse of detection tools themselves. Several participants raised the risk that
governments or private actors might exploit such tools to suppress dissenting content or
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conduct surveillance under the guise of authenticity verification. An administrative secu-
rity specialist warned: “And if you look at what's going on geopolitically at the moment,
this idea is perhaps not so far-fetched. Especially if you look at who has the ability to
create such tools, at least financially and technologically, these are the same people who
are currently very interested in shifting the boundary between truth and falsity, at least in
the USA.” (P08). This dual concern — compliance on one side, ethical restraint on the
other — reveals the normative terrain in which practitioners operate. Tools are not eval-
uated purely for their functionality, but also for their alignment with broader principles
of democratic accountability, individual rights, and institutional transparency. These are
not peripheral concerns; they are embedded in the interpretive schemata through which
practitioners make sense of new technologies.

9.4.2.6 Governance and Trust: The Political Economy of Detection Tools

The final major theme that emerged from the analysis was that of governance, specifi-
cally, who develops and maintains the detection tool. Trust was not automatically ex-
tended to technology providers, particularly large private firms. Instead, participants con-
sistently expressed a preference for tools developed through public or hybrid models, with
transparent oversight. A government communications professional emphasized: “Ideally,
it should be open source — so we can check what it’s doing and who’s behind it.” (P01).
Others pointed to universities or trusted public research institutes as potential developers.
A few supported public-private partnerships, provided that core functionalities remained
auditable and accessible. This expectation speaks not only to governance in the narrow
sense but to the political economy of technological trust. Practitioners considered a tool’s
credibility to hinge on its provenance and institutional alignment, with functional features
assessed through ethical and political lenses. The implications of this theme extend be-
yond procurement. They suggest that transparency, explainability, and usability cannot
be treated as purely technical features. They are also functions of who builds the tool,
under what conditions, and for whose benefit. Table 11 provides a summary of the key
concerns expressed by each interviewee.
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Table 11. Summary of individual interviewee concerns (v) by key themes.

9.4.2.7 Synthesizing Functional and Normative Expectations

The interviews analyzed in this study do not simply list features; they articulate a set of
deeply interwoven expectations, grounded in practical experience and normative reflec-
tion. The practitioners’ perspectives reveal that effective deepfake detection is not a mat-
ter of technical accuracy alone, but of social embedment, epistemic transparency, legal
conformity, and moral trust. What emerges is not a fixed checklist but a field of tensions:
between simplicity and complexity, between automation and human judgment, between
privacy and accountability. In Mayring’s terms, the derived categories reflect both the
manifest content of practitioner discourse and the latent structures of professional ideol-
ogy. Multimodal deepfake detection tools, if they are to be embraced by their intended
users, must navigate this terrain with both technical precision and social intelligence.
Based on the qualitative findings, we derived a set of ten meta-requirements (MRs) (Walls
et al., 1992) that reflect the expectations, constraints, and practical needs articulated by
stakeholders across domains such as journalism, public education, law enforcement, and
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civil society. These MRs were then synthesized into five overarching design principles
(DPs) (Schacht et al., 2015), which guide the development of multimodal deepfake de-
tection tools in a way that is both technically robust and socio-organizationally appropri-
ate. Each DP addresses a cluster of related MRs, ensuring that the principles are grounded
in empirical user needs while remaining generalizable for future design contexts. Figure
39 summarizes this mapping, illustrating how the DPs systematically respond to practi-
tioner expectations.

Meta-Requirements Design Principles
MR1: The tool must require no prior training
or technical expertise.
- DP1: fak ion tools shoul loy low-
,é' MR2: The interface must be minimal, intuitive, gen:EI:xiiydiitticrte::tri]o:Z:ssigzlirite::azre:w
= and usable within time-constrained Lo - .
E worlfﬂows within & ra fast, intuitive use by non-specialists without
=] - requiring registration or prior training.
MR3: The tool must be operable without
mandatory logins or personal data —
collection.
> MR4: U t be able t derstand wh X "
2 ﬂ::';ig"":;ad:z _:rez l'Jl:]d er;se;? why DP2: Deepfake detection tools should provide
o g Jucg . contextualized, human-understandable
g explanations for detection results, including
£ MRS5: The tool must avoid binary decisions confidence scores, rather than binary
- and instead present likelihoods or levels outcomes.
of confidence.
MR6: The tool must analyze and compare
0 across multiple modalities (audio, visual, . )
.; textual, metadata). DP3: Detection must operate across multiple
g . modalities (audio, video, text, metadata) and
E MR7: The tool must account for contextual 3;?:55;;3?3;??;: f:;?f::ﬁ tu.ucl'art?g::t the
and semantic coherence, not just signal- plexity P :
level features.
E MRS: The tool must be integrable into existing -
= workflows and infrastructures DP4. Deepfake detection tools must support secure
'.g : deployment in institutional settings, comply
a with legal standards (e.g., GDPR), and
E MR9: The tool must comply with legal and integrate with existing platforms and
© ethical constraints, including GDPR and workflows.
institutional IT policies.
]
[} . . .
5 MR10: The tool must be developed and DPS: [t)evlelo'pm?;ltband rnalnti:?tank;e of d;tectlon
£ governed in ways that are transparent » 0ols should be open, au ,' a : & 'an
g and publicly accountable governed by trustworthy institutions to foster
8 P ¥ . long-term credibility and oversight.

Figure 39. Meta-requirements (MR) and design principles (DP) for deepfake detection tools.

Figure 40 provides an overview of the analytical process of applying codes to specific
text segments of the interview transcripts, leading to the formation of specific meta-re-
quirements and design principles.
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Figure 40. Summary of the analytical workflow.

9.5 Discussion

The growing concern around deepfakes in professional domains is not rooted in their
current prevalence but in the anticipation of their future disruptive potential. Interviewees
consistently emphasized a sense of urgency: while deepfakes are not yet widespread in
their respective sectors, many foresee a tipping point. This forward-looking concern re-
flects a broader shift in risk perception — from reacting to immediate threats toward
preemptively designing systems for emerging ones. Such anticipatory governance aligns
with the literature on proactive cybersecurity (Bada et al., 2019) and speculative design
in information systems (Auger, 2014), which emphasize that tools must be developed in
advance of crises, not in their wake. This urgency coexists with a second finding: a strong
consensus among practitioners that human judgment alone is increasingly insufficient to
detect synthetic media. As generative Al tools outpace lay perceptual abilities, the need
for automated detection has become not just apparent but inevitable. This shift toward
automation echoes developments in other epistemic infrastructures (Frauenberger, 2019;
Larkin, 2013; Star & Ruhleder, 1996), where human discretion gives way to computa-
tional assessments. In the context of media authentication, this raises critical questions
about how trust is constructed and maintained. If detection tools become an established
part of the media's trust infrastructure, their design must account for technical precision
and epistemic legitimacy.

Interviewees also emphasized that deepfakes are inherently multimodal phenomena, com-
bining manipulated video, synthetic audio, and even falsified text. This complexity un-
dermines the utility of single-modality detection systems and directly supports MR6,
which requires tools to "analyze and compare across multiple modalities." The need for
multimodal detection aligns with research on integrated data streams (Mehta et al., 2018)
and cross-modal analysis architectures (BaltruSaitis et al., 2018), suggesting that future
detection tools must be capable of analyzing diverse content types simultaneously. Addi-
tionally, practitioners highlighted the importance of semantic coherence (MR7), noting
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that technical features alone are insufficient for detection. These requirements are synthe-
sized in DP3, which stipulates that "detection must operate across multiple modalities and
assess coherence among them to reflect the complexity of real-world manipulations."

Across interviews, the demand for transparency and explainability in detection systems
emerged as a critical theme. Practitioners explicitly rejected "black box" tools, particu-
larly in sectors such as law, journalism, and public administration, where credibility is
paramount. As articulated in MR4, "users must be able to understand why the tool made
a given judgment," and in MRS, tools should "avoid binary decisions and instead present
likelihoods or levels of confidence." This resonates with growing concerns in IS literature
about algorithmic opacity (Burrell, 2016) and the need for explainable AI (XAI) (Doshi-
Velez & Kim, 2017). These requirements directly inform DP2, which calls for "contex-
tualized, human-understandable explanations for detection results, including confidence
scores, rather than binary outcomes."

Moreover, practitioners emphasized accessibility and usability as non-negotiable require-
ments. As captured in MR 1, tools must "require no prior training or technical expertise,"
with MR2 specifying "minimal, intuitive" interfaces suitable for "time-constrained work-
flows." The importance of avoiding mandatory logins or personal data collection (MR3)
was also highlighted, particularly by practitioners concerned with privacy and rapid de-
ployment. These requirements coalesce in DP1, which prescribes "low-complexity inter-
action design that enables fast, intuitive use by non-specialists without requiring registra-
tion or prior training." This design principle reflects not merely convenience but
recognizes that detection tools must be democratically accessible to be effective in coun-
tering the spread of deepfakes.

Practitioners also noted that detection systems must fit into existing workflows and or-
ganizational structures, as captured in MR8 and MR9. Legal experts pointed to eviden-
tiary standards and GDPR compliance, administrative practitioners noted internal CMS
constraints, and media professionals cited editorial processes. These comments point to
the importance of situated use — a concept well-established in socio-technical systems
literature (Orlikowski, 2000; Suchman, 1987). DP4 addresses these concerns by requiring
tools to "support secure deployment in institutional settings, comply with legal standards,
and integrate with existing platforms and workflows." This tension between generaliza-
bility and contextual sensitivity suggests the need for modular architectures that allow
customization without sacrificing analytic rigor.

The governance and political economy of detection tools also surfaced as a key concern,
articulated in MR 10 regarding transparent and publicly accountable governance models.
Interviewees expressed skepticism toward proprietary solutions developed by large tech
firms, citing fears about ethics, sovereignty, and opacity. Many advocated for open-
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source or hybrid governance models, where tools are publicly accountable and commu-
nity-vetted. This aligns with emerging discourses on digital sovereignty (Pohle & Thiel,
2020) and public-interest technology (Schank & McGuinness, 2021). DP5 addresses this
by specifying that "development and maintenance of detection tools should be open, au-
ditable, and governed by trustworthy institutions to foster long-term credibility and over-
sight." The normative implication is clear: if detection tools are to support democratic
processes and public trust, their ownership and governance must reflect those values.

Finally, the findings point to a crucial role for the IS research community. The develop-
ment of deepfake detection tools is not merely a technical challenge — it is an institutional,
ethical, and political one. The IS field, with its longstanding engagement in socio-tech-
nical system design (Hevner et al., 2004), is uniquely positioned to shape this emerging
infrastructure. This requires interdisciplinary collaboration between computer scientists,
organizational scholars, IS researchers, legal experts, ethicists, and affected users (Wein-
hardt et al., 2024). It also requires a shift in orientation, from descriptive studies of exist-
ing systems to normative engagement with what these systems ought to be. In sum, this
study illustrates that designing deepfake detection tools is not just about building better
algorithms. It is about rethinking how truth is infrastructurally supported in digital socie-
ties. The interviews underscore that effective systems must be anticipatory, explainable,
multimodal, workflow-sensitive, ethically grounded, and publicly governed. These are
not just technical requirements; they are democratic imperatives.

9.6 Conclusion

9.6.1 Summary

The aim of the study was to investigate the views and needs of practitioners from various
fields regarding the significance of deepfakes and the features they expect from detection
systems, in order to gain insights for the development of user-friendly and trustworthy
tools to ensure information integrity. In summary, our study provides empirically
grounded insights and design principles that can directly inform the development of deep-
fake detection tools to make them more user-friendly, transparent, context-sensitive, and,
ultimately, trustworthy. This helps to better address the challenges posed by deepfakes in
various professional domains and protect the integrity of digital information. Our results
reveal that practitioners across sectors view deepfakes as a rapidly advancing threat that
will increasingly disrupt information ecosystems and erode trust. While currently less
prevalent than simpler “cheap fakes”, deepfakes are growing in sophistication across
video, audio, and images. The impact varies by sector, but common concerns include
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erosion of public trust and influence in political opinions, especially among younger pop-
ulations, as well as the potential for criminal abuse (e.g., fraud). There is consensus that
human detection alone will soon be insufficient, making automated systems necessary for
timely responses to potential harm. For detection tools, practitioners require solutions that
are easy to use with minimal technical expertise, while providing transparent explainable
results rather than black-box outcomes. These tools must analyze multiple data types with
contextual understanding and integrate seamlessly into existing workflows and secure
infrastructure. Legal compliance, particularly with GDPR, is essential, as is trustworthy
governance with preference for open-source or transparent oversight models rather than
proprietary solutions from large tech companies. These requirements reflect both tech-
nical needs and socio-organizational considerations for effectively addressing the grow-
ing deepfake challenge.

9.6.2 Limitations

As with any qualitative research, certain limitations should be acknowledged to contex-
tualize the findings and inform their interpretation. This study is based on qualitative,
semi-structured expert interviews. While this approach provides rich, in-depth insights
into practitioners’ perspectives, the findings are not directly generalizable to a broader
population. The sample size of 15 interviewees is appropriate for qualitative research
(Hennink & Kaiser, 2022), yet it does not offer statistical representativeness for all pro-
fessionals interacting with deepfake technologies. Furthermore, all interviews were con-
ducted in German, which may limit the diversity of perspectives and affect the transfera-
bility of the findings to other linguistic and cultural contexts. Although the sample
includes experts from various sectors, the specific needs and challenges within these sec-
tors may be more nuanced than the study’s overarching analysis captures. Additionally,
the study centers on the perceived relevance of deepfakes and the requirements for detec-
tion tools. It does not directly assess the actual implementation or effectiveness of current
or emerging deepfake detection technologies in practice. Moreover, the interviews took
place between February and April 2025. Given the rapid evolution of deepfake technolo-
gies and corresponding countermeasures, practitioners’ perceptions and requirements
may shift in the near future. Finally, while the study derives a set of requirements and
design principles for deepfake detection tools, these have not yet been translated into a
concrete artifact design nor evaluated in practice. As such, it remains an open question to
what extent the proposed tool would effectively address real-world problems within spe-
cific organizational contexts. This represents a crucial next step in the iterative design
research process and a key opportunity for future research.

175



9 Designing Deepfake Detection Systems: Practitioner Requirements Across Sectors

9.6.3 Future Work

Building on the insights of this study, several directions for future research emerge. One
important step is to broaden the scope of inquiry by including more diverse linguistic,
cultural, and geographical contexts. This would allow for a more nuanced understanding
of how deepfakes are perceived and managed across different professional environments.
Our semi-structured interviews provided valuable initial insights into practitioner per-
spectives. Building on these, formal and iterative requirements engineering will help re-
fine and validate the requirements to ensure clarity and alignment among stakeholders.
Further research could also adopt a more sector-specific focus, exploring in greater depth
the particular challenges faced by fields such as journalism, law enforcement, education,
or cybersecurity. Complementary quantitative studies could help assess how widespread
certain perceptions or practices are and whether they change over time. In this context,
longitudinal studies may offer valuable insights into how the perceptions and require-
ments of practitioners evolve in response to technological developments. As deepfake
technologies — and their countermeasures — continue to advance rapidly, regular re-eval-
uation will be crucial to keep research aligned with real-world needs. Finally, future work
could shift from perception-based analysis to empirical evaluation of detection tools in
practice. As a next step in design research, studying their implementation, usability, and
actual effectiveness across contexts would help bridge the gap between technological de-
velopment and practical application. Such an approach would move beyond theoretical
derivation toward practical validation, shedding light on whether and how the proposed
tool can effectively address the challenges practitioners face when dealing with deep-
fakes. Taken together, these directions highlight the need for an interdisciplinary, adap-
tive, and ongoing research agenda to keep pace with the evolving deepfake landscape.
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10 Literacies Against Disinformation:
Examining the Role of Data Literacy
and Critical Media Literacy to
Counteract Disinformation'>

10.1 Introduction

The “digital condition” (Stalder, 2018) places contemporary societies and individuals in
a tension between the community-creating potential of the Internet and the risks social
media poses to democracy. Digital platforms have become a primary forum for promoters
of far-right ideologies and disinformation. Nowhere is it easier for them to reach their
own followers as well as a broader audience. Their goal is to directly link their racist and
anti-democratic messages with current sociopolitical discourses and life worlds (Glaser
et al., 2017; Liang & Cross, 2020). And by using the internet, they meet the younger
generation where they are. Although portraying their platforms as a kind of youth move-
ment in which patriotically minded people spontaneously meet and exchange ideas, these
right-wing ideologues are, in reality, employing a strategic concept for the ideological
seizure of power in the social sphere. Right-wing extremists have been using the Internet
and especially community organizing platforms for propaganda for some time, often dis-
guised by subcultural elements ranging from music and games to vegan cooking. In this
sense, they are active users, interpreters, and influencers who contribute to the digital
condition. They capture attention and establish rapport before introducing their extremist
ideas. This occurs through ideologically driven texts, links to niche communities, and the
promotion of events by radical organizations (Glaser et al., 2017). At the core of right-

15 This chapter comprises an article that was published by Anna SoBdorf, Carolin Stein, Isabel Bezzaoui
and Jonas Fegert in the following outlet with the following title: Literacies Against Fake News: Examin-
ing the Role of Data Literacy and Critical Media Literacy to Counteract Disinformation. In MedienPad-
agogik: Zeitschrift fiir Theorie und Praxis der Medienbildung, 59, 55-76, 2024. Note: Tables and figures
were renamed, reformatted, and newly referenced to fit the structure of the dissertation. Chapter and sec-
tion numbering and respective cross-references were modified. Formatting and reference style were
adapted and references were updated. Details of the author’s individual contributions to this publication
are provided in the appendix.
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wing radicalization, however, is disinformation and propaganda (Lewandowsky & Yesi-
lada, 2021). As these groups use subtle exposure to their ideas through memes and disin-
formation to shape discussions (Liang & Cross, 2020), individuals need special literacy
skills to navigate the digital space and avoid falling victim to strategic disinformation and
propaganda.

To address the challenges of dealing with disinformation in social media, this paper aims
to show how important competencies could be fostered to counter deceptive information.
We examine a distinct set of competencies, beginning with a comprehensive understand-
ing of media competencies (SoBdorf, 2023; Triiltzsch-Wijnen, 2020). We focus first on
critical media literacy, which enables a critical and reflective approach to structures, pro-
cesses and content in social media (Allen et al., 2022). Second, we focus on data literacy,
which we define as the ability to understand how data and numbers are represented as
well as a capacity for data-driven autonomy of action in dealing with disinformation in a
competent way.

The article elaborates how these two literacies can be interwoven in a three-step process
of awareness, reflection, and empowerment (Schmitt et al., 2018), and how their interre-
lation can be further developed into a model to create synergies empowering people to
stand up against disinformation. In our Synergistic Literacy Model Against Disinfor-
mation, we argue that individual literacies together contribute to the shaping of a com-
prehensive empowerment for living in a digitally driven culture by using media respon-
sibly, critically examining media forms, exploring media effects, and finally
deconstructing alternative media (Kellner & Share, 2005). In the long run, to combat
online disinformation, an examination of the interplay of media and data literacy compe-
tencies is crucial for educators, learners, and developers of media tools. We argue in a
broader sense that such emerging sets of competencies — if they are encouraged by a dig-
ital infrastructure offering learning opportunities — facilitate participation in modern so-
ciety (Marten, 2010). Ultimately, they may stabilize democracy and thus contribute not
only to digital literacy in general but also to civic literacy and participatory citizenship.

10.2 Theoretical Background on the Challenges of the Digital
Condition

In the digital condition, the “multiplication of cultural possibilities” (Stalder, 2016, p. 10)
becomes permanent and maintains a constant presence in our everyday lives comprised
of three central dimensions: referentiality, communality, and algorithmicity. Whereas ref-
erentiality encompasses the infrastructure and social action on the Internet in which actors
access, refer to, modify, remix, and create new content from existing digital products to
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(co-)shape cultural meaning, communality refers to collaboratively created content. Fi-
nally, algorithmicity involves the digital landscape in which automated decision-making
processes reduce and shape the information overflow. This approach facilitates the ex-
traction of information from the expanding pool of data available to individuals, subse-
quently serving as a foundation for both individual and collaborative actions. On the one
hand, these ideas of a constantly present digital ecosystem offer numerous opportunities
for community engagement using digital tools and platforms (Kaplan & Mazurek, 2018).
On the other hand, precisely these community-building tools are used by different audi-
ences to spread and amplify populism and disinformation and thereby foster societal po-
larization (Glaser et al., 2017). This raises two major challenges requiring society to ex-
amine different concepts of digital competence.

The first challenge is that several peculiarities of social media, such as its basic modes of
representation and interaction, promote certain developments in the course of discussions.
Youth-oriented approaches have gained particular momentum through the stylistic tools
of the social web. Multimedia forms of presentation, emotionalization, and sarcasm are
employed by right-wing extremists, among others, to ensure the rapid dissemination of
deceptive content. Hostile attitudes toward marginalized groups are also incited through
targeted disinformation that spreads quickly on the Internet. Disinformation is defined as
false information, spread with the intention to deceive (European Commission, 2018).
Under the guise of serious reporting, right-wing extremists publish reports that are either
completely invented or based on news from reliable media outlets but distorted by racist
and anti-democratic messaging (Glaser et al., 2017). The origins of these articles are usu-
ally difficult or impossible to trace, as the authors rely on inconsistencies being lost in the
flood of information and statements not being checked for their truthfulness (Conway et
al., 2019). In this context, being able to distinguish facts from disinformation requires a
developed and specific set of competencies as well as critical thinking (Bezzaoui et al.,
2022a; Chu & Lee, 2014). Guess et al. (2020) demonstrated that improved media literacy
can, for example, assist individuals in more precisely assessing the authenticity of online
content. The results of their study indicate that the absence of sufficient critical media
literacy plays a significant role in individuals’ susceptibility to disinformation.

A second challenge is that the digitization of society goes hand in hand with increasing
datafication (Schiiller et al., 2019). Technological advances enable larger amounts of data
to be collected and stored (Clarke, 2016; Twidale et al., 2013) just as new methods of
data and information processing and retrieval are emerging (Hambarde & Proenca, 2023).
Although these developments allow users to make powerful claims and inferences, they
also fuel inequality and exploitation. Data ownership and literacy skills restrict who can
use data to their advantage (D’Ignazio, 2017). Increasing efforts to publish data in pub-
licly accessible portals is not sufficient to ensure the usability of the data by the lay citizen
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(Simonofski et al., 2022; Twidale et al., 2013). In the absence of the necessary knowledge
and skills, the mere publication of decontextualized data can contribute to the propagation
of fallacies. Simultaneously, data products increasingly find their way into media, where
they are expressed, contextualized, and interpreted by authors (Schiiller et al., 2019). As
such, critical engagement with articles published in the media frequently depends on the
recipient’s ability to extract and evaluate underlying data (Debruyne et al., 2021; Schiiller
et al., 2019), just as searching for, selecting, evaluating, and interpreting essential infor-
mation becomes more difficult (Mahyoob et al., 2020; Shu et al., 2020b; Verma et al.,
2021).

Based on this theoretical background and the challenges presented above, different liter-
acy concepts will be discussed in the following to lay out the argumentation for our new
Synergistic Literacy Model Against Disinformation.

10.3 Countering Right-Wing Extremist Disinformation
Requires Literacies

Media competencies and literacies, both in general terms and in regard to specific com-
petencies, have been a broad field of research in recent decades (Fischer et al., 2020;
Kerres, 2020; Livingstone, 2004; Potter, 2010; Reddy et al., 2020; Triiltzsch-Wijnen,
2020). Various studies have been conducted to evaluate the importance of media skills
and appropriate frameworks, such as the Frankfurt Triangle, the 4Cs, and the Digital
Competence Framework for Citizens (DigComp) (Brinda et al., 2020; Carretero et al.,
2017; Pfiffner et al., 2021; Rasi et al., 2019). Livingstone et al. (2012) contend that for-
mulating a general definition of media literacy with universal criteria is challenging due
to the diverse contexts and target groups involved. Concurrently, Hug (2011) observes an
ongoing trend toward the emergence of new literacy concepts with a broad focus. He
asserts that these concepts must be precisely defined and critically examined. Neverthe-
less, the current understanding of media literacy can be summarized as skills in “access-
ing, analyzing, evaluating, and creating media messages,” the application of “creative and

29 ¢

playful forms of multimodal media content production,” “abilities to reflect on one’s
communication behavior, to act and participate in society,” and finally, the capacity “to
promote one’s digital well-being” (Rasi et al., 2019, p. 1). In terms of frameworks, Zorn
(2011) summarizes the core elements of the various frameworks and models as the de-
velopment of skills, including the “selection, production, usage, and evaluation of media”
(Zorn, 2011, p. 187). In the German-speaking discourse, definitions of media literacy
range from the ability to use various media for one’s own communication and activity
(Baacke, 1999) to the ability to use media in a self-determined, creative, and socially

responsible way as well as to move in media contexts (Tulodziecki, 1998). Since these
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early definitions, different debates have arisen around the meaning of the term
(Aufenanger, 2001; Hugger, 2008; Schorb et al., 2017; Spanhel, 2011; Tulodziecki,
2015).

Around 2010, a broad discussion unfolded around the scope of the term media literacy.
This discussion was marked by the ambivalence inherent in the term, often perceived in
various approaches as both a “general requirement or significant quality for action in the
media field” as well as an “objective in the sense of a desired level of competence”
(Tulodziecki, 2011, p. 22). It has also become imperative to refine the conceptualization
of the term in the era of digitalization and widespread access to digital media, and thus to
transcend the understanding of media literacy that evolved in the analog era (Zorn, 2011).
Given that the discourse has revolved primarily around the educational dimensions of
media literacy, authors have proposed a distinction between an “administrative-pedagog-
ical perspective,” a “pedagogical-practical theoretical perspective”, and an “educational-
theoretical-reflective perspective” (Jorissen, 2011, p. 228).

One recent promising perspective summarizes various literacies under the two dimen-
sions of media literacy and information literacy in order to capture the current debate and
to cluster the different individual skills within a structural concept (Triiltzsch-Wijnen,
2020). In this context, Triiltzsch-Wijnen describes media literacy as the ability to criti-
cally understand and evaluate media content, and information literacy as the technical
skills of usability, knowledge about access, and identification of application strategies
(SoBdorf, 2023; Triiltzsch-Wijnen, 2020). Critical media literacy (CML) goes beyond the
notion of classical media literacy, strongly emphasizing critical engagement with power
dynamics and ideologies shaping media content and representation in media discourse
(Kellner & Share, 2007). Simultaneously, expanding the understanding of information
literacy, data literacy (DL) addresses the promotion of skills necessary to navigate an
increasingly datafied information environment (Carmi et al., 2020; Schiiller et al., 2019).
Following this division, the two literacies addressed in this paper, CML and DL, represent
these two approaches to media by a) looking at the media contexts and b) referring to
skills in the use of information data.

A critical perspective toward the media recognizes that the presentation of information
incorporates power imbalances. To foster a critical comprehension of both manipulative
communication and the internet as a distribution medium, individuals must have broad
knowledge and a deeper understanding of (social) media functionalities (Rieger et al.,
2017). Consequently, a thorough investigation of media content must also examine how
the media typically influence audiences in interpreting and navigating messages related
to factors that favor dominant groups (Higdon, 2020). In view of the current impact of
phenomena such as hate speech, filter bubbles, and disinformation and how these affect
the functioning of our society, it is crucial to understand CML as a key competency (Peissl
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et al., 2018). This competency encourages people to consider why a message was sent
and where it came from (Kellner & Share, 2007).

Ganguin and Sander (2015) define CML as the ability to analytically, reflexively, and
ethically evaluate and judge media content. Following Kellner and Share (2005), CML
entails the development of skills in analyzing media codes and conventions, and the abil-
ity to critique stereotypes and ideologies as well as the competence to interpret media
texts’ multiple meanings. Therefore, CML goes beyond analyzing the content of media
and delves into understanding the power dynamics associated with the creation and dis-
semination of that content. Additionally, it assists individuals in responsibly consuming
media, including discerning and assessing media content, critically examining media
forms, exploring media effects, and, based on those abilities, deconstructing alternative
media. In the context of teaching CML, dealing with disinformation is undoubtedly im-
portant (Maloy et al., 2022; Peissl & Sedlaczek, 2022). It is crucial to highlight that media
culture may contribute to the promotion of racism, ethnocentrism, and various forms of
prejudice. It may also endorse disinformation, problematic ideologies, and questionable
values. Thus, advocating for a dialectical approach to the media and questioning ideology,
bias, and connotation of content are essential to CML (Kellner & Share, 2005). The notion
of'ideology critique embedded in CML education can, among other things, equip individ-
uals to quickly recognize right-wing extremist maneuvers such as the spread of disinfor-
mation and hostility towards specific social groups in the digital space.

DL is among the newer competencies that developed structurally out of the term infor-
mation literacy, which was introduced in the context of libraries and the corresponding
need to deal with collected information (Carmi et al., 2020; Schiiller et al., 2019). The
term DL was coined with increased digitalization and datafication to describe competen-
cies necessary to address these developments. Yet, demarcations between multiple liter-
acies, such as information, statistical, and digital literacy, remain blurred (Bhargava et al.,
2015; Gould, 2021; Schiiller et al., 2019). As such, DL is subject to multiple definitions,
ranging from the definition of concrete skill sets as the “ability to read, work with, ana-
lyze, and argue with data as part of a larger inquiry process” (D’Ignazio & Bhargava,
2016, p. 84) to a more general empowerment of individuals to navigate and engage with
their own data-based environments (Bhargava et al., 2015; Schiiller et al., 2019). Im-
portantly, these definitions underscore the multifaceted nature of the term, including a
call to action based on acquired literacies (Bhargava et al., 2015; D’Ignazio & Bhargava,
2016). Multiple frameworks have sought to capture the facets of DL and their implica-
tions for a data-literate society (Bhargava et al., 2015; Carmi et al., 2020; Schiiller et al.,
2019). However, societal and technological developments constantly add new aspects to
the field. Advances in computational analytics and artificial intelligence create new op-
portunities and challenges to data value creation and lead to the emergence of terms such
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as data science literacy and big data literacy (D’Ignazio & Bhargava, 2016; Sander, 2020;
Schiiller et al., 2019). Likewise, the increase in online dis-, mis-, and malinformation
requires a revision of the DL concept (Carmi et al., 2020; Koltay, 2022). As such, discus-
sions on critical DL concepts emphasize the ability to critically evaluate data and datafied
environments in terms of their backgrounds, intentions, and modes of operation (Koltay,
2022; Sander, 2020).

10.4 Synergetic Linkage of Critical Media Literacy and Data
Literacy

In the academic discourse, multiple efforts have been undertaken to link or distinguish
different literacy fields. Kellner and Share (2005) use the term “multiple literacies” to
refer to the many different competencies needed in today’s society to access the social
public sphere and to be able to interpret, criticize, and participate. Koltay (2022) argues
that the ongoing technological conversion of media, information, and communication sys-
tems encourages the combination of different sets of literacies, hypothesizing a potential
union of data and media literacy. In contrast to this, Carmi et al., (2020) state that the sets
of literacies reflect on the political and technological context of their development, lead-
ing to newer literacies such as data or digital literacies encompassing older forms of media
or information literacy. Yet, Twidale et al. (2013) claim that despite the conceptual over-
lap, literacies should be distinguished depending on the scale, genre, and usage. However,
especially when turning towards a critical literacy perspective, it becomes obvious that
the content and data dimensions are closely interconnected (Musi et al., 2022). Mcdougall
(2019) argues for acknowledging the intricacies of “dynamic literacies”, blending or
transcending the boundaries between different spaces and roles. As such, we believe that
to combat online disinformation, a close examination of the interplay between media and
data literacy competencies is crucial for educators, learners, and tool developers alike. To
do so, we reflect in Table 12 on the CML dimensions of awareness, reflection, and em-
powerment proposed by Schmitt et al. (2018).
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Dimension

Description

CML 1
Awareness

Awareness, in this case, means becoming aware of the existence of disinfor-
mation and possibly encountering it (J. B. Schmitt et al., 2018):
= Knowledge of various forms of disinformation and manipulation (e.g.,
rhetorical resources, distorted articles, and pseudo-media outlets)
= Deeper understanding of how media and online media, including al-
gorithms, operate
Awareness can trigger subsequent activities such as reflection.

CML 2
Reflection

Reflection in the context of CML is about applying analytical criteria to media
content and determining whether or not it is deceptive (J. B. Schmitt et al.,
2018):
= Conscious consideration and thorough thinking before an article is
liked or shared, or a headline is taken at face value
= Utilizes an individual’s knowledge, abilities, and attitudes to critically
evaluate (media-communicated) information based on specific criteria
including credibility, source, and quality

Empowerment

CML 3

Individuals’ confidence in their ability to detect manipulative messages, par-
ticipate in social discourses, and actively position themselves against disinfor-
mation is cultivated through empowerment strategies and methods:
= A certain form of behavior that encompasses a person’s ability to rec-
ognize and state doubts about specific content as well as express their
own thoughts.
Empowerment relies on individuals’ knowledge (awareness) and analytical
thinking (reflection) regarding messages conveyed through the media. Moreo-
ver, it could also be a factor that anticipates increased awareness.

Table 12. Dimensions of the CML framework by Schmitt et al. (2018).

Awareness, reflection, and empowerment are considered intertwined dimensions. We

show in Table 13 how they can be enriched by the three domains of data citizenship —

data thinking, doing, and participation — which in turn subsume different competencies
of DL (Carmi et al., 2020; Yates et al., 2020).
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Dimension Description
Data thinking revolves around aspects of critical data understanding when cit-
izens view or analyze situations from the angle of data (Yates et al., 2020).
First, it involves attitudes and knowledge, such as understanding aspects of
data collection or the data economy (Carmi et al., 2020; Yates et al., 2020):

» Data and data products are increasingly disseminated and contextual-
ized both in the field of professional journalism and in social media
(Schiiller et al., 2019)

= They can be misused to serve vested interests (Pullinger, 2021) such
as recruiting unsuspecting adolescents for far-right groups (Liang &
Cross, 2020)

» Platform design and business models can influence user behavior
(Carmi et al., 2020)

20 Thus, promoting data thinking could be a valuable extension to the dimension
',2_: of awareness in a datafied environment. Additionally, data thinking also in-
= cludes aspects of critical usage of data, such as the ability to critically consider
— : and discuss data analysis and communication (Yates et al., 2021), which makes
i) = it relevant for the dimensions of reflection and empowerment and overlaps
a " with the aspects of data doing and data participation.
In a data-driven debate, critical reflection on and active positioning in relation
to content can necessitate thinking about and engaging with the underlying
data. Along with data thinking, literacy skills in actively engaging with data
(data doing) (Carmi et al., 2020; Yates et al., 2020) may be essential to the
dimension of reflection and empowerment. Data doing revolves around aspects
of data engagement on a day-to-day basis (Yates et al., 2020):

» Everyday data engagement may be necessary when reflecting on con-
tent. On social media, for instance, users might need to identify and
assess a data source in a post or interpret different formats the data is
presented in (Yates et al., 2020)

= Aspects of data doing such as data creation or citation in a blog, on
social media, or in other contexts (Yates et al., 2021) might play a role

= when envisioning empowered citizens who actively participate and
) position themselves in the public sphere
~ a * On an individual level, skills of data literacy can support empower-
) = ment when citizens are enabled to utilize data in their local context
a " (Bhargava et al., 2015)
Data participation describes the ability to engage proactively with and about
data, going from an individual to a network perspective, focusing on the “col-
lective and interconnected nature of data society” (Yates et al., 2020, p. 10)
= and could thus enrich the dimension of empowerment:
£ = Highlights how DL enables citizens to actively shape the community
2 by getting involved in disinformation debates, utilizing data for civic
:f_.:' action, or supporting others in their literacy journey (Yates et al., 2020)
= * Goes beyond an individual literacy level toward ways of mutual and
. nc; collective enablement. It seeks to counteract disparities of power and
) = feelings of disempowerment in datafied environments (Yates et al.,
a a 2021)

Table 13. Dimensions of the data citizenship framework and their relation to CML.
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As awareness of disinformation grows, so does the ability to reflect critically upon it.
Critical reflection on deceptive content, in turn, necessitates knowledge regarding the
presence of such content on the internet. Reflection on deceptive content affects the fea-
sibility of proactively opposing such content (empowerment) and may increase awareness
of the contributions of those who have already stood up against disinformation on the
internet (Schmitt et al., 2018). Therefore, essentially, CML claims to promote both critical
consumers and creators of media (Allen et al., 2022). Concepts of DL, from data thinking
to data participation, can support dimensions of awareness and reflection while enriching
aspects of empowerment in particular.

Data Literacy

- = = = - Reflection —
|
|

Critical Media Literacy

Figure 41. Synergistic Literacy Model Against Disinformation.

From our perspective, these two concepts can be combined in our Synergistic Literacy
Model Against Disinformation (Figure 41) by referring to the elements of data thinking,
doing, and participation, which are subsumed under the umbrella term DL, as elements
that can enhance the development of a broader critical mindset on the individual level
along the three dimensions of CML (awareness, reflection, empowerment). Accordingly,
we propose to allow for their interplay in our new theoretical concept and in the ground-
work for developing practical media educational formats and methods.
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10.5 Proposing Learning Opportunities and Digital
Infrastructures for Democratic Resilience

Having established the theoretical foundation for the amalgamation of CML and DL (see
Table 12 and Table 13), we shift our focus to the tangible benefits that emerge, particu-
larly in practical application and influence. Many fundamental issues in dealing with me-
dia and information in different areas of society are not new but have to be reclassified
for the digitization context (Peissl & Sedlaczek, 2022). Competent and critical media ac-
tion is thus becoming a central social challenge in the digital age. A prime example of
this can be seen in the ongoing debate on approaches to combat disinformation
(Diepeveen & Pinet, 2022). Individual interventions can highlight the individual’s re-
sponsibility to develop necessary literacies, while structural interventions can invoke plat-
form design or tools (Diepeveen & Pinet, 2022). The latter might include interventions
focusing on facilitating media or data handling or supporting educational goals (Twidale
et al., 2013). In this section, we therefore explore the need to create learning opportunities
for individuals to build literacies and investigate the role that technological interventions
can play. Furthermore, we argue that this conceptual linkage can play a significant role
in terms of (1) a more adequate and target-group-specific conceptualization of digital
learning settings, (2) a more accurate development of digital structures and usable tools,
and (3) positive impacts on a societal level.

10.5.1 Using Emerging Learning Opportunities

When it comes to learning opportunities, it is crucial to regard the learner as a person with
several modes of perception and, therefore, offer a setting that attracts different senses
and modes of learning (Pritchard, 2017; Schunk, 2012). Practically, educators must con-
sider this context while fostering a critical data mindset. They can employ diverse media
like text, videos, podcasts, and images to present content. Additionally, a mix of activities
such as reading, researching, manipulating, and creating data should be integrated to pro-
vide a comprehensive data-handling experience. This approach enables learners to grasp,
interpret, and apply data within novel contexts, aligning with their unique learning pref-
erences. To make a learning experience more realistic and relatable to everyday life, it
has been shown that digital learning should not focus on individual competencies but
rather address a set of similar and connected skills (Fischer et al., 2020; Moser, 2020;
Sof3dorf & Gallach, 2022). Therefore, we suggest reflection on complex problems related
to data, based on real cases with multiple dimensions. This enables individuals to learn
by dealing with actual data problems in our world but also to have a learning opportunity
that shows how important data skills are interconnected and interdependent.

187



10 Literacies Against Disinformation: Examining the Role of Data Literacy and Critical Media Literacy
to Counteract Disinformation

When talking about digital skills, the focus should lie on the development and establish-
ment of a certain digital mindset, which means being open to new digital techniques and
methods, being self-confident in navigating the digital sphere and finding individual so-
lutions, and being aware of the permanent digital condition (Sof3dorf, 2023; Stalder, 2016)
that affects our lives. It is important to be aware of the fact that digital platforms and tools
are always available for our convenient use, but under the condition that data is scraped
and monetized while we are navigating the digital sphere. Keeping these conditions in
mind, reflecting on them, and being able to find as well as choose individual paths in
everyday life — with or without the use of digital tools or settings — is what we refer to as
a digital mindset. It can thus be regarded as an overarching, general skill (Sof3dorf, 2023)
since it is not specifically bound to certain tools or platforms but addresses a way of living
and coping with the challenges of digital life.

10.5.2 Leveraging Digital Infrastructures and Tools

The idea of promoting digital learning brings with it certain requirements for infrastruc-
ture and digital platforms. Digital tools and infrastructures to support the handling of data
and information already exist on a large scale (D’Ignazio & Bhargava, 2016; Musi et al.,
2022): they include powerful tools such as R, Python, and Excel, which need training to
be used effectively, but also simpler tools that facilitate individual tasks (D’Ignazio &
Bhargava, 2016). The latter requires system designers to anticipate the needs of their users
as learners and to focus on learning processes (D’Ignazio & Bhargava, 2016). For the
specific context of strengthening literacies for combating dis- and misinformation, Musi
et al. (2022) identified 22 gamified tools that are designed to enable learning. However,
they point out that although the tools are intended to be educational, they require compre-
hensive assessment to improve their effectiveness. In this context, we propose that theo-
retical literacy models could help both guide the design of tools and enable their struc-
tured evaluation. Applying our structural model may help to recognize the functionalities
of tools that can target different educational outcomes, from raising awareness to support-
ing reflection to empowering users. Likewise, the tool’s focus can be on different activi-
ties, from supporting critical thinking to enabling active doing to social participation.
Through the debunking tool New-Wise, for instance, the user’s ability to judge the truth
in headlines is assessed through a direct debunk, promoting awareness and reflection on
deceptive news content. The user is invited to think about the information contained in
the headline but does not require active doing in terms of checking sources or searching
for additional data. Debunking tools contain mainly gamification elements, whereas pre-
bunking tools encourage engagement in addition to awareness and critical reflection
through sophisticated forms of explicit gameful design, such as simulations and serious
games. In the Vaccination News chatbot, for instance, users are guided through a sequence
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of critical inquiries that highlight possibly flawed arguments, cautioning them to question
the credibility of a news piece. Through this gamified pre-bunking tool, users are encour-
aged to think about the underlying data, but also to actively handle data on their own, for
example, by accessing and evaluating other sources. The game spurs users to critically
review content (reflection) and enables them to actively express their doubts (empower-
ment) (Musi et al., 2022). While the latter is an important prerequisite to data participa-
tion, the game does not further animate the users to utilize their skills for participation.

For existing tools, the application of our theoretical model allows us to systematically
describe a tool’s focus which could in turn help to assess the technological landscape and
identify gaps. Moreover, new technologies could be developed alongside all or a subset
of our three dimensions (awareness, reflection, empowerment) to assist individuals in
developing the needed skills. Likewise, the dimensions can be utilized to systematically
evaluate the effectiveness of tools. As such, our framework could be useful to system
designers in both a conceptual and operational phase of tool production.

Evaluation of tools is especially important as they come with certain limitations and can
potentially produce side effects, depending on the usage scenario. The use of simulation
tools like Bad News, GoViral!, and Fake It To Make It places players in the role of a
disinformation website editor, helping them to understand the mechanisms behind creat-
ing and spreading fraudulent content. This implies the risk that players may become more
sympathetic toward the creators of disinformation, especially if the playful element of the
application is the focus of the specific usage scenario. For instance, empirical evidence
from studies on video game design suggests that players might develop empathy toward
their in-game characters and see them as role models for future behavior (Konijn et al.,
2007). To address this bias, GoViral! includes face-threatening outcomes, where players
receive messages from disappointed friends about their behavior. Similarly, Harmony
Square visually portrays the harm caused by disinformation by showing the game’s
neighborhood going downhill. Despite these efforts, fictional goals like earning money
for personal needs may make the decision to spread disinformation more relatable and
justifiable to players (Musi et al., 2022). Furthermore, such gamified tools may only reach
a very limited target group: As these tools have a clear educational purpose, they attract
individuals who are already interested in learning about how disinformation spreads.
However, to effectively reach people who are vulnerable to disinformation or have au-
thoritarian right-wing tendencies, and thus strengthen their democratic resilience, it is es-
sential to include educational content about disinformation in games that have a broader
scope and appeal to a wider audience (Musi et al., 2022).

Eventually, in the development of educational tools and platforms, it is essential to in-
clude instruction on argument-checking in addition to proper fact-checking (Brave et al.,
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2022). Argument-checking means evaluating the overall argumentation for its accepta-
bility, relevance, and sufficiency. This approach not only empowers individuals to distin-
guish factual from deceptive information but also equips them with the skills to become
better content producers. Existing platforms and digital systems can easily be addressed
as topics of learning sessions to critically analyze their mechanisms with the aim of pro-
posing necessary regulations and developing appropriate policies. Moreover, complex
problems that occur on platforms can be addressed, not only on the individual level but
also on a societal level, which requires regulation and responsibility on the part of digital
organizations and corporations as well as policymakers. It is crucial that individual learn-
ers as well as society at large have the opportunity to reflect on platforms’ strategies and
procedures and have a chance to exert influence. When addressing right-wing extremist
movements, it is vital to note their robust digital organization and embedding of various
nationalistic characteristics. To effectively counteract their influence, democratic socie-
ties must grasp media dynamics and influencing tactics. This allows the development of
tandem literacies: critical analysis of content disseminated by such groups, and data skills
in comprehending platform operations and data leveraging to disseminate ideas.

10.5.3 Society and Democracy

As developing the aforementioned skills is a collective societal endeavor, resources are
required on the individual (micro) level as well as on the educational (meso) and political
(macro) levels. The overarching goal is to enable learners to be(come) active citizens, to
recognize their interests, opportunities, and responsibilities arising from digitization, and
to make well-informed decisions about their media actions (Peissl et al., 2018). In this
sense, the Synergistic Literacy Model applies not only to the individual level but also to
the societal system as a whole, which must develop appropriate competencies to stabilize
and strengthen itself from within. Therefore, we would like to emphasize that it is not
only the individual who is responsible for acquiring appropriate skills to participate in an
increasingly complex and digital social space: Representative institutions must also work
to create appropriate framework conditions so that the necessary competencies can be
learned. The transitions between the roles of the individual, institutions, and society as a
whole are fluid. In the first sense, literacy interventions benefit the individual, but in the
second sense, they ideally enable the individual to initiate and support the learning pro-
cess of other people. Accordingly, individuals become literate not only for their own
needs and purposes, which are described in the Synergistic Literacy Model: In the stage
of empowerment, individuals may feel encouraged to actively support other people in
building their own literacy skills. The critical skills this requires involve agency, as learn-
ers and educators become co-creators of their own knowledge and competencies (Wright
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et al., 2023). The model can thus also be adapted on the societal level, where individuals
can benefit from each other’s skills and knowledge.

Disinformation poses an existential threat to democracy as without access to accurate
information, individuals can be prevented from realizing their own societal visions. Ulti-
mately, the manipulation of media hinders meaningful participation in shaping society
(Higdon, 2020). Those who would like to participate in the media discourse must be ca-
pable of critically analyzing and assessing the social dynamics and significance of this
discourse (Peissl & Sedlaczek, 2022). According to research conducted by Pennycook
and Rand (2018), the primary factor behind vulnerability to disinformation is inadequate
critical thinking rather than other factors such as partisan bias. Therefore, to effectively
combat the dissemination of deceptive information, users need to develop a higher level
of critical media competence. An examination of critical competencies should enable in-
dividuals to expand their ability to act in a democratic society, to form opinions inde-
pendently, to constructively shape media content themselves, and to participate in politi-
cal life (Peissl & Sedlaczek, 2022).

10.6 Conclusion

In this paper, we develop a new model to combat (right-wing extremist) disinformation
online. In our Synergistic Literacy Model, we combine two digital competencies, critical
media literacy and data literacy, and argue that in combination, they can function as a
theoretical foundation for a digital learning environment. Our theoretical starting point
is the so-called “digital condition” (Stalder, 2018), which describes today’s reality as a
permanent digital environment in which our digital and analog ecosystems are in flux.
From this perspective, people are both users and creators of digital content and culture
and, therefore, need certain competencies as individuals but also as members of a demo-
cratic society. After decades of discourse on the necessary skills for a digitalized world,
two competencies have been identified as distinct but at the same time intertwined: infor-
mation literacy and media literacy.

Our paper takes up this emerging discourse and explores an interpretation resulting in a
Synergistic Literacy Model to combat disinformation, especially in the context of right-
wing extremism. This model suggests combining the two literacies CML and DL. While
CML refers to the skill of critically reflecting on media content, digital ecosystems, and
the impact of digital exposure and usage, DL describes the skill of being able to under-
stand, interpret, use, and evaluate data and data-driven products. We show that the three
central dimensions of CML — awareness, reflection, and empowerment — can be partially
connected to the DL concept in order to create stronger synergies. DL, on the other hand,
can provide meaningful extensions to CML with its elements of data thinking, data doing,
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and data participation. Through these linkages in our model, we show how aspects of
CML and DL can enrich each other and therefore create a helpful blueprint for the design
of digital learning settings as well as digital platforms.

Concerning the implications for digital learning settings and digital platforms, we set
forth several considerations for a concrete conceptualization of learning opportunities.
First, we argue for a focus on the learners’ perspective, where educational setups, meth-
ods, and materials are composed in such a way that learners with diverse backgrounds
and requirements can take part equally. Second, we suggest that digital skills should be
regarded as connected abilities to navigate the digital sphere and that educational settings
must, therefore, be interlinked and focused on realistic cases and examples. As a third
proposition, we assert that cultivating a digital mindset is essential for confidently navi-
gating, identifying, and resolving digital challenges in everyday life.

In addition to the broader learning context, we contemplate the function of digital infra-
structure in fostering literacy development, emphasizing the relevance of our new inte-
grated model. Through an exploration of well-designed digital interventions, we illustrate
how they can be methodically aligned with our model, aiding the identification of right-
wing organizations and technological gaps. In assessing the constraints of technological
solutions, we advocate for a critical evaluation of their efficacy and deliberation on indi-
vidual versus structural accountabilities. Beyond the individual reasoning, we also argue
that having the abilities and knowledge in the use of digital skills can enhance democracy.
Detecting disinformation, engaging in discussions to counter disinformation, and collab-
orating with others are vital in safeguarding democratic integrity and might thereby be-
come a potent countermeasure against right-wing extremism.

Finally, our model can serve as a foundation for assessing the efficacy of digital literacy
interventions and inspiring the creation of new literacy combinations. We encourage the
scientific community to seek additional synergies among theoretical concepts and frame-
works for digital skills. Given the complex challenges we face, conceptual connections
may generate fresh insights into prevailing (harmful) frameworks. It is worth noting that
the subject matter discussed here represents just one focal point and that the model can
be seamlessly adapted to other critical digital contexts, such as climate communication or
cybercrime.

In this paper, we focus on the dynamics of right-wing extremism in a digitally connected
world and assert that it is imperative to disrupt these dynamics to strengthen our demo-
cratic culture. This proposal extends to the academic community, urging continuous vig-
ilance, identification of emerging threats, and exploration of future research directions.
As Twidale et al. (2013) argue for the case of fostering DL, we need a “sociotechnical
ecology where data, information, people and technology co-evolve” (p. 250). We believe
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this remains true when extending the argument to fostering literacies against disinfor-
mation. Rather than adhering to one literacy curriculum or intervention to combat disin-
formation, we must develop multiple frameworks and approaches to fit the changing
shape of our digitized society.
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As this dissertation draws to a close, it is essential to synthesize the diverse theoretical,
empirical, and design-oriented contributions presented across the preceding chapters. The
conclusion chapter revisits the central research questions, reflecting on how the findings
collectively advance our understanding of online disinformation and the multifaceted
challenges it poses to digital societies. By critically examining the conceptual frame-
works, methodological approaches, and practical interventions developed throughout this
work, the chapter aims to situate these insights within the broader landscape of Infor-
mation Systems research and ongoing debates about trust, explainability, and resilience
in the face of information manipulation. This final synthesis not only highlights the dis-
sertation’s key achievements but also delineates the boundaries of its explanatory reach,
setting the stage for future inquiry and practical innovation.

11.1 Contributions

This dissertation addresses the phenomenon of online disinformation by responding to
three overarching research questions. The individual chapters contribute distinct theoret-
ical, empirical, and design-oriented insights to these questions. The following synthesis
presents how each research question is addressed across the dissertation.

Research Question 1: How can online disinformation be characterized and differentiated
based on conceptually grounded characteristics?

This research question is addressed through a multi-dimensional approach that spans the
analytical landscape review in Chapter 3, the development of a formal conceptual model
in Chapter 4, and its operationalization and empirical validation in Chapter 5. Together,
these chapters provide a comprehensive and theoretically grounded answer to the chal-
lenge of characterizing and differentiating online disinformation. Chapter 3 lays the
groundwork by critically examining the current state of publicly funded research on false
information and hate speech. Through a systematic mapping of German and European
research projects, the chapter identifies significant gaps in the Information Systems dis-
cipline’s engagement with the broader disinformation landscape. While the field is nota-
bly oriented towards technological solutions, particularly in the form of machine learning
and digital tools, it lacks substantive contributions to theoretical, policy-oriented, and
qualitative research. This limited perspective constrains a deeper understanding of the
multifaceted nature of disinformation. The chapter argues for a broader conceptual lens
that moves beyond purely technical paradigms and incorporates dimensions such as rhe-
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torical strategy, semantic ambiguity, and the sociotechnical contexts in which disinfor-
mation operates. By identifying these limitations, Chapter 3 underscores the need for
structured, theory-informed frameworks to more effectively characterize and differentiate
disinformation; a need that is directly addressed in the subsequent chapters. Building on
this foundation, Chapter 4 introduces TAXODIS, a structured, SKOS-based taxonomy
designed to provide a systematic classification of disinformation. TAXODIS encapsulates
key linguistic, semantic, and pragmatic features of manipulative content, including intent,
veracity, rhetorical strategy, emotional framing, and target audience. As the first openly
accessible taxonomy of this kind, TAXODIS offers a conceptually grounded vocabulary
that enables the consistent annotation and differentiation of disinformation across re-
search contexts. Its alignment with semantic web standards ensures interoperability and
fosters reuse in both academic and applied settings. By formalizing the conceptual di-
mensions highlighted as lacking in Chapter 3, TAXODIS provides a shared analytical
language that supports more nuanced and theory-driven approaches to disinformation de-
tection. Chapter 5 operationalizes this taxonomy through the creation of the DeFaktS da-
taset, a large-scale, span-level annotated corpus of German-language political discourse
on Twitter (now X). Unlike binary fact-checking datasets, DeFaktS applies the TAX-
ODIS framework to capture the multifaceted nature of disinformation and polarized rhet-
oric. This granularity enables the training of more sophisticated machine learning classi-
fiers capable of identifying subtle manipulative patterns in digital texts. The empirical
evaluation of DeFaktS demonstrates the practical applicability of conceptually grounded
features in real-world detection tasks. In doing so, it closes the loop between theoretical
modeling and computational implementation.

In sum, Chapters 3, 4, and 5 collectively offer a robust answer to Research Question 1.
Chapter 3 frames the conceptual problem space and identifies unmet needs in current
research; Chapter 4 translates these needs into a formal, interoperable taxonomy; and
Chapter 5 validates the taxonomy through practical application and empirical analysis.
This integrated approach not only advances theoretical understanding of disinformation
but also provides the tools and data necessary for its differentiated detection in computa-
tional and non-computational contexts. By bridging conceptual, methodological, and em-
pirical domains, the thesis contributes a comprehensive and actionable framework for the
study of online disinformation.

Research Question 2: How does an XAl component for disinformation detection have to
be designed to help users trust the algorithm’s assessment?

This research question is addressed through a Design Science Research (DSR) approach,
which unfolds across a systematic literature review (Chapter 6), a qualitative user study
(Chapter 7), and a quantitative online experiment (Chapter 8). Collectively, these chapters
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provide a comprehensive and theoretically grounded response to the challenge of design-
ing trustworthy XAI systems for disinformation detection by investigating the interrela-
tions among explainability, user trust, perceived usability, and system comprehension.
Chapter 6 establishes the theoretical foundation by systematically reviewing existing XAl
literature, focusing on commonly employed explanation techniques, such as saliency
maps, counterfactual explanations, and uncertainty indicators. Drawing on these insights,
it proposes a series of low-fidelity mock-ups that synthesize the most promising explan-
atory patterns.

Building upon this foundation, Chapter 7 undertakes an in-depth qualitative investigation
to examine how users engage with these prototypes. Through focus group discussions,
the study uncovers nuanced use perceptions which help refine the design space to three
interactive prototypes. Chapter 8 subjects these prototypes to rigorous empirical valida-
tion via a large-scale online experiment involving 344 participants. This quantitative
phase evaluates the impact of different explanation formats on key outcome variables,
including trust, usability, and understandability, and finds that transparency through ex-
planation can indeed impair the overall user experience instead of improving it. Taken
together, these chapters problematize the assumption that more transparency invariably
leads to greater trust. From a theoretical standpoint, the research contributes a nuanced
perspective that integrates cognitive load theory and user-centered design principles.
From a practical angle, it culminates in a set of design guidelines recommending progres-
sive disclosure, optional detail, and the integration of trust-enhancing mechanisms such
as user feedback loops.

In conclusion, Chapters 6, 7, and 8 provide a coherent and evidence-based answer to Re-
search Question 2. Chapter 6 establishes the foundation through a literature-driven design
framework; Chapter 7 sharpens and contextualizes this framework through qualitative
insight; and Chapter 8§ validates it through scalable empirical testing. The resulting frame-
work deepens our understanding of the interplay between explainability and trust and
offers actionable design principles for the development of user-sensitive XAl components
in disinformation detection systems.

Research Question 3: How can the key challenges in detecting information manipulation
be effectively addressed through practical tools and strategies?

The third research question is addressed in Chapters 9 and 10, which focus on applied,
user-centered responses to the evolving threat of information manipulation, especially
pertaining to deepfakes and disinformation in the context of right-wing extremism. Chap-
ter 9 presents an empirical study exploring practitioners’ perspectives across various do-
mains regarding the risks posed by deepfakes and their expectations for detection tools.
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The findings emphasize a growing concern over the increasing sophistication and poten-
tial impact of deepfakes on public trust, political discourse, and institutional integrity.
Participants highlight the necessity of detection tools that are user-friendly, transparent,
and legally compliant, while also capable of handling multimodal content in context-
aware ways. The preference for open-source or publicly governed systems over proprie-
tary black-box solutions underscores the demand for trustworthiness not just in system
functionality but also in system governance. These results directly inform design princi-
ples for developing practical tools that address real-world constraints and expectations.
Chapter 10 complements this applied focus with a conceptual contribution in the form of
the Synergistic Literacy Model. This model integrates critical media literacy (CML) and
data literacy (DL) into a unified framework that supports both individual and societal
resilience against disinformation. It argues for the development of digital learning envi-
ronments that promote not only technical competence but also reflective and participatory
engagement with digital content. By linking cognitive and critical literacies, the model
addresses the structural and educational roots of vulnerability to manipulation, particu-
larly in the context of right-wing extremist narratives. It further highlights the need for
inclusive, realistic, and participatory educational settings that empower users to navigate,
evaluate, and counter digital disinformation effectively.

Together, Chapters 9 and 10 advance Research Question 3 by providing empirically in-
formed design requirements and a normative, literacy-based model for practical interven-
tion. These contributions emphasize the importance of socio-technical alignment, partic-
ipatory design, and cross-sector collaboration in developing resilient responses to the
challenges of information manipulation in digital democracies. The dual focus on practi-
tioner-informed tool development and a theoretically grounded literacy model offers a
comprehensive response to the operational and educational dimensions of disinformation
resilience. By bridging empirical insight with conceptual innovation, this line of research
strengthens the foundation for sustainable and user-responsive strategies to counter infor-
mation manipulation in an increasingly complex digital ecosystem.

In sum, the contributions presented in this dissertation collectively advance our under-
standing of online disinformation along conceptual, technical, and socio-educational di-
mensions. By addressing the three research questions through a multi-method and inter-
disciplinary lens, this work not only enriches the theoretical discourse within the
Information Systems field but also provides actionable insights for practitioners, policy-
makers, and system designers. The findings underscore the importance of integrating con-
ceptual clarity, user-centered system design, and digital literacies in the ongoing effort to
mitigate disinformation and safeguard democratic integrity. These insights lay the foun-
dation for future research and design endeavors, particularly those aimed at enhancing
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the resilience, inclusiveness, and accountability of digital platforms in an increasingly
complex information landscape.

11.2 Limitations and Discussion

Building on the cumulative insights and contributions outlined in the previous chapters,
this chapter offers a critical synthesis of the study’s key conceptual, methodological, and
empirical boundaries. Beyond simply cataloguing limitations, the chapter aims to inter-
rogate the foundational assumptions, interpretive frameworks, and design choices that
have shaped the research trajectory. In doing so, it seeks to contextualize the findings
within a broader epistemological landscape and articulate the contingent nature of the
knowledge claims advanced throughout the dissertation. While earlier chapters have iden-
tified specific constraints tied to individual components of the research, this discussion
extends beyond those localized reflections to consider more systemic and structural lim-
itations, those that arise not only from methodological trade-offs or data availability but
also from the inherent complexity of modeling trust in Al-driven disinformation detection
systems. These considerations are essential for clarifying the boundaries of the study’s
explanatory reach and the scope of its normative claims.

At the same time, the chapter takes a discursive turn by exploring how these limitations
illuminate deeper tensions, unresolved questions, and theoretical ambiguities in the field.
Rather than positioning limitations as mere shortcomings, the discussion reframes them
as productive constraints — points of friction that invite critical engagement with current
assumptions about Al explainability, epistemic trust, and the evolving nature of digital
deception. Through this lens, the chapter contributes to a more reflexive and layered un-
derstanding of the research, while delineating how its insights might inform, challenge,
or refine ongoing scholarly and practical debates.

11.2.1 The Role of Trust in AI-Driven Disinformation Detection Systems

The construct of trust in Al, particularly within the domain of disinformation detection,
is inherently complex and multidimensional. It is imperative for researchers to
acknowledge that trust does not constitute a binary or static attribute but rather manifests
as a dynamic, context-contingent phenomenon. Its formation and evolution are influenced
by a constellation of factors, including system reliability, perceived transparency, and the
overall user experience (Fulmer & Gelfand, 2013; Huang & Bashir, 2017). Empirical
findings from this dissertation suggest that the interplay between transparency and trust
is nuanced, thereby necessitating a more critical and layered conceptualization of trust
within Al-mediated environments. Within such systems, trust operates as a mediating
mechanism that influences the extent to which users are willing to rely on algorithmic
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outputs (Cabiddu et al., 2022; Lee, 2018). In the context of disinformation detection, this
mediating role becomes particularly salient, as users must continually assess whether to
accept or reject content that the system has flagged. Crucially, trust should not be mis-
construed as a monolithic or absolute metric. Instead, it must be understood as a calibrated
equilibrium between confidence in the system’s functional efficacy and a degree of epis-
temic vigilance that facilitates critical user engagement (Jalava, 2006; Ting et al., 2021;
Yan & Holtmanns, 2008). The study presented in Chapter 8 underscores that comprehen-
sive transparency is not necessarily a prerequisite for cultivating trust; on the contrary,
excessive information disclosure may paradoxically diminish user trust by inducing cog-
nitive overload or interpretive ambiguity. Hence, the objective is not the maximization of
trust per se, but the cultivation of an optimal trust state that supports informed, yet cau-
tious, interaction with the system (Wicks et al., 1999).

Trust is also inextricably linked to perceptions of system reliability and predictive validity
(Chavaillaz et al., 2016; Desai et al., 2012). Particularly in disinformation detection tasks,
outcome-based trust emerges as a critical dimension: users’ confidence in the system
tends to grow when its outputs consistently align with observable truths or expert consen-
sus (Nourani et al., 2019). However, this relationship is inherently non-linear. Trust is not
instantaneously conferred but rather accrues incrementally, contingent on the system’s
sustained and demonstrable performance across varied contexts (Schaefer et al., 2016).
In this light, trust must be conceptualized as an emergent property of longitudinal system-
user interactions, rather than as a static variable. Its development is governed by a feed-
back loop wherein correct predictions enhance trust, which in turn increases user reliance,
so long as the system continues to meet performance expectations. Initial trust may be
informed by extrinsic cues, such as institutional reputation or third-party endorsements,
but its persistence is predicated on continued reliability and intelligible system behavior
(Nilsson & Mattes, 2015). Consequently, the cultivation of trust should not aim for uni-
formity across user populations but rather support individualized pathways through which
trust is incrementally constructed. However, it is important to acknowledge that the em-
pirical studies presented in Part III of this dissertation did not explicitly account for the
longitudinal nature of trust formation. The study design primarily captured users’ imme-
diate trust responses, without tracking how trust might evolve over time through extended
interaction with the system. This constitutes a limitation, as trust in Al systems, particu-
larly in high-stakes domains such as disinformation detection, is likely to develop gradu-
ally, influenced by accumulated experiences and iterative system evaluations. Future re-
search would benefit from longitudinal methodologies that observe trust dynamics over
extended periods, thereby yielding deeper insights into the temporal dimensions of trust
calibration and maintenance.
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Of particular concern is the phenomenon of blind trust — an uncritical deference to algo-
rithmic authority that can have deleterious implications, especially within the high-stakes
arena of disinformation detection (Schmitt et al., 2024). Such unquestioning acceptance
of Al outputs risks perpetuating algorithmic biases, legitimizing false positives or nega-
tives, and amplifying the societal harms associated with disinformation (Bansal et al.,
2021; Grissinger, 2019). To counteract this, it is imperative that Al systems are designed
not only to foster trust but also to enable robust user interrogation of system decisions.
Critical transparency, the strategic communication of rationale and uncertainty, emerges
here as a vital design principle. This entails furnishing users with sufficient explanatory
scaffolding to evaluate outputs meaningfully, without overwhelming them with technical
minutiae (Bansal et al., 2021). In this framework, trust is not the absence of doubt but the
presence of a well-calibrated disposition toward engaged scrutiny (Norris, 2022). From
an ethical standpoint, the responsibility for cultivating trustworthy Al rests with system
developers and researchers, who must eschew manipulative design practices aimed at ar-
tificially inflating user trust. Oversimplified explanations or interface features designed
to obscure system fallibility may yield short-term compliance but ultimately undermine
user autonomy and informed consent (Bennett et al., 2023; Friedman, 1998). Ethical sys-
tem design must therefore prioritize honest disclosure regarding the system’s limitations
and the probabilistic nature of its outputs. Encouraging a stance of cautious optimism,
wherein users are invited to consider Al recommendations without surrendering critical
agency, supports more resilient and ethically sound trust relationships (Spector & Ma,
2019). Achieving such resilient trust necessitates a long-term, sustainability-oriented ap-
proach to Al deployment. Trust should be reconceptualized not as a terminal state but as
an iterative process contingent on continuous system performance and user learning (Siau
& Wang, 2018). The cultivation of such trust hinges on several interrelated pillars: em-
pirical reliability, epistemically appropriate transparency, the facilitation of critical en-
gagement, and adherence to ethical design principles. Collectively, these dimensions
form the foundation for a trust architecture that resists both undue skepticism and naive
acceptance.

In conclusion, the role of trust in Al-driven disinformation detection is not to be construed
in terms of maximalist objectives, but rather as the construction of a dynamic, context-
sensitive relationship between users and technology. Trust must remain flexible, critically
informed, and responsive to both system performance and user cognition. By emphasiz-
ing healthy skepticism over blind acceptance, Al systems can be leveraged not only as
tools of computational efficiency but also as catalysts for more discerning and autono-
mous user engagement. In this light, the aims of critical media literacy must also evolve:
if such literacy is to empower individuals as critical consumers and producers of media,
it should likewise encompass the capacity to engage with Al-powered tools that moderate
digital content. This includes not only the use of such systems but the development of
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skills to interrogate their classifications, evaluate their assumptions, and critically assess
their outputs. Integrating these competencies into the framework of digital literacies can
foster a more reflective and informed public capable of navigating the epistemic uncer-
tainties of algorithmically governed information environments. Eventually, this approach
holds the potential to enhance both the efficacy and the integrity of Al applications in
sensitive and socially consequential domains.

11.2.2 Predominantly Unimodal Focus in a Rapidly Multimodal
Disinformation Landscape

While this dissertation advances the conceptualization, detection, and mitigation of digi-
tal disinformation with a focus on text-based content, it must be acknowledged that such
a unimodal approach constitutes a methodological limitation. The vast majority of chap-
ters in this dissertation center on the textual modality, examining linguistic patterns, con-
ceptual taxonomies, and XAl tools tailored for text analysis. Although Chapter 9 extends
this scope by addressing the growing phenomenon of deepfakes and analyzing the tech-
nical and organizational requirements for multimodal detection systems, this remains an
exception rather than the rule. This emphasis reflects both pragmatic and epistemological
decisions: textual data is comparatively more accessible, structured, and conducive to
current explainability frameworks (Fankhauser et al., 2014; Ford et al., 2016; Xu et al.,
2024). Moreover, much of the disinformation circulating in early digital environments
was predominantly text-based (Alam et al., 2022), making such a focus historically ap-
propriate. However, the current and emerging information ecosystem is increasingly de-
fined by multimodal content, where text, image, audio, and video are fused in complex
ways to deceive, manipulate, and emotionally engage users (Hameleers et al., 2020; Qi et
al., 2021; Tanwar & Sharma, 2021).

The shift toward multimodality is not merely a trend but a structural transformation of the
digital public sphere. Advances in generative Al — particularly models capable of produc-
ing synthetic faces, voices, and full-motion videos — are fundamentally altering how dis-
information is created, distributed, and perceived (Bontcheva et al., 2024; Mirsky & Lee,
2021). Deepfakes and other multimodal fabrications present unique epistemic challenges:
they exploit visual and auditory trust heuristics more powerfully than text alone, often
bypassing traditional critical evaluation processes (Kietzmann et al., 2020). As disinfor-
mation becomes more immersive and sensorially rich, its psychological and emotional
impact also intensifies, reinforcing ideological echo chambers and reducing users’ ability
to discern authenticity across modalities (Weikmann & Lecheler, 2023).
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The relative absence of multimodal analysis throughout the thesis, therefore, represents a
gap in fully capturing the contemporary dynamics of manipulated information. By focus-
ing primarily on unimodal textual data, the research risks underestimating both the com-
plexity and the reach of disinformation in its current forms. Multimodal disinformation
not only demands new detection techniques but also necessitates different interpretive
paradigms; ones that can integrate cross-modal coherence, temporal sequencing, and af-
fective impact into the analytic framework. Nevertheless, the foundational insights devel-
oped in this dissertation provide a vital basis for such future work. The conceptual, tech-
nical, and methodological foundations developed here offer an important springboard for
future multimodal work. The classification schemes, transparency principles, and human-
centered design approaches established in this research may be extended to support de-
tection and mitigation strategies across modalities. As such, while the scope of this dis-
sertation is predominantly unimodal, its insights remain adaptable to the more complex,
sensorily rich forms of disinformation that are already reshaping the digital landscape. A
deeper engagement with multi-modal disinformation, both in terms of content analysis
and detection systems, represents a critical next step in this research trajectory.

11.2.3 The Blurring Boundary Between AI-Generated and Human-
Produced Content

A further challenge, closely aligned with the concerns raised in the World Economic Fo-
rum’s Global Risks Report (2024), is the increasing indistinguishability between Al-gen-
erated and human-produced content. This issue represents not only a technical hurdle but
also an epistemological dilemma: as the fidelity of synthetic content approaches and
sometimes surpasses that of authentic human communication, the capacity to identify and
assess manipulated information becomes fundamentally destabilized (Rana et al., 2022).
This dissertation acknowledges the growing prevalence of generative Al in disinfor-
mation ecosystems, particularly through discussions of deepfakes and larger language
models. However, most detection efforts explored here still rest on the assumption that
manipulated content, even when sophisticated, retains some identifiable anomalies — se-
mantic, structural, or contextual — that can be flagged by human or algorithmic systems.
Yet this assumption is increasingly tenuous (Somoray & Miller, 2023). As noted by the
World Economic Forum, detection mechanisms are struggling to keep pace with the so-
phistication of generative models, and the disparity in funding between foundational Al
technologies and the tools designed to detect their misuse further exacerbates this gap.

Moreover, the epistemic problem is not merely one of accuracy but of visibility and in-
terpretation. Even when synthetic content is labeled, via watermarks, metadata, or plat-
form warnings, digital labels may not persist when content is shared across platforms or
stripped out during download (Hameleers, 2023; Krafft & Donovan, 2020). In the course
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of this, the emotive power of Al-generated content can override rational processing, al-
lowing fabricated videos or narratives to shape opinion and behavior even when explicitly
marked as Al-generated (Bakir et al., 2024; Ienca, 2023). This raises deeper questions
about the boundary between malignant and benign uses of generative Al. A political cam-
paign video created with synthetic voice and imagery may comply with legal standards,
yet still manipulate emotional responses and reinforce ideological bias (Haq et al., 2024;
Reveland, 2025). In such cases, the ethical stakes lie not only in identifying content as
Al-generated but in evaluating its intent, impact, and context — tasks that add layers of
complexity to binary classification. The methodological frameworks in this dissertation,
while robust in their treatment of textual content and explainability, are not yet fully
equipped to address this ambiguity. The underlying models are designed to detect decep-
tion or manipulation in fairly well-defined formats, but they do not yet engage with the
more ambiguous and indeterminate terrain where realism, intention, and audience inter-
pretation intersect.

In light of this, advancing research must go beyond detection to grapple with the inter-
pretability of authenticity itself. Future work will need to explore how systems can better
communicate uncertainty, provenance, and intent, and how users interpret such signals in
high-stakes environments. It will also require a stronger interdisciplinary focus on the
effective and cognitive dimensions of how synthetic content is perceived and acted upon.
This limitation underscores an urgent need not only for technical innovation but for
deeper societal conversations about the epistemic authority of Al-generated content in
democratic discourse.

11.2.4 The Epistemic Instability of Static Annotation Schemes in Generative
Contexts

Building upon these concerns around multimodality and the ontological ambiguity intro-
duced by generative systems, a further methodological limitation of this dissertation lies
in its reliance on fixed taxonomies and static annotation guidelines for the fine-grained
analysis of disinformation. Central to the TAXODIS framework (Chapter 4) and its ap-
plication within the DeFaktS dataset (Chapter 5) is the assumption that deceptive com-
munication can be systematically decomposed into a set of recurring linguistic cues, such
as emotional appeals, logical inconsistencies, or semantic manipulations, that can be re-
liably identified and labeled by human annotators. While this assumption holds consider-
able value in structuring analytical insight and supporting transparency in disinformation
detection, it becomes increasingly unstable in an environment where the very boundaries
of deception are algorithmically reconfigurable (Knight, 2021; Lyons, 2020).
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The proliferation of generative Al, particularly large language models capable of produc-
ing highly coherent, grammatically impeccable, and contextually plausible text, compli-
cates the viability of static labeling schemes (Schuster et al., 2020). The outputs of such
systems often do not exhibit the kinds of overt disinformation cues codified in TAXODIS.
Instead, they may rely on more subtle, emergent, or hybrid forms of manipulation: confi-
dent misstatements framed with epistemic modesty, rhetorical devices borrowed from le-
gitimate discourse communities, or context-sensitive omissions that reshape narrative
meaning without introducing explicit falsehoods (Shoaib et al., 2023). These characteris-
tics resist taxonomic capture, exposing the limitations of cue-based annotation when de-
ception is latent, distributed, or semiotic rather than explicitly linguistic. Moreover, the
epistemic volatility introduced by generative systems is not merely a matter of sophisti-
cation but of adaptability. Unlike human-crafted disinformation, which tends to follow
historically or ideologically entrenched patterns, Al-generated content can mutate in re-
sponse to detection frameworks, introducing a form of adversarial co-evolution (Beyer,
2023; Shoaib et al., 2023; World Economic Forum, 2024). This dynamic makes any fixed
taxonomy perishable by design: what constitutes a salient deception cue today may be-
come obsolete tomorrow, repurposed or masked by the next generation of generative ad-
versaries.

This challenge is further compounded by the epistemological load placed on annotators.
Human annotators working with TAXODIS and DeFaktS are tasked with identifying de-
ception at a granular level. Yet, as generative content becomes more ambiguous and less
tethered to conventional forms of manipulation (H. Zhao et al., 2021), the cognitive and
interpretive burden on annotators intensifies. Without the support of adaptive frameworks
or machine-in-the-loop guidance, annotation risks devolving into an exercise in subjec-
tive inference, eroding inter-annotator reliability, and diminishing the reproducibility of
results. From a methodological standpoint, this raises a critical tension between the desire
for explainable, interpretable classification schemes, which taxonomies like TAXODIS
facilitate, and the increasingly indeterminate, fluid nature of deceptive content in the gen-
erative era. If the goal is to maintain analytic clarity and system transparency, the frame-
work must become more dynamic. Static taxonomies must evolve into adaptive infra-
structures capable of incorporating novel cues, contextual shifts, and annotator feedback
in real time. Such an evolution would require integrating techniques from unsupervised
clustering (Hosseinimotlagh & Papalexakis, 2018), anomaly detection (Tam et al., 2019),
and active learning (Sahan et al., 2021) — methods that allow the taxonomy to grow along-
side the threat landscape it seeks to map.

Thus, while the TAXODIS framework and its instantiation in DeFaktS have laid essential
groundwork for fine-grained disinformation analysis, it must be understood as founda-
tional but incomplete. Its utility lies not in their permanence but in their adaptability
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(Nickerson et al., 2013); the degree to which they can inform the development of more
responsive, reflexive, and epistemologically robust systems. As with the broader limita-
tions discussed above, the future of disinformation detection will depend not only on
technical sophistication but on methodological humility: the recognition that in an era of
generative content, no classificatory scheme can remain static for long.

11.3 Propositions for Future Research

Building on the findings and limitations identified in this dissertation, this chapter out-
lines a series of targeted propositions for future research. These suggestions are designed
to extend the theoretical frameworks, methodological tools, and practical implementa-
tions introduced throughout this study. In particular, this chapter highlights key gaps in
our current understanding of Al-driven disinformation detection systems and proposes
new directions that can address the evolving complexity of this domain.

11.3.1 Expanding into Multimodal Disinformation Detection

While this dissertation advances the conceptualization, detection, and mitigation of digi-
tal disinformation with a focus on text-based content, it must be acknowledged that such
aunimodal approach constitutes a methodological limitation. Most chapters center on the
textual modality, examining linguistic patterns, conceptual taxonomies, and XAl tools
tailored for text analysis. Although Chapter 9 extends this scope by exploring the rise of
deepfakes and outlining technical and organizational requirements for multimodal detec-
tion systems, this remains the exception rather than the rule. These emphases reflect prag-
matic considerations: textual data are comparatively more accessible, structured, and
compatible with current explainability frameworks (Fankhauser et al., 2014; Ford et al.,
2016; Xu et al., 2024), and much early online disinformation was indeed text-dominant
(Alam et al., 2022). Yet, the contemporary information ecosystem is now defined by mul-
timodality, where text, image, audio, and video are fused in increasingly sophisticated
ways to deceive, manipulate, and emotionally engage users (Hameleers, 2023; Qi et al.,
2021; Tanwar & Sharma, 2021). These multimodal fabrications exploit visual and audi-
tory heuristics far more powerfully than text alone and often bypass traditional critical-
evaluation processes (Kietzmann et al., 2020).

Future research should therefore build on the conceptual, technical, and methodological
foundations developed in this dissertation to rigorously address the challenges of multi-
modal disinformation. One important direction involves the development of cross-modal
coherence models that can assess semantic and temporal consistency across modalities;
for example, detecting lip-sync mismatches between audio and video, or evaluating the
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alignment between captions and images. Such architectures can help surface discrepan-
cies that are likely to be missed by unimodal detection approaches. In parallel, explaina-
bility techniques must evolve to accommodate multimodal inputs. Extending current XAl
methods to mixed-media content might involve pairing salience heatmaps, attention roll-
outs, or timeline overlays with textual rationales, thereby enabling users to interrogate
why a system has flagged a specific frame, track, or phrase as deceptive. These develop-
ments would benefit not only expert users but also lay audiences who may require intui-
tive visual explanations to build trust in detection outcomes. Equally important are hu-
man-centered usability studies that examine how different user groups engage with Al-
generated explanations when interacting with multimodal content. Such research should
account for varying levels of media literacy, including the needs of visual learners and
lower-literacy populations, who may interpret and scrutinize multimedia information in
distinct ways. This is especially relevant given that sensory-rich disinformation often by-
passes critical scrutiny more effectively than text, leveraging affective cues to manipulate
perception. Finally, future work should consider how the DeFaktS architecture can be
adapted to support multimodal pipelines. This could involve integrating joint embedding
spaces or late-fusion ensembles that allow for unified analysis across text, imagery, and
audiovisual materials. The goal would be to create a cohesive dashboard in which fact-
checkers and end-users alike can assess heterogeneous media inputs side-by-side, with
consistent standards of transparency and interpretability. By pursuing this research
agenda, future scholarship can more fully capture the breadth and sophistication of con-
temporary disinformation tactics while extending the transparency principles, classifica-
tion schemes, and human-centered design ethos established in this dissertation. A deeper
engagement with multimodal content is thus not merely a promising direction but a nec-
essary one for sustaining users’ discernment and safeguarding democratic discourse in an
increasingly immersive media environment.

11.3.2 Developing Dynamic and Reflexive Annotation Frameworks

The TAXODIS taxonomy and the DeFaktS annotation guidelines introduced in this dis-
sertation constitute an important step toward the structured analysis of disinformation.
Yet, as emphasized in Section 1.2.4, their fixed, cue-based design is increasingly vulner-
able in a media environment shaped by generative Al. Large language and image models
can now craft persuasive content that evades the overt linguistic or psychological markers
codified in TAXODIS, continually mutating in response to detection efforts and thereby
rendering any static label set perishable (Knight, 2021; Lyons, 2020; Schuster et al.,
2020). In such a context, the epistemic burden on annotators rises sharply: without adap-
tive support, fine-grained labelling risks devolving into subjective inference, eroding in-
ter-annotator reliability and diminishing reproducibility (Zhao et al., 2021).
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To address this instability, future work should reconceptualize annotation as a dynamic,
reflexive process rather than a one-off coding exercise. Adaptive annotation pipelines can
be designed to evolve in real-time, integrating techniques such as active learning to sur-
face ambiguous or novel instances for rapid human adjudication (Sahan et al., 2021).
Community-driven revision mechanisms, akin to version-controlled knowledge bases,
would allow the taxonomy itself to grow alongside emerging threat patterns, capturing
latent or hybrid manipulations that elude existing labels. Hybrid frameworks that combine
supervised cues with unsupervised clustering, anomaly detection, and prompt-based zero-
shot methods (Hosseinimotlagh & Papalexakis, 2018; Tam et al., 2019) can further ex-
pand coverage, automatically flagging content that diverges from known patterns. Cru-
cially, the annotation interface must foreground reflexivity: annotators should be able to
contest labels, propose new categories, and document uncertainty. Such metadata, when
fed back into the learning loop, can calibrate model confidence and guide the prioritiza-
tion of future annotation tasks. In turn, the DeFaktS system can leverage these dynamic
signals to maintain a continually updated understanding of deception strategies, ensuring
that explanation modules reflect the most current threat landscape. By shifting from static
to adaptive annotation infrastructures, researchers can preserve the transparency and in-
terpretability benefits of taxonomic analysis while accommodating the fluid, adversarial
nature of generative disinformation. The methodological humility advocated in the limi-
tations chapter thus becomes operational: annotating frameworks are treated not as im-
mutable artefacts but as living instruments that learn, adapt, and iterate in concert with
the evolving information battlefield.

11.3.3 Investigating the Temporal Dynamics of Trust

While this dissertation emphasized the multifaceted and contingent nature of trust in Al-
driven disinformation detection systems, a key methodological limitation lies in its focus
on immediate user responses. The experimental design primarily captured snapshot as-
sessments of system trustworthiness without accounting for the longitudinal processes
through which trust is cultivated, challenged, or eroded over time. However, as prior re-
search underscores, trust is not instantaneously conferred; rather, it emerges incremen-
tally through repeated interactions, informed by users’ accumulated experiences with sys-
tem performance, error management, and transparency practices (Nilsson & Mattes,
2015; Schaefer et al., 2016). The empirical framework presented in Chapter 8 thus offers
only a partial view, omitting the temporal dynamics that shape real-world trust formation
in iterative, adaptive environments.

To address this gap, future research should adopt longitudinal methodologies capable of
capturing how trust evolves across extended engagements. Diary studies, field deploy-
ments, and repeated-measures experiments may enable a more granular understanding of
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how trust is recalibrated in response to ongoing system use, interface updates, or shifting
error profiles (Desai et al., 2012; Fulmer & Gelfand, 2013). In particular, the concept of
trust calibration, the degree to which user confidence aligns with actual system capabili-
ties, requires sustained observation to determine whether users become overreliant or un-
duly skeptical over time (Lee, 2018; Ting et al., 2021). Furthermore, comparative analysis
across distinct demographic or occupational groups may reveal divergent trust trajectories
shaped by domain expertise, prior exposure to algorithmic systems, or differing epistemic
expectations (Chavaillaz et al., 2016; Nourani et al., 2019). Given that this dissertation
aimed to support the development of a broadly applicable disinformation detection sys-
tem, future studies should consider the trust dynamics or more narrowly defined user
populations. Adolescents, older adults, and professionals in high-stakes domains such as
journalism, education, or public health may each exhibit unique forms of cognitive en-
gagement, affective response, and epistemic vigilance. Tailoring DeFaktS to reflect these
differential needs would enhance its inclusivity, foster more sustainable forms of trust,
and mitigate the risks of both under-reliance and blind deference. Ultimately, understand-
ing trust as an emergent and temporally situated property of human-Al interaction will be
essential for designing systems that are not only functionally robust but also capable of
sustaining trust and reliability in social interactions.

11.3.4 Addressing the Risks of Blind Trust and Algorithmic Deference

A critical challenge identified in this dissertation is the risk of blind trust — uncritical
acceptance of Al outputs that may arise from perceived authority, interface polish, or
algorithmic confidence cues. As discussed in Section 1.2.1, such trust can be epistemi-
cally corrosive, especially in disinformation contexts where system errors may lead to the
misclassification of legitimate content or the uncritical endorsement of manipulated nar-
ratives (Bansal et al., 2021; Schmitt et al., 2024). Blind trust undermines the normative
goal of Al-assisted information vetting: not merely to automate judgment, but to support
users in exercising critical discernment within complex and adversarial media environ-
ments.

To counteract this phenomenon, future development of systems such as DeFaktS should
integrate design strategies that foster engaged skepticism, a mode of interaction in which
users remain attentive to system limitations while still benefiting from algorithmic sup-
port (Friedman, 1998; Norris, 2022). This entails moving beyond simplistic notions of
transparency as a disclosure and instead operationalizing critical transparency, the selec-
tive and strategic communication of rationale, uncertainty, and possible alternatives
(Bansal et al., 2021; D. Bennett et al., 2023). For example, interface features that highlight
model confidence intervals, generate counterfactual explanations, or juxtapose competing
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interpretations may help maintain user autonomy and epistemic vigilance without induc-
ing cognitive overload. Educational interventions also play a key role in shaping the con-
ditions under which trust is responsibly exercised. Integrating media literacy frameworks
that include algorithmic literacy components may equip users with the conceptual tools
necessary to interrogate system outputs, recognize fallibility, and contextualize algorith-
mic recommendations (Huang & Bashir, 2017; Spector & Ma, 2019). Tutorials, use-case
simulations, and guided reflection modules could further encourage users to question ra-
ther than defer to Al decisions. Such interventions are essential in establishing a healthy
equilibrium, one in which users are neither paralyzed by skepticism nor seduced by un-
warranted trust. In high-stakes applications like disinformation detection, trust must not
be maximized at all costs; it must be carefully calibrated, ethically grounded, and epis-
temically earned (Li et al., 2025).

11.3.5 Establishing Ethical and Normative Design Principles for Trust

As articulated in Section 11.2.1, trust in Al systems, particularly those tasked with iden-
tifying and interpreting disinformation, cannot be treated solely as a functional variable.
It is also an ethical relation, shaped by sociotechnical infrastructures, institutional norms,
and communicative practices. This dissertation emphasizes that trust must be understood
not as an artifact of engineering but as a construct that is co-produced by system behavior,
user interpretation, and the values embedded in design choices (Cabiddu et al., 2022;
Wicks et al., 1999). In this light, cultivating trust requires a deliberate commitment to
normative design principles that prioritize user agency, transparency, and public account-
ability.

Future work should thus focus on developing ethical frameworks that guide the construc-
tion of trustworthy Al systems from the ground up. This involves embedding co-design
practices that engage marginalized or underrepresented groups — users whose perspec-
tives, media experiences, and risk exposures may differ markedly from those of majority
populations (Friedman, 1998). Involving these groups in the iterative refinement of sys-
tems like DeFaktS not only enhances inclusivity but also ensures that the resulting tools
are sensitive to a broader range of informational harms and trust deficits. Additionally,
standards for transparency must be reimagined to avoid manipulation of performative
disclosure. Explanatory interfaces should provide actionable insights that facilitate user
understanding without overpromising interpretability or concealing probabilistic uncer-
tainty (D. Bennett et al., 2023; Nourani et al., 2019). Governance mechanisms, such as
third-party audits and democratic oversight structures, are also essential for aligning trust-
worthiness with institutional legitimacy and civic responsibility (Siau & Wang, 2018).
By foregrounding these ethical commitments, future systems can ensure that trust is not
merely behavioral compliance but a reflection of reciprocal accountability between users,
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developers, and the public sphere. Ultimately, the challenge is to move beyond metrics
of short-term user satisfaction and toward a model of trust that is sustainable, reflexive,
and ethically coherent. In the context of Al-mediated disinformation detection, such a
model demands that technical excellence be coupled with principled governance and nor-
mative integrity. Only by embedding these values into the design and deployment of sys-
tems like DeFaktS can we hope to cultivate trust relationships that are both epistemically
sound and democratically legitimate.

11.3.6 Grappling with the Ambiguity of AI-Generated versus Human
Content

As Al-generated content increasingly mirrors the complexity and fluency of human ex-
pression, conventional markers of source credibility are being steadily eroded, complicat-
ing efforts to assess authenticity and intent. Section 1.2.3 emphasizes that the conver-
gence between synthetic and human-authored media has introduced profound
epistemological challenges, particularly in disinformation detection contexts (Rana et al.,
2022; World Economic Forum, 2024). The assumption that manipulated content inevita-
bly contains detectable anomalies, semantic, structural, or contextual, is no longer tenable
given the rapid advances in generative model sophistication (Somoray & Miller, 2023).
Even when Al-generated content is labeled with watermarks or platform disclosures, such
cues can be stripped or ignored, and users often prioritize affective resonance over
metadata when evaluating credibility (Hameleers, 2023; Krafft & Donovan, 2020). These
developments highlight the limitations of binary classification frameworks and under-
score the need for more nuanced approaches that incorporate contextual and interpretive
dimensions (Bakir et al., 2024; Ienca, 2023).

Future research should therefore move beyond traditional classifications to develop inter-
pretive frameworks that acknowledge uncertainty and nuance. First, studies must inves-
tigate how users construe authenticity when traditional source cues, such as voice timbre,
writing style, and production quality, can be algorithmically replicated or invented. Meth-
odologies such as mixed-methods perception studies or experimental designs could clar-
ify the relative influence of surface realism versus contextual indicators (e.g., platform
reputation, topical familiarity) on credibility judgments. In addition, researchers should
examine how contextual framing, such as comment threads or platform affordances, mod-
ulates users’ interpretations of content authenticity and intent. These ambient signals of-
ten shape trust judgments more powerfully than explicit labels, particularly in fast-mov-
ing or emotionally charged information environments (Jiao et al., 2022; Waddell, 2018).
Finally, rather than promising definite authenticity verdicts — an increasingly untenable
goal — researchers and developers of Al systems should aim to cultivate epistemic resili-
ence: the capacity of users to navigate information environments marked by ambiguity
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with critical poise. This entails interfaces that surface uncertainty without inducing paral-
ysis, encourage cross-source triangulation, and facilitate reflection on intent and impact
rather than mere factuality. By embedding such interpretive supports, detection tools can
shift from gatekeeping truth claims to scaffolding discernment, helping users retain con-
fidence and agency (SoB8dorf et al., 2024) even when categorical answers are unavailable.
In doing so, future scholarship can address the deeper stakes identified in this dissertation:
sustaining democratic deliberation in a media ecosystem where the very notion of “au-
thentic” content is perpetually in transition.
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Figure 42. Propositions for future research.

This chapter has proposed several directions for future research that build upon the theo-
retical, technical, and methodological contributions of this dissertation. Figure 42 pre-
sents a summary of these directions and provides a suggestion of how they may build
upon each other. The visual density of the dots reflects the relative complexity and scope
of each research direction, with earlier stages requiring more comprehensive approaches
to address numerous interconnected challenges, while later stages represent increasingly
focused and refined methodologies built upon the more foundational work. By addressing
key challenges such as the evolving nature of disinformation, the limitations of current
detection frameworks, and the complexities of user interaction with Al systems, these
propositions aim to strengthen the effectiveness and adaptability of Al-based approaches
to disinformation detection. Future work may benefit from examining the long-term dy-
namics of system use, expanding into multimodal content, refining annotation practices,
and ensuring that detection tools are transparent, ethical, and responsive to the fast-chang-
ing digital landscape. Through these avenues, researchers and practitioners can contribute
to more robust, context-aware, and socially responsible systems capable of countering the
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increasingly sophisticated forms of disinformation circulating in today’s information eco-
systems.

11.4 Concluding Remarks

This dissertation was developed during a time of significant political, technological, and
societal flux. As the digital sphere continues to evolve in both form and function, so do
the challenges and opportunities associated with democratic engagement. The studies pre-
sented here are situated against the backdrop of rising global concerns about disinfor-
mation, growing mistrust in institutions, and the increasing influence of platform econo-
mies on public discourse. These developments underscore the urgent need to rethink how
participation, deliberation, and trust are structured in digital environments. In many ways,
the tensions explored in this dissertation, between control and openness, automation and
judgment, structure and freedom, mirror broader anxieties about the role of technology in
democratic life — such as concerns over the erosion of civic agency and apprehensions
regarding the concentration of power in technological infrastructures. The work’s central
focus on how system design can either enable or inhibit critical public engagement re-
flects a wider societal struggle to reconcile the promises of technological innovation with
the need to uphold core democratic values. In this light, the design and evaluation of
systems like DeFaktS are not merely technical or methodological contributions, but nor-
mative interventions into debates about the future of digital public spheres.

At the time of writing, the world continues to grapple with the consequences of war, dis-
placement, and resurgent authoritarianism. These developments have rendered democ-
racy more fragile — and more essential — than ever. While these forces manifest dramati-
cally in the form of territorial aggression or coordinated disinformation campaigns, the
subtler erosion of democratic culture often occurs through everyday processes: through
the gradual normalization of information that prioritizes emotion over facticity, the algo-
rithmic shaping of public attention, or the weakening of civic trust in digital spaces. In
his book Demokratie: Eine gefihrdete Lebensform, Till Van Rahden (2019) argues that
democracy must be practiced as a lived experience, embedded in the rhythms and inter-
actions of daily life. He calls for the cultivation of democratic experiential spaces, settings
in which individuals are invited not only to vote or comment, but to participate meaning-
fully in shaping collective life. This dissertation aligns with and extends that vision by
examining how such spaces might be reimagined within the architectures of digital plat-
forms. It suggests that design is never neutral and that every interface, every algorithm,
carries with it assumptions about who participates, how, and to what end.
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As these dynamics continue to evolve, new technological developments further compli-
cate the relationship between truth, perception, and participation. One particularly press-
ing development is the rise of fully synthetic content within online social networks. Media
reporting on recent developments at TikTok and Meta (Westfall, 2025) has highlighted
how platforms are not only contending with Al-generated content but are increasingly
involved in its production, whether through synthetic accounts, generative tools, or auto-
mated media creation. This evolution complicates existing models of disinformation de-
tection and challenges conventional notions of authenticity, trust, and participation in dig-
ital publics. Further, these developments shift the terrain in which truth claims are made
and challenged. In this context, the contributions of this dissertation, particularly the em-
phasis on linguistic and psychological cues in the design of explainable systems like
DeFaktS and modular frameworks like TAXODIS, acquire renewed relevance. While not
originally conceived for purely synthetic content, these approaches provide a foundation
for future research that aims to adapt detection and deliberation tools to emerging plat-
form realities. This work positions itself as a starting point: a set of conceptual and prac-
tical tools that can be taken up, reinterpreted, and further developed by researchers, prac-
titioners, and platform actors. Different environments will yield different types of
knowledge and needs, and it is precisely this openness that gives the work its relevance.
The hope is that these results invite further inquiry, and perhaps experimentation, into
how systems supporting digital democratic life can be made more transparent, responsive,
and inclusive.

More broadly, this research responds to the fading optimism that once accompanied the
early digital age. The euphoric belief in the internet as an inherently democratizing force
has given way to more sober assessments of its vulnerabilities. And yet, even within its
climate of skepticism, there remains a critical space for creative, responsible, and reflex-
ive innovation. This dissertation does not offer a solution to the structural challenges fac-
ing democracy, but it contributes to the ongoing effort to understand how digital technol-
ogies might be shaped in ways that serve democratic purposes rather than undermine
them. As democratic institutions face pressure both from without and within, Information
Systems research must take seriously the task of supporting their renewal, not only by
diagnosing failure, but by imagining alternatives. By foregrounding the role of judgment,
transparency, and human agency in the design of content moderation and disinformation
detection systems, this dissertation offers one such alternative. It demonstrates that auto-
mated systems can, and should, be built to reflect social complexity rather than flatten it.
The hope is that this work will serve as a foundation for further inquiry into how digital
infrastructures can be made accountable, inclusive, and responsive to the public they
claim to serve. At a time when the stakes for digital democracy have never been higher,
such inquiry is not merely academic. It is, as Van Rahden reminds us, a contribution to
the fragile and ongoing project of living democracy.
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