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a b s t r a c t

The top quark mass is one of the most intriguing parameters of the standard model (SM).
Its value indicates a Yukawa coupling close to unity, and the resulting strong ties to Higgs
physics make the top quark mass a crucial ingredient for understanding essential aspects
of the electroweak sector of the SM. This review offers the first comprehensive overview
of the top quark mass measurements performed by the CMS Collaboration using the
data collected at centre-of-mass energies of 7, 8, and 13 TeV. Moreover, a detailed
description of the top quark event reconstruction is provided and dedicated studies of
the dominant uncertainties in the modelling of the signal processes are discussed. The
interpretation of the experimental results on the top quark mass in terms of the SM
Lagrangian parameter is challenging and is a focus of an ongoing discussion in the theory
community. The CMS Collaboration has performed two main types of top quark mass
measurements, addressing this challenge from different perspectives: highly precise
‘direct’ measurements, based on reconstructed top quark decay products and relying
exclusively on Monte-Carlo simulations, as well as ‘indirect’ measurements, where the
simulations are employed to determine parton-level cross sections that are compared
to fixed-order perturbative calculations. Recent mass extractions using Lorentz-boosted
top quarks open a new avenue of measurements based on top quark decay products
contained in a single particle jet, with promising prospects for accurate theoretical
interpretations.
© 2024 CERN for the benefit of the CMS Collaboration. Published by Elsevier B.V. This is an

open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

In the exploration of the fundamental building blocks of the universe, the study of the top quark, the most massive
lementary particle yet known, has emerged as a key area of research at the Large Hadron Collider (LHC) at CERN. At the

Compact Muon Solenoid (CMS) experiment, the properties of this particle have been studied in great detail.
With a multitude of unique features that set it apart from other elementary particles, the top quark plays a crucial

role in the standard model (SM) of particle physics. In the SM, the large mass of the top quark (mt ) results in its Higgs
ukawa coupling being close to unity. This leads to a particular significance of the top quark in the context of vacuum

stability and cosmology, as well as in alternative models of spontaneous electroweak (EW) symmetry breaking.
The top quark has an extremely short lifetime of approximately 5× 10−25 s [1]. Therefore it decays through the weak

interaction before it would undergo hadronisation (happening at the time scale of ∼10−23 s), and well before the strong
interaction could affect its spin properties at the spin decorrelation time scale of mt/Λ

2
QCD ≈ 10−21 s [2], where ΛQCD is

the Landau pole of quantum chromodynamics (QCD). Therefore, spin information of the top quark is transmitted to the
particles that result from its decay [2]. This distinct property entails that the top quark exhibits features of a quasi-free
bservable particle with a Breit–Wigner distributed invariant mass and grants a direct access to its fundamental properties,
nabling precise measurements of its mass and polarisation.
This picture of the top quark is the basis of state-of-the-art experimental measurements. It implies approximations

such as factorisation of on-shell top quark production and decay, used in most theoretical predictions and implemented
in the simulations currently used in the experimental analyses. Furthermore, it neglects subtle quantum and interference
117
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effects arising from the top quark colour and electroweak charges. The analogous concept does not apply to any other
uark, as the spin and mass are always masked by colour confinement. However, with growing precision in the measured
op quark properties, in particular mt , these effects eventually need to be accounted for as well. The limitations of the
icture of the top quark as a free particle lead to ambiguities in the theoretical interpretation [3,4].

1.1. Early top quark studies

In 1972, Kobayashi and Maskawa put forward the existence of a third generation of fermions in the SM [5] as an
explanation for the violation of the combination of charge conjugation and parity symmetries (CP), and more precise
measurements of this effect paired with progress in the understanding of flavour physics pointed towards a large value
of the mass of the hypothetical top quark already in the mid 1980s [6,7]. Experimental hints to the existence of the top
quark emerged in measurements of the b quark isospin from the forward–backward asymmetry in e

+
e
−

→ bb processes
t the DESY PETRA collider [8], and in the suppression of flavour-changing neutral current decays of B mesons through

the Glashow–Iliopoulos–Maiani (GIM) mechanism [9]. The absence of a narrow top quark–antiquark resonance in direct
earches at the e

+
e
− colliders PETRA [10] and KEK TRISTAN [11] meant that mt had to be substantially higher than

hat of the other quarks, setting a lower limit at 23.3 and 30.2 GeV, respectively. The hadron collider experiments UA1
nd UA2 at the Spp S at CERN did not find evidence of the top quark in W boson decays pp → W → tb , excluding
t < 60 [12] and 69 GeV [13] at 95% confidence level (CL), respectively. More evidence for a very massive top quark
ccumulated from measurements of B0–B0 mixing by the ARGUS [14] and CLEO [15] Collaborations, where lower bounds

on mt between 45 and 90 GeV were obtained by exploiting the features of the GIM mechanism [16]. In the early 1990s,
hen the CERN LEP and SLC colliders started operating at the energy of the Z resonance, no evidence was found for the
ecay Z → tt , excluding mt < 45.8 GeV [17,18]. Precise measurements of the Z boson mass, partial decay widths, and

forward–backward asymmetries were made at the LEP and SLAC SLC colliders. Since the relation between these quantities
nd the weak mixing angle is affected by the value of mt via radiative EW corrections, these measurements at the Z pole

could be used to indirectly constrain the value of mt . Initial constraints indicated mt to be in the range of 64–169 GeV
at 68% CL [19]. With more data, the range narrowed down to 158–199 GeV at 68% CL [20] in the year of the discovery
of the top quark, where the extent of this range came mainly from the unknown Higgs boson (H) mass. At the same
ime, the experimental determinations of the Cabibbo–Kobayashi–Maskawa (CKM) matrix elements had been considerably
mproved and progress had been made in calculating B meson form factors, such that more reliable bounds from CP
violation in B

0–B0 and K
0–K0 systems could be calculated [21,22], resulting in lower limits on mt of about 100 GeV.

inally, in 1995, Fermilab experiments CDF and D0, operating at Tevatron proton–antiproton (pp ) collider, announced
he discovery of the top quark at mt = 175 ± 8 GeV [23,24]. In the following years, the properties of the top quark
were measured with ever-increasing accuracy by the CDF and D0 Collaborations. While most measurements were done
with tt pairs, which are copiously produced by the strong interaction, the production of single top quarks through the
EW interaction was also observed for the first time during the Tevatron Run II [25,26]. Combining all mt measurements
erformed at the Tevatron, a final result of mt = 174.30 ± 0.65 GeV was obtained [27]. A more detailed discussion can
e found in Ref. [28] and references therein.
When the Tevatron shut down in 2011, the CERN LHC became the only collider facility in the world capable of

producing top quarks in large quantities. The LHC increased the number of produced top quarks by orders of magnitude
as compared to the Tevatron.

1.2. Role of the top quark mass in the standard model and beyond

While the specific values for the elementary couplings or fermion masses, including mt , are not predicted in the
M, the model provides relationships between mt and other fundamental parameters. The value of mt needs to be
etermined experimentally by measuring mt-sensitive observables and comparing those with the theory predictions.
hese comparisons can be performed either using detector level distributions or measured cross sections.
The value of mt influences the top quark decay modes and production rates, which are essential for understanding

op quark properties and dynamics. Apart from being a reflection of our ability to describe the dynamics of the strong
and EW interactions using quantum-field theoretical methods, accurate measurements of mt provide critical tests of the
M and its extensions. In this context, it needs to be recalled that the quantum aspects of the top quark associated with
ts colour charge and its finite lifetime imply that mt is not a directly measurable physical parameter like the masses of
adrons. The value of mt can only be inferred indirectly through observables that depend on it. Since quantum effects

affect this dependence, mt measurements are only possible on the basis of theoretical predictions of these observables. In
these theoretical predictions, it is mandatory to account for the fact that mt is not a unique physical parameter, but needs
to be defined through a certain renormalisation scheme within quantum field theory. Defined this way, mt plays a role
of a SM coupling and is (like all other quark masses and SM couplings) a renormalisation-scheme dependent quantity, as
discussed in Section 2.8.

The top quark appears in quantum loop corrections to various processes, and depending on its mass, it can have
a substantial impact on the behaviour of other particles, particularly in rare production processes and precision EW
118
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measurements. One example is the B
0–B0 mixing mentioned earlier. Another example is the ratio of direct to indirect

CP violation size in kaon decays [29,30].
Further, mt enters into loop corrections that contribute to the masses of the W and Z bosons, and therefore

ndirectly affects the weak mixing angle. Since the sensitivity of EW precision observables to mt arises through radiative
orrections, the choice of the renormalisation scheme for mt is essential for the precise theoretical description of the
W observables [31]. The uncertainty in mt is among the leading uncertainties in the predictions of the W and H boson

masses [32], which are crucial for testing the internal consistency of the SM.
The SM Higgs mechanism endows fermions, including the top quark, with mass through their interaction with the

Higgs field. The mass of a fermion, mf , emerges from a Yukawa interaction with coupling strength Yf =
√
2(mf /v),

where v = 246.22 GeV [1] is the vacuum expectation value of the Higgs field. The top quark has the largest Yukawa
oupling in the SM, with a value close to unity. This can be compared to a direct measurement of the Yukawa coupling
strength from the production cross section of final states involving top quarks and the Higgs boson, mostly from ttH

production, with further contributing processes, Yt = 0.95 +0.07
−0.08 [33,34]. Kinematic distributions in tt production can

also be used to probe the top-quark Yukawa coupling through loop-induced corrections from the Higgs field. The most
precise such measurement was performed by the CMS experiment, resulting in Yt = 1.16 +0.24

−0.35 [35], consistent with the
alue obtained from mt and the direct measurement. The top quark Yukawa coupling significantly affects the shape of the
iggs potential. The value of mt is linked to the Higgs boson mass through quantum loop corrections and enhances the
uantum contributions to the Higgs potential. Therefore, the value of mt has a direct impact on the stability of the EW

vacuum [36,37]. In particular, if the potential energy of the Higgs field is too shallow, it could lead to vacuum instability.
In such a scenario, the EW vacuum may not be the true minimum of the potential, and the Higgs field could eventually
undergo a phase transition to a deeper minimum at very high energies. This transition would have profound consequences,
leading to the collapse of the vacuum and changing the fundamental properties of all particles, which could drastically
affect the structure of the universe. Since this sensitivity is generated through quantum effects, accurate control of the
renormalisation scheme of mt is essential.

A deviation of the measured mt from the prediction using a SM fit when all other free parameters are constrained to
their measured values could indicate the presence of new physics beyond the SM (BSM), such as supersymmetry [38] or
the existence of additional Higgs bosons. Further, mt is related to the evolution of the early universe, and its precise value
has implications for cosmology [39] and our understanding of dark matter [40].

With the data provided by the LHC so far, there has been no observation of BSM effects in direct searches for new
esonant states, which could either point to new physics processes coupling very weakly to the SM sector, or appearing
nly at energy scales higher than what experiments can probe to date. In the latter case, the BSM contributions can be
escribed by e.g. an effective field theory (EFT). In the EFT-extended SM (SMEFT), BSM contributions are parameterised
n a model-independent way through higher-dimensional operators [41–43]. These operators involve the known SM
particle fields, while their Wilson coefficients, playing a role of couplings, encode the effects of potential BSM particles
nd interactions. The value of mt plays a crucial role in SMEFT interpretations, since it affects the behaviour of higher-
imensional operators and their interplay with known SM interactions. An illustrative example given in Ref. [44] is the
nvariant mass of the tt pair, mtt , being sensitive to the effective couplings ctG and c8tq, which depend on the value of
mt . In addition, precise knowledge of mt is essential for reducing uncertainties in theoretical calculations of B meson
decays [45–47].

1.3. Scope of the review

The focus of this review is on the measurements of mt carried out by the CMS Collaboration, based on data collected
uring the LHC Run 1 at

√
s = 7 and 8 TeV in 2010–2012, and Run 2 at

√
s = 13 TeV in 2015–2018. Since the initial top

quark mass analyses performed at the Tevatron, experimental methods, theoretical calculations, and Monte Carlo (MC)
models have evolved in sophistication and accuracy. Modern detector technologies, increased computing power, optimised
reconstruction algorithms, and above all the higher centre-of-mass energies and integrated luminosities delivered by the
LHC have allowed for the development of an array of novel top quark mass analyses, exploring new aspects of top quark
henomenology and reaching unprecedented levels of detail and precision.
While all the results included in this review have been published before, it is the first time that a comprehensive

overview is presented by the CMS Collaboration, detailing and contrasting the leading approaches and discussing aspects
of the theoretical interpretation of the results. To illustrate the broadness of the top mass measurement program of CMS,
the summary of the relevant publications to date is given in Table 1, with the details to be discussed in the course of the
eview. These investigations have been traditionally classified as either direct or indirect top quark mass extractions. For
consistency with original works, the same classification is adopted in this review.

The direct measurements are based on the picture of the top quark as a free and asymptotic particle, which implies that
he invariant mass of the top quark decay products is directly related to the pole mass of the original top quark particle.
n this picture, the main challenges are to identify the top quark decay products and reconstruct their invariant mass with
he best possible experimental resolution. Furthermore, the final-state particles not originating from the top quark decay
ave to be accounted for, and the uncertainties related to theoretical limitations of the MC simulations need to be properly
stimated, including off-shell and colour-neutralisation corrections. The direct measurements rely on MC simulations for
119
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Table 1
ist of all CMS mt measurements by using different analysis methods in chronological order of publication. The summary of these measurements is
also depicted in Fig. 54.

Year Channel
√
s Analysis method mt δmstat

t δmsyst
t Ref.

[TeV] [GeV] [GeV] [GeV]

2011 Dilepton 7 a KINb and AMWT 175.5 4.6 4.6 [48]

2012 Lepton+jets 7 a 2D ideogram 173.49 0.43 0.98 [49]*

2012 Dilepton 7 a AMWT 172.5 0.4 1.5 [50]

2013 Dilepton 7 a Kinematic endpoints 173.9 0.9 +1.7
−2.1 [51]

2013 All-jets 7 a 2D ideogram 173.54 0.33 0.96 [52]*

2014 Dilepton 7 b Cross section 177.0 — +3.6
−3.3 [53]*

2015 Lepton+jets 8 a Hybrid ideogram 172.35 0.16 0.48 [54]*

All-jets 8 a Hybrid ideogram 172.32 0.25 0.59 [54]*

Dilepton 8 a AMWT 172.82 0.19 1.22 [54]

Combination 7, 8 a CMS 7 inputs 172.44 0.13 0.47 [54]

2016 Dilepton 7, 8 b Cross section 174.3 — +2.1
−2.2 [55]*

2016 1+2 leptons 8 a Lepton + secondary vertex 173.68 0.20 +1.58
−0.97 [56]

2016 1+2 leptons 8 a Lepton + J/ψ meson 173.5 3.0 0.9 [57]

2017 Lepton+jets 13 b Cross section 170.6 — 2.7 [58]

2017 Single top quark 8 a Template fit 172.95 0.77 +0.97
−0.93 [59]*

2017 Boosted 8 c CA jet mass unfolded 170.9 6.0 6.7 [60]*

2017 Dilepton 8 a Mbℓ+M
bb

T2 hybrid fit 172.22 0.18 +0.89
−0.93 [61]

2018 Lepton+jets 13 a Hybrid ideogram 172.25 0.08 0.62 [62]*

2018 All-jets 13 a Hybrid ideogram 172.34 0.20 0.70 [63]*

Combination 13 a Combined likelihood 172.26 0.07 0.61 [63]

2018 Dilepton 13 a mbℓ fit 172.33 0.14 +0.66
−0.72 [64]*

Dilepton 13 b Cross section 173.7 — +2.1
−2.3 [64]*

2019 Dilepton 13 b Multi-differential cross section 170.5 — 0.8 [65]*

2019 Dilepton 13 b Running mass — — — [66]*

2019 Boosted 13 c XCone jet mass unfolded 172.6 0.4 2.4 [67]*

2021 Single top quark 13 a ln(mt/1 GeV) fit 172.13 0.32 +0.69
−0.71 [68]*

2022 Dilepton 7, 8 b ATLAS+CMS cross section 173.4 — +1.8
−2.0 [69]

2022 Dilepton 13 b
tt+jet differential cross section 172.13 1.43 [70]*

2022 Boosted 13 c XCone jet mass unfolded 173.06 0.24 0.80 [71]*

2023 Lepton+jets 13 a Profile likelihood 171.77 0.04 0.37 [72]*

2024 Combination 7, 8 a CMS 9 inputs 172.52 0.14 0.39 [73]

Combination 7, 8 a ATLAS+CMS 15 inputs 172.52 0.14 0.30 [73]

The analyses are categorised as direct mass measurements (a), indirect extraction of the Lagrangian mass (b), or boosted measurements (c), as
xplained in the text. The analysis methods of the publications marked with a star (*) are covered in the following sections of this review. All
cronyms are defined in Appendix A.

the precise modelling of the event decay topologies and experimental effects, but also for the calibration of the analysis
in terms of a built-in mt parameter that is extracted from the simulation. Therefore the value of mt obtained in such a
way corresponds to the respective top quark mass parameter, mMC

t , used in the particular MC simulation. In the simulated
top quark samples used by CMS in this report, top quarks are generated with a mass following a relativistic Breit–Wigner
distribution centred around mMC

t , with a width Γt equal to the SM prediction. Each top quark then decays independently.
The direct measurements have the smallest experimental uncertainties since these are based on the most mt-sensitive
observables. However, due to limitations of the current theoretical knowledge implemented in the MC simulations, an
additional conceptual uncertainty has to be accounted for when the result is interpreted in terms of m defined in the
t
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field theory of QCD. The quantification of this conceptual uncertainty has not been part of the direct mt measurements
so far and requires separate investigations. The measurements in this category typically employ a full reconstruction of
the top quark and are performed by analysing top quark–antiquark pair (tt ) events in multiple decay channels. In the
dilepton channel, a full kinematic analysis (KINb) [48], the analytical matrix weighting technique (AMWT) [48,50,54], an
Mbℓ+M

bb

T2 hybrid fit, taking into account external constraints on the jet energy scale (hybrid) [61], as well as an mbℓ

it [64] have been employed. In the lepton+jets and all-jets channels the techniques have evolved from a simultaneous fit
of mt and the jet energy scale (2D ideogram) [49,52] to the hybrid ideogram method [54,62,63] and, in the most recent
measurement [72], to a 5D profile likelihood fit. Template fits were used to extract mt in single top quark [59,68] events.

hile the single top quark analyses currently have relatively large uncertainties compared to the analyses using tt events,
they offer complementary information and have an excellent potential for improvement with the large data sets expected
n future LHC runs.

The indirect extraction of mt is realised by comparison of the measured inclusive or differential parton-level cross
ections of the on-shell tt production to the corresponding fixed-order calculations at next-to-leading order (NLO) or next-
o-next-to-leading order (NNLO) accuracy in QCD, which operate withmt being a parameter of the QCD Lagrangian defined
n a certain renormalisation scheme. Therefore, the results of the indirect mt extractions are traditionally also referred to
s the Lagrangian mt obtained in the renormalisation scheme of the fixed-order prediction used. The measurement of the
arton-level cross sections for the indirect mt extraction is also based on MC simulations, as detailed in Sections 2.6

and 2.7. As for the case of the direct measurements, there are conceptual uncertainties in the determination of the
arton-level cross sections due to the limited theoretical knowledge implemented in the MC simulations. The estimate
f the uncertainty associated with the assumptions in the simulations, including the definition of the mt parameter in
he MC, used to connect the particle and the parton levels, is an integral part of the cross section measurement. The
esults of the indirect mt extractions currently have larger uncertainties than those of the direct ones. The reasons are
dditional uncertainties in the calculations of the tt production cross sections and a reduced sensitivity to mt , since more
nclusive observables like production rates are used. The indirect mt extractions were performed using the measured tt

nclusive [53,55,58,64,69] and differential [65], as well as tt+jet differential [70] production cross sections.
Recently, mt extractions were also carried out using events where the top quarks are produced with a high Lorentz

boost [60,67,71]. These boosted top quark events are characterised by the top quark decay products being collimated
ithin a single jet. In contrast to the direct measurements at lower top quark boosts, where individual top quark decay

objects are reconstructed, in this case the mt sensitive observable is the invariant mass of a single top quark jet. This novel
approach ultimately aims to use the measured differential jet mass cross section as a basis to obtain mt , similar to indirect
mt extractions. However, in the absence of corresponding fixed-order calculations, currently the MC simulation is used to
obtain mt , as in direct measurements. The boosted topology, which allows for a clearer separation of the decay products
from top quarks and antiquarks, combines a kinematic mt sensitivity and the ability to make systematic theoretical
redictions at the experimentally observable level, namely quantum-field theoretical predictions of the invariant mass of
op quark jets consisting of stable particles. This fact may be used to eventually establish a clear relation between the direct
nd indirect mt measurements in the future [74]. In this review, we therefore discuss these mt measurements [60,67,71]
eparately from the already established direct and indirect approaches.
Finally, CMS conducted an extensive program of measurements using alternative methods. These are conceptually

close to the direct measurements but were designed aiming at reduced or orthogonal systematic uncertainties. The
mt measurements from kinematic endpoints [51] and from b hadron decay products [56,57] are considered the most
romising. The first two employ the lepton+jets channel, while the latter combines the lepton+jets and dilepton channels.
he J/ψ method [57] had been proposed already in the CMS technical design report [75] as a particularly clean method,
elying only on the reconstruction of three leptons in the final state: one lepton from the W boson decay, and two from
the decay of a J/ψ produced in the decay of the b-flavoured hadron in the b jet. The results have demonstrated the
viability of the method, however its full potential can only be reached with the much larger data sets expected at the
igh-Luminosity LHC (HL-LHC) (as discussed in Section 6.3). The secondary vertex method [56] uses a similar approach,
ut replaces the leptonic decay of the J/ψ particle by the secondary vertex of the decay of the b hadron in the b jet,
hus obtaining a much larger selection of events, and still only using tracking information, however sacrificing the much
leaner experimental signature of the leptonic J/ψ meson decay.
Measurements performed using alternative methods or in single top quark enriched topologies, despite reaching

lower precision compared to standard measurement with the current data sets, can already have a beneficial effect
in mt combinations. These measurements, in fact, have different sensitivity to systematic uncertainties both from the
experimental and modelling points of view, and therefore provide independent information. For example, measurements
based on the reconstruction of b-hadron decay products do not rely on the precise calibration of the b jet energy, at
the cost of a stronger dependence on the modelling of the b quark fragmentation. This can be seen explicitly in the
pdated CMS Run 1 combination presented in Ref. [73] and resulting in a value of mt = 172.52±0.42 GeV. By performing

the combination of CMS inputs excluding the single top quark and alternative measurements of Refs. [56,57,59], a total
ncertainty of 0.44 GeV is obtained, which corresponds to adding in quadrature an extra uncertainty of about 0.15 GeV.
his is equivalent to more than half the size of the leading systematic uncertainty in the combination, i.e. the jet energy

response of b quark jets. The work of Ref. [73] also provides the combination of ATLAS and CMS measurements in Run 1,
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resulting in a value of mt = 172.52± 0.33 GeV, with a precision demonstrating the importance of combination of results
obtained at different experiments.

The focus of this review is the development of analysis strategies in CMS leading to the high-precision mt results
n direct determination, indirect extraction of mt , and measurements in boosted topologies. Before highlighting recent
xamples of the major approaches to measure mt in Sections 3–5, the general aspects in common between the different

analyses are discussed in Section 2. The measurements are summarised and the future perspectives are given in Section 6.

2. Conceptual and experimental aspects of top quark mass measurements

Measurements of the top quark mass rely on the detection and accurate reconstruction of events containing a tt

air or a single top quark. Depending on the final state formed in the top quark decay, as described in Section 2.1,
he details of the event reconstruction may differ. Sophisticated algorithms have been developed to identify final-state
particles and their momenta with optimal efficiency and resolution, as described in Section 2.2. In many of the analyses
iscussed in this review, it is advantageous to use a kinematic reconstruction of the full event, using the laws of energy
nd momentum conservation to improve the knowledge of the final state objects beyond the detector resolution. This is
articularly important for final states that contain an energetic neutrino. The approaches used in the reconstruction of tt
vents are described in Section 2.3. The full event reconstruction also aims to resolve ambiguities in the assignment of
inal-state objects as decay products of a given top quark. This task becomes more challenging in the presence of energetic
luon radiation creating additional jets, and the presence of remnants of the colliding protons (underlying event, UE) as
ell as multiple simultaneous proton collisions (pileup, PU). In order to account for these effects, all analyses rely on
C simulation programs, tuned to describe the event properties as accurately as possible, as reported in Section 2.4.
esides uncertainties in the MC models, the analyses are also affected by experimental uncertainties, briefly summarised
n Section 2.5. Finally, to perform a measurement of mt , the features of the events observed in data are compared with the
theoretical predictions or MC simulations, for a range of hypothetical mt values, and a fit is performed to extract the best
it mt , and uncertainties are evaluated. This procedure can be based on distributions reconstructed at the detector level
via a so-called ‘template fit’) or by comparing theoretical predictions to the distributions corrected for experimental
effects using unfolding techniques as discussed in Section 2.6. The unfolding procedure can rely on the MC generator
to correct back to a hypothetical picture of on-shell top quarks (‘parton level’) or to reproduce the event distributions
at the level of stable particles in the final state (‘particle level’). The latter approach is particularly useful to provide
experimental distributions that can be compared to new MC generator predictions for the purpose of MC tuning, as
discussed in Section 2.7. To interpret the measured mt as a parameter of the SM, quantum aspects related to the short
ifetime and colour charge of the top quark must be considered, as outlined in Section 2.8.

2.1. Top quark production and decay

At the LHC, top quarks can either be produced in tt pairs, via the strong interaction, or as single top quarks through
the EW interaction. Enhanced by the strong coupling, the rate of tt production is about four times larger than that of the
single top quark process.

In leading order (LO) in QCD, hadronic collisions at higher energies produce tt pairs through quark–antiquark (qq )
annihilation or gluon–gluon (gg) fusion. In contrast to pp collisions at the Tevatron, where tt production is dominated
by qq annihilation, in proton–proton (pp) collisions at the LHC, the gg fusion process is dominant [76–78]. The QCD
redictions for tt production have reached next-to-next-to leading order (NNLO) precision and include next-to-next-to-

leading-logarithmic (NNLL) soft-gluon resummation [79–84], and electroweak corrections [85,86]. The cross section of tt
roduction has been studied by the experiments at the Tevatron and the LHC at different centre-of-mass energies and is

found to be well described by the QCD predictions, as shown in Fig. 1.
Single top quark production is mediated by virtual W bosons in s- and t-channels, with the latter being kinematically

enhanced and resulting in a sizeable cross section both at the Tevatron and the LHC [88,89]. The cross sections for single
op quark production in s- and t-channels are calculated at NNLO [90–93]. In pp collisions at the Tevatron, the t and t

uarks are produced with identical cross sections in each channel. In contrast, in pp collisions at the LHC these differ
because of the charge-asymmetric initial state. Furthermore, at the LHC, the W-associated production (tW) becomes
elevant. From the theory perspective, tW production is well defined only at leading order. At NLO, the presence of real
orrections, i.e. the emission of an additional particle, such as gg → tWb leads to overlap between tW and gg → tt .
he contribution of the latter, with a cross section about an order of magnitude larger than that of tW production,
eeds to be subtracted [94,95]. This is only possible with approximations and leads to ambiguities that must be carefully

estimated [96–98].
In Fig. 2, the CMS measurements of single top quark production cross sections in different channels are presented as

functions of the centre-of-mass energy in comparison to the theoretical predictions.
The decay width of the top quark is predicted at NNLO [100–103], with the most precise analytic result being 1.331 GeV

ith an uncertainty of less than 1% [104] for mt = 172.69 GeV, increasing with increasing mt . With the correspondingly
short lifetime of about 5 × 10−25 s, the top quark decays before forming top-flavoured hadrons or tt quarkonium-bound
tates [105]. Instead, the top quark decays weakly into a W boson and a down-type quark, most probably a b quark. The
122
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Fig. 1. Summary of CMS measurements of the tt production cross section as a function of
√
s compared to the NNLO QCD calculation complemented

ith NNLL resummation (Top++ v2.0 [79]). The theory band represents uncertainties due to the renormalisation and factorisation scales, parton
istribution functions, and the strong coupling. The measurements and the theoretical calculation are quoted at mt = 172.5 GeV. Measurements
ade at the same

√
s are slightly offset for clarity. An enlarged inset is included to highlight the difference between 13 and 13.6 TeV predictions

and results.
Source: Figure taken from Ref. [87].

Fig. 2. Summary of single top quark production cross section measurements by CMS. Theoretical calculations for t-channel, s-channel, and W-
associated production are courtesy of N. Kidonakis [93,99].

branching fraction is given by BbW = |Vtb |
2
/(|Vtb |

2
+ |Vts |

2
+ |Vtd |

2), with Vtq (q = d, s, b) denoting the elements of
the CKM matrix, in particular Vtb = 0.998 [1]. In the SM, the denominator of BbW is unity.
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Events with tt production are categorised by the final states of the W bosons emitted in the decays of t and t quarks. In
he dilepton channel, both W bosons decay leptonically, i.e. into a charged lepton and neutrino; in the lepton+jets channel
ne W boson decays leptonically while the other one decays to a qq pair; in the all-jets channel, both W bosons decay
nto qq , forming hadronic jets in the final state:

• dilepton (10.5%), tt → W
+
bW

−
b → ℓ

+
νbℓ

−
νb ,

• lepton+jets (43.8%), tt → W
+
bW

−
b → qq

′
bℓ

−
νb or ℓ

+
νbqq

′
b ,

• all-jets (45.7%), tt → W
+
bW

−
b → qq

′
bqq

′
b .

For each channel, the relative contributions are indicated in parentheses and include hadronic corrections and assume
lepton universality [1]. The charged leptons ℓ denote electrons e, muons µ, or tau leptons τ. Since τ leptons are more
ifficult to reconstruct experimentally compared to e or µ, these are implicitly included in the experimental measurements

via their leptonic decays. Excluding hadronic decays of τ leptons, the branching ratios for the dileptonic and lepton+jets
hannels decrease to 6.5% and 34.4%, respectively. Further in this review, the notation ‘lepton’ refers to e and µ if not
pecified otherwise.
Despite the lowest relative contribution, top quark dilepton decays are widely used in physics analyses since they can

e experimentally identified with the highest purity. While the all-jets channel accounts for almost half of the tt decays,
t is difficult to distinguish those from QCD multijet production. The lepton+jets channel has intermediate properties, with
oderate background contamination and large relative contribution.
In addition to the quarks resulting from the top quark decays, extra QCD radiation can lead to additional jets.

Although the neutrinos remain undetected, their transverse momenta pT are obtained from the imbalance in the transverse
momentum measured in each event.

2.2. Reconstruction of physics objects in CMS

All top quark measurements rely on the efficient reconstruction of its decay products from electrical signals in the
detector. A detailed description of the CMS detector, together with a definition of its coordinate system, can be found
in Ref. [106]. Particles are reconstructed using the particle-flow (PF) algorithm [107], which follows the trajectory of
particles through the various detector systems of the CMS experiment and combines the measurements in the tracking
system, calorimeters, and muon system in order to achieve an optimised reconstruction. For each event, the PF algorithm
returns a list of PF candidates that are categorised either as electron, muon, photon, neutral hadron, or charged hadron,
depending on their signature in the detector systems. Electrons are identified by combining hits in the silicon tracker, the
energy measured in a corresponding cluster in the electromagnetic calorimeter (ECAL), and the sum of all bremsstrahlung
photons compatible with the electron trajectory. Muons are reconstructed from hits in the tracker and muon system.
Charged hadrons are measured by a combination of tracker and the connected energy clusters in the ECAL and hadronic
calorimeter (HCAL). Photons and neutral hadrons are reconstructed from energy clusters in the ECAL and a combination
f ECAL and HCAL, respectively.
The primary pp interaction vertex is taken to be the vertex corresponding to the hardest scattering in the event,

valuated using tracking information alone, as described in Section 9.4.1 of Ref. [108]. In order to reduce effects from
additional pp collisions in each event, we use pileup mitigation tools that act on the list and remove PF candidates that
an be associated with a pileup vertex. The CMS Collaboration uses two algorithms for pileup mitigation. The charge-
adron subtraction (CHS) [109] technique removes charged hadrons that are associated with a pileup vertex by calculating
he distance of closest approach of each track to the reconstructed primary vertices. The PU-per-particle identification
(PUPPI) [110,111] algorithm goes one step further and also acts on neutral PF candidates. Each PF candidate is assigned
 weight between 0 and 1 that scales the four-momentum according to the probability of the particle to originate from
 pileup interaction. The weight is calculated as a function of a variable defined by the energy deposits in the vicinity of
he PF candidate. The PUPPI algorithm makes the additional pileup corrections to jets unnecessary, and has improved the
performance and pileup stability of jet substructure tagging.

The modified list of PF candidates is subsequently used as input for jet clustering algorithms, such that hadronic decay
products of the top quark can be identified with jets. In CMS, the anti-kT [112] jet clustering algorithm is commonly used,
s implemented in the FastJet software package [113] using a distance parameter of R = 0.4. The missing transverse

momentum vector p⃗miss
T is computed as the negative vector sum of the transverse momenta of all the PF candidates

n an event, and its magnitude is denoted as pmiss
T [114]. The jet energy scale (JES) [115] is corrected for pileup effects,

etector effects, and residual differences between data and simulation. The jet energy resolution (JER) [115] is smeared
n simulated events in order to match the resolution observed in data. Both corrections are propagated to pmiss

T in each
event.

Jets originating from b quarks are identified (tagged) with multivariate approaches that make use of global event,
econdary vertex, displaced track, and jet constituent information [116].
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2.3. Kinematic reconstruction of the t t system

The top quarks are investigated experimentally by measuring their decay products and their kinematic properties.
In the all-jets decay channel, all decay products are reconstructed. In the dilepton channel, however, the two neutrinos
from the W boson decay are not measured, thus leading to ambiguities in the reconstruction of neutrino momenta. The
lepton+jets channel exhibits intermediate properties with only one neutrino in the final state, leading to fewer ambiguities.
everal methods of kinematic reconstruction of tt pairs have been developed, which are described in the following.

2.3.1. Reconstruction in the lepton+jets and all-jets channels
In the lepton+jets and all-jets channels, kinematic fits [117,118] are employed to check the compatibility of an event

ith the tt hypothesis and to improve the resolution of the reconstructed quantities. The fit parameters are the three-
ectors of the momenta of the six decay products resulting in 18 unknowns. The following constraints are applied in the
it: the invariant masses of the top quark and antiquark candidates should be the same and the invariant masses of both
W boson candidates should be 80.4 GeV [1]. The intrinsic width effects are negligible with respect to the experimental
esolution, with the latter taken into account in the kinematic fit.

In the lepton+jets channel, the four-momenta of the lepton and the four highest-pT (leading) jets, and p⃗miss
T are the

inputs that are fed together with their resolutions to the fit algorithm [117]. With these input values, the fit has two
degrees of freedom. In the all-jets channel, the momenta and resolutions of the six leading jets are the inputs to the
fitter [118] resulting in a fit with three degrees of freedom. The kinematic fit then minimises χ

2
≡ (x − xm)TG(x − xm),

here xm and x are the vectors of the measured and fitted momenta, respectively, and G is the inverse covariance matrix,
hich is constructed from the uncertainties in the measured momenta. The above-mentioned constraints are added to
he minimisation procedure with Lagrange multipliers.

The fit is performed for all possible assignments of the jets to the decay products. To reduce combinatorics, exactly
wo of the selected leading jets are required to be identified as originating from a b quark (b tagged). In the lepton+jets
hannel, the two b-tagged jets are candidates for the b quarks in the tt hypothesis, while the two jets that are not b tagged
serve as candidates for the light quarks from the hadronically decaying W boson. In addition, there are two solutions for
the start value of the longitudinal component of the neutrino momentum per parton-jet assignment. Hence, the fit is
performed for four different permutations per event. In the all-jets channel, the two b-tagged jets are the candidates for
the b quarks and the four jets that are not b tagged serve as candidates for the light quarks from the hadronically decaying
W bosons. Hence, the fit is performed for six different permutations.

The χ
2 probability Pgof of the kinematic fits is used to rank the permutations, since the permutations with wrongly

ssigned jets typically have very low Pgof values. For simulated tt events, the parton-jet assignments can be classified as
orrect, wrong, and unmatched permutations. In the first case, all quarks from the tt decay are matched within a distance
f ∆R =

√
(∆η)2 + (∆φ)2 < 0.3, where φ is the azimuthal angle and η is the pseudorapidity, to a selected jet and assigned

with the correct flavour assumption to the correct top quark. If all quarks are matched to a selected jet, but the wrong
permutation is chosen, it is labelled ‘wrong’, while ‘unmatched’ indicates that not all quarks are matched unambiguously
to a selected jet.

Due to the constraints, the kinematic fits improve the resolution of the reconstructed mass of the top quark candidates.
The resolution of the reconstructed mass of the top quark with and without applying the kinematic fit is presented in Fig. 3
for the lepton+jets (multiple permutations) and all-jets channels (permutation with lowest χ

2). In the all-jets channel,
nly the permutation with the lowest χ

2 in each event is considered for further analysis. The resolution σ
peak is extracted

y fitting a Gaussian distribution within the range −40 < mrec
t −mgen

t < +40 GeV. Without a kinematic fit, the resolution
f the reconstructed top quark mass is relatively poor in the case of the lepton+jets channel, while the peak is hardly
iscernible at all in the all-jets channel. In both tt decay channels, the kinematic fit improves the resolution using either
ll jet-parton permutations or the one with the lowest χ

2. Finally, a cut on Pgof > 0.2 (0.1) is used in the lepton+jets
(all-jets) channel, which matches the resolution of the case where only correct permutations are considered with their
pre-fit momenta. The selection efficiency of the Pgof cut is 27.4 (5.3)% in the lepton+jets (all-jets) channel. Besides the
mass, the kinematic fits can also improve the reconstruction of other kinematic variables of the tt system, such as its
invariant mass mtt . The bias and resolution of the reconstructed mrec

tt with regard to the generated mgen
tt

is shown for
the lepton+jets channel in Fig. 4 and for the all-jets channel in Fig. 5. The resolution is defined as the root-mean-square
RMS) of the difference between the reconstructed and the generated parton-level quantity, and the bias as its mean. The
inematic fit with a Pgof cutoff improves the resolution and is almost free of bias over the examined range in mgen

tt
.

2.3.2. Reconstruction in the dilepton channel
In contrast to the lepton+jets channel, direct measurements ofmt in the dilepton channel are challenging because of the

ambiguity due to the two neutrinos in the final state, reconstructed as p⃗miss
T . Therefore, the dilepton tt events are mostly

used for extraction of mt through comparisons of the measurements of inclusive or differential tt cross sections [65,66,70]
o the theoretical predictions, as explained in Section 4. In this case, the reconstruction method aims to obtain good
esolution of the observable of interest and a high reconstruction efficiency.
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Fig. 3. Reconstructed top quark mass resolution with and without the HitFit/KinFitter kinematic reconstruction in the lepton+jets (left) and all-jets
right) channels. Multiple reconstruction options with and without kinematic fit are represented by lines of different colour, and ‘‘correct’’ denotes
the correct parton-jet assignments as discussed in the text. The HitFit/KinFitter reconstruction with a cutoff on Pgof is used for measuring the top
quark mass [62,63].

Fig. 4. Reconstructed tt mass bias (left) and resolution (right) with and without the HitFit kinematic reconstruction in the lepton+jets channel, as
functions of the tt invariant mass at generator level. Multiple reconstruction options with and without kinematic fit are represented by lines of
different colour, and ‘‘correct’’ denotes the correct parton-jet assignments as discussed in the text. The HitFit reconstruction with a cutoff on Pgof is
sed for measuring the top quark mass [62].

For the tt reconstruction in the dilepton channel, several methods have been developed, with the primary task of
obtaining solutions for the two unknown neutrino momenta. Depending on the observable of interest, either the individual
top quark and antiquark, e.g. in the measurement of single-particle kinematics, or only the tt system, are reconstructed.

The full kinematic reconstruction (FKR) of the tt pair is based on the algebraic approach suggested in Ref. [119]. A
system of kinematic equations describing the tt system is solved using the four-momenta of the six final-state particles,
.e. two leptons, two b jets, and the two neutrinos. It is assumed that the total measured missing transverse momentum
s due to the two neutrinos and can be decomposed as follows:

pmiss
x = px,ν + px,ν , pmiss

y = py,ν + py,ν . (1)

The invariant mass of the lepton and the neutrino from the same top quark should correspond to the mass of the W

oson, resulting in the following equations:

m2
+ = (E + + E )2 − (p + + p )2 − (p + + p )2 − (p + + p )2, (2)
W ℓ ν x,ℓ x,ν y,ℓ y,ν z,ℓ z,ν
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Fig. 5. Reconstructed tt mass bias (left) and resolution (right) with and without the KinFitter kinematic reconstruction in the all-jet channel, as
functions of the tt invariant mass at generator level. Multiple reconstruction options with and without kinematic fit are represented by lines of
different colour, and ‘‘correct’’ denotes the correct parton-jet assignments as discussed in the text. The KinFitter reconstruction with a cutoff on
gof is used for measuring the top quark mass [63].

m2
W

− = (E
ℓ
− + E

ν
)2 − (px,ℓ− + px,ν )

2
− (py,ℓ− + py,ν )

2
− (pz,ℓ− + pz,ν )

2
. (3)

Finally, the masses of the top quark and antiquark are given, respectively, by:
m2

t = (E
ℓ
+ + E

ν
+ Eb )

2
− (px,ℓ+ + px,ν + px,b )

2
− (py,ℓ+ + py,ν + py,b )

2

−(pz,ℓ+ + pz,ν + pz,b )
2
,

(4)

m2
t = (E

ℓ
− + E

ν
+ Eb )

2
− (px,ℓ− + px,ν + px,b )

2
− (py,ℓ− + py,ν + py,b )

2

−(pz,ℓ− + pz,ν + pz,b )
2
.

(5)

The masses of the b quarks are set to the values used in the simulation, while lepton masses are assumed to be negligible.
he masses of the top quark and of the W boson need to be fixed in order to solve the system of Eqs. (1)–(5). For analyses
here the choice does not directly affect the result of the measurement, they are typically fixed to the default values of

mt = 172.5 GeV and mW = 80.4 GeV. The equation system can then be solved analytically with a maximum four-fold
mbiguity. Selected is the solution which yields the minimum invariant mass of the tt system, as it was shown that this

choice provides the best solution in most cases. In analyses that target direct reconstruction of mt in the dilepton channel,
a dedicated method [48,50,54] is used that tests different mt hypotheses. In contrast, in differential measurements of the
tt cross section, the dependence on the choice of mt in the reconstruction is usually estimated by varying the top quark
ass assumption in the MC simulation.
To capture the effects of the finite detector resolution, the kinematic reconstruction is repeated 100 times, each time

andomly smearing the measured energies and directions of the reconstructed leptons and jets within their resolutions.
his smearing procedure recovers events that initially yielded no solution because of limited experimental resolution.
urther, in the same smearing procedure, the mass of the W boson is varied according to a relativistic Breit–Wigner
unction, estimated using the generator-level W boson mass distribution. For each solution, a weight is calculated based
n the expected true spectrum of the invariant mass of a lepton and a b jet (mℓb ) stemming from the decay of a top
uark and taking the product of the two weights for the top quark and antiquark decay chains: w = wm

ℓb
wmℓb

. The final
three-momenta of the top quarks j and k are then determined as a weighted average over all smeared solutions summing
ver all 100 kinematic reconstructions:

⟨p⃗ k,j
t ⟩ =

1
ws

100∑
i=1

wip⃗
k,j
t,i , with ws =

100∑
i=1

wi. (6)

All possible lepton-jet combinations in the event that satisfy the requirement for the invariant mass of the lepton and jet
mℓb < 180 GeV are considered. Combinations are ranked, based on the presence of b-tagged jets in the assignments, i.e.
a combination with both leptons assigned to b-tagged jets is preferred over those with one or zero b-tagged jet. Among
ssignments with an equal number of b-tagged jets, the one with the highest sum of weights is chosen. Events with no

solution after smearing are discarded. The four-momentum vector of the top quark is determined by its energy, which is
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calculated from ⟨p⃗t⟩, and the top quark mass of 172.5 GeV. The kinematic properties of the top antiquark are determined
nalogously. The efficiency of the kinematic reconstruction, defined as the number of events where a solution is found
ivided by the total number of selected tt events, is studied in data and simulation, and consistent results of about 90%
re found in analyses at

√
s = 13 TeV.

The value of the invariant mass mtt of the tt pair obtained using FKR is highly sensitive to the predefined value of
the top quark mass used as a kinematic constraint. However, the objective of the analyses described in this paper is the
extraction of mt , in some cases exploiting the mtt distribution or related observables. For such cases, the loose kinematic
reconstruction (LKR) was developed [65], where the value of the top quark mass is not constrained. In this algorithm, the

ν system is reconstructed, rather than the individual ν and ν . As a consequence, only the tt system can be reconstructed
in LKR, but not the individual top quark and antiquark. As in FKR, all possible lepton-jet combinations in the event that
satisfy the requirement for the invariant mass of the lepton and jet mℓb < 180 GeV are considered. Combinations are
ranked, based on the presence of b-tagged jets in the assignments, but from all the combinations with an equal number
of the b-tagged jets, the ones with the highest pT jets are chosen. The kinematic variables of the νν system are derived
s follows:

1. the transverse momentum p⃗T of the νν system is set equal to p⃗miss
T ;

2. the νν longitudinal momentum pz,νν
is set to that of the lepton pair, pz,νν

= pz,ℓℓ , for pT,νν
< Eℓℓ , and to zero

otherwise;
3. the energy of the νν system E

νν
is defined as E

νν
= Eℓℓ for p

νν
< Eℓℓ , and E

νν
= pℓℓ otherwise, ensuring that

m
νν

≥ 0;
4. the four-momentum sum of ℓℓνν is calculated;
5. for mℓℓνν

< 2mW = 2 × 80.4 GeV, the mass component of the four-momentum of ℓℓνν is set to 2mW , ensuring
that m

W
+
W

− ≥ 2mW ;

6. the four-momentum of the tt system is calculated by using the four-momenta of the ℓℓνν system and of the two
b jets as ℓℓνν+bb .

The additional constraints that are applied on the invariant mass of the neutrino pair, m
νν

≥ 0 (item 3) and on the
nvariant mass of the W bosons, m

W
+
W

− ≥ 2mW (item 5) have only minor effects on the performance of the
econstruction. The method yields similar tt kinematic resolutions and reconstruction efficiency as for the FKR method.
n the CMS analysis [65], the LKR was exclusively used to measure triple-differential tt cross sections as functions of the
invariant mass and rapidity of the tt system, and the additional-jet multiplicity.

For the presented performance studies, the powheg+pythia8 [120–124] tt simulated samples are used, which are
xplained in detail in Section 2.4. The reconstruction efficiency for both methods is shown in Fig. 6 as a function of the
econstructed tt kinematic variables mtt , pT,tt , and ytt . An event is considered as reconstructed if the reconstruction
ethod yields at least one solution as described above. The overall efficiency for the LKR is about 4% higher than for

he FKR, and shows the same kinematic properties. The maximum efficiency is achieved for low mtt , central ytt , and low
pT,tt . The efficiency drops rapidly with increasing pT,tt as the leptons and jets become less separated. For Lorentz-boosted
onfigurations with pT,tt > 700 GeV, the reconstruction fails in 20% of the cases.
The resolution and bias for both algorithms are shown in Figs. 7 and 8, respectively, as functions of the same three

bservables at the generator level. As described above for the lepton+jets decay channel, the resolution is defined as the
MS of the difference between the reconstructed and the parton-level quantity, and the bias as its mean. As in the case
f the efficiencies, the LKR shows better performance. Its bias is often closer to zero in the low-mtt regime, but becomes

larger than in the case of the FKR for very large values of mtt . The LKR shows better resolution over the whole spectra,
ut it should be noted that the resolution definition is sensitive to outliers, e.g. in the tails of the distribution, affecting
he performance of the FKR, e.g. in the low-mtt region. For probing mt in the dilepton channel, the resolution at low mtt ,
close to the production threshold, is of key importance. The resolution is about 100–150 GeV, which defines the minimal
bin width in the differential mtt measurement.

Since the FKR and LKR methods are developed to be agnostic to additional radiation for tt production, a multivariate
method was developed in CMS [70] to optimise the resolution for an observable related to the invariant mass of the tt+jet
ystem, denoted as ρ, which is defined for tt events with at least one additional jet:

ρ =
340 GeV
mtt +jet

. (7)

In the definition of ρ, the leading jet is considered and mtt +jet is the invariant mass of the tt+jet system. This observable
hows a large mt sensitivity and is measured in a CMS analysis [70] described in Section 4.5 to extract mpole

t . The result
of the measurement is independent of the choice of the scaling constant in the numerator, which is introduced to define

dimensionless, and is on the order of two times mt . Set up as a regressional neural network (NN), a fully connected
eed-forward NN is trained. The benefit of using a regression NN is the maximised reconstruction efficiency, increasing
the acceptance of the measurement, as it yields a solution for every event. The NN uses a set of low-level inputs, e.g.
particle four-momenta, and high-level input variables, such as geometric and kinematic properties of the systems of the
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Fig. 6. The reconstruction efficiencies for the full kinematic reconstruction (FKR, blue circles) and loose kinematic reconstruction (LKR, orange squares)
re shown as functions of the invariant mass, transverse momentum, and rapidity of the reconstructed tt system. The averaged efficiencies are 92

(96)% for the FKR (LKR). The corresponding parton-generator-level distributions, normalised to unit area, for tt production are represented by the
rey shaded areas, shown on the logarithmic scale (right y axis). The powheg+pythia8 tt simulated samples are used.

final-state objects. Starting from a set of 100 variables, the ten variables with the highest impact on the output of the NN
are selected. These also include solutions of the LKR and FKR algorithms. Simulated events are used for the training of the
regression NN if they contain at least three reconstructed jets with pT > 30 GeV and |η| < 2.4. The ten input variables,
ordered by their impact, used for the regression NN are:

• the calculation for ρ using the LKR;
• the calculation for ρ using the FKR;
• the invariant mass of the dilepton and subleading jet system;
• the invariant mass of the leading lepton and subleading jet system;
• the pT of the subleading lepton;
• the invariant mass of the dilepton system;
• the invariant mass of the subleading lepton and subleading jet system;
• the invariant mass of the subleading lepton and leading jet system;
• the invariant mass of the dilepton and leading jet system;
• pmiss

T .
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Fig. 7. The biases (solid lines), as defined in the text, for the full kinematic reconstruction (FKR, blue) and loose kinematic reconstruction (LKR,
orange) are shown for the invariant mass, transverse momentum, and rapidity of the tt system, as a function of the same variables at the generator
evel. The corresponding parton-generator-level distributions, normalised to unit area, for tt production are represented by the grey shaded areas,
hown on the logarithmic scale (right y axis). The powheg+pythia8 tt simulated samples are used.

The training is performed using an independent data set, which is produced with the MadGraph5_amc@nlo [125] event
enerator at NLO accuracy, interfaced with pythia8 [124]. Afterwards, the resulting performance is also evaluated using

the powheg+pythia8 simulation, and is checked for possible overtraining.
The performance of the NN regression is shown in Fig. 9. The left plot shows the correlation between the parton-level

value (ρgen) and the reconstructed value (ρreco). The correlation coefficient for the regression is 0.87, compared to 0.78
(0.84) for the loose (full) kinematic reconstruction.

The resolution of the regression NN is compared to that of the FKR and LKR in Fig. 9 (right). The resolution is defined as
the RMS of the difference between the true value ρgen at parton level and the reconstructed value ρreco of the regression
NN in a given ρgen bin, divided by 1 + ⟨ρgen − ρreco⟩ to account for the bias in the reconstruction and to evaluate the
esponse corrected resolution. The advantage of the multivariate method is the final resolution ranging between 0.05 and
.08 in the full spectrum, which is an improvement by as much as a factor of two with respect to earlier approaches. The
ost significant improvement is achieved for the values of ρgen close to unity. Since this kinematic regime corresponds

o small values for the invariant mass of the tt+jet system, it is the most sensitive region for the mt measurement. An
additional advantage is the 10%–15% higher reconstruction efficiency since the described method is 100% efficient.
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Fig. 8. The resolutions (solid lines), as defined in the text, for the full kinematic reconstruction (FKR, blue) and loose kinematic reconstruction (LKR,
range) are shown as functions of the invariant mass, transverse momentum, and rapidity of the tt system at the generator level. The corresponding
arton-generator-level distributions, normalised to unit area, for tt production are represented by the grey shaded areas, shown on the logarithmic
cale (right y axis). The powheg+pythia8 tt simulated samples are used.

2.4. Monte Carlo simulations and modelling uncertainties

Physics generator configurations for top quark mass measurements. Proton–proton collisions are modelled and studied using
MC event generators, which split the prediction into several steps, each tackled with different techniques, depending on
he typical energies involved: the hard scattering, computed with a pure perturbative approach; the parton shower (PS),
volving the partons emerging from the hard scattering down to energies where the perturbative approach is no longer
iable; the hadronisation, which is based on phenomenological models; UE, and the decays of unstable hadrons. The
alculation of the cross section is factorised as a convolution of a perturbatively calculable parton scattering process with
he structure of the colliding protons, described by the parton distribution functions (PDFs), at a certain factorisation
cale µf, commonly chosen as a typical energy scale of the process Q 2. The proton PDFs are functions of the fraction x of
he proton momentum carried by the parton participating in the interaction, and the scale Q 2. While the x dependence
f the PDFs cannot yet be calculated from first principles and has to be determined empirically by using dedicated
easurements, their Q 2 dependence is encoded in the pQCD DGLAP evolution equations [126–130]. The hard scattering

s generated by using matrix element (ME) codes such as MadGraph [125], and initial-state radiation (ISR) and final-state
radiation (FSR) are simulated with parton shower algorithms with general-purpose MC codes such as pythia8. The UE is
omposed of additional interactions of the initial beam hadrons besides the hard scattering, the particles from multiple-
parton interactions (MPI), and their radiation. Hadronisation, underlying event, colour reconnection (CR), and MPI can only
be calculated nonperturbatively, and require tuning of the involved phenomenological parameters to describe the data
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Fig. 9. The correlation between ρgen and ρreco is shown for the regression NN reconstruction method (left). The ρreco resolution, defined in the text,
s a function of ρgen (right) for the full (blue line) and loose (orange line) kinematic reconstructions and the regression NN (red line) methods. The
umber of events per bin in the left plot is shown by the colour scale.
ource: Figure taken from Ref. [70].

reliably. Another nonperturbative ingredient to event generators is given by the parton distribution functions (PDFs) used
n the hard partonic ME calculation, the PS simulation, and the MPI model. Typically, the generated events are processed
ith the CMS detector simulation based on Geant4 [131] using the conditions appropriate for each period of data taking.
s a convention among the Tevatron and LHC experiments and the theory community, from the beginning of the LHC
unning, the reference value for the top quark mass in the MC simulations is set to mMC

t = 172.5 GeV [132].
In the LHC Run 1, tt signal samples were generated at LO in QCD with up to three additional partons using the

MadGraph5.1 ME generator [125]. The top quark decays were treated without spin correlations in the samples produced
for the analysis of the 7 TeV dataset. The 8 TeV CMS samples employed madspin [133] to improve the description of
angular correlations between the top quark decay products. For parton showering, hadronisation, and underlying event
imulation, pythia6.4 [134] was used with the Z2 [135] and Z2* tunes [136] at 7 and 8 TeV, respectively. The tune Z2* is
 result of retuning a subset of the parameters of the Z2 tune using the automated professor tuning package [137].
The top quark MC samples produced for the analyses of LHC Run 2 data, in particular those used in the analyses of

ata taken at 13 TeV and collected during the years 2015 and 2016, were generated with the powheg v2 [120–123] NLO
generator interfaced with pythia8.2 [124] using the CUETP8M2T4 tune [138]. This tune included a fit to CMS tt+jet data
taken at

√
s = 8 TeV to obtain an improved description of ISR in tt events.

Later Run 2 samples (so-called ‘‘legacy’’ samples, referring to the updated data reconstruction and calibrations) were
roduced with the CP5 tune [139], which for the first time incorporated fits to data taken at 13 TeV and employed an
dentical NNLO PDF set and the corresponding value of the strong coupling αS at NNLO for both the powheg ME generator
nd the pythia8 components, i.e. ISR, FSR, and MPI.
In the measurements of the top quark mass, the uncertainties related to simulations need to be considered. Ideally,

different MC generators and implied setups should provide an adequate description of the observables of interest.
n practice, the default MC setups were validated most extensively in CMS analyses. The modelling uncertainties are
actorised into individual components associated with the aforementioned setups, as summarised in Table 2, and are
iscussed in more detail in the following.

Pdf uncertainties. PDF uncertainties are evaluated through reweighting, without the need of generating additional MC
amples. The MadGraph5 LO samples used in analyses of Run 1 data were reweighted a posteriori using LHAPDF5.6 [140–
142] following the formula

w
new

=
f new
1 (x1;Q

2) f new
2 (x2;Q

2)

f ref
1 (x1;Q

2) f ref
2 (x2;Q

2)
. (8)

Here, fi refers to the distribution of the interacting parton i in each of the two colliding protons and is a function of
he fraction xi of the proton momentum carried by that parton, and of the factorisation scale denoted here as Q . The
DF uncertainty was evaluated as an envelope of the individual uncertainties encoded in Hessian CT10 NLO [143] and

MSWT2008 [144] eigenvectors, and in NNPDF2.3 NLO [145] replicas.
Since Run 2, PDF weights are calculated directly during the powheg v2 NLO event generation and stored in the event.

n particular, in early Run 2 analyses, the PDF uncertainty was evaluated using replicas of the NNPDF3.0 NLO PDF set [146].
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Table 2
Overview of CMS MC setups for tt production used in analyses of Run 1 and Run 2 data, and their associated modelling uncertainties.

Run 1 Early Run 2 Run 2 legacy

Default setup
ME generator MadGraph5 powheg v2 powheg v2

tt + ≤3 jets @ LO tt @ NLO tt @ NLO
PDF CT10 NLO NNPDF3.0 NLO NNPDF3.1 NNLO
PS/UE generator pythia6.4 pythia8.2 pythia8.2
PS/UE tune Z2(*) CUETP8M2T4 CP5
Uncertainties
PDF CT10 eigenvectors, NNPDF replicas † NNPDF eigenvectors,

MSTW08, NNPDF2.3 † CT14, MMHT14 †

ME scales µr ⊕ µf up/down µr ⊕ µf 7-point † µr ⊕ µf 7-point †

ME-PS matching threshold up/down hdamp up/down hdamp up/down
Alternative ME powheg v1 MadGraph5_amc@nlo MadGraph5_amc@nlo
Alternative PS pythia6.4/herwig++ 2.3 jet flavour uncertainty
Top quark pT ratio to 7/8 TeV data ratio to 13 TeV data ratio to 13 TeV data
ISR µ

ISR
r up/down µ

ISR
r up/down µ

ISR
r up/down †

(correlated with ME)
FSR — µ

FSR
r up/down µ

FSR
r up/down †

UE P11, P11 mpiHi/TeV CUETP8M2T4 up/down CP5 up/down
CR P11, P11noCR ERD on/off, CR1 (ERD on), ERD on/off,

CR2 (ERD off) CR1, CR2 (both ERD off)
b fragmentation rb up/down † rb up/down, rb up/down, un/tuned,

Peterson † Peterson †

Variations marked with a dagger (†) are evaluated via event weights, which mitigates the uncertainty associated with the size of MC
samples without the need for additional simulations.

The Run 2 legacy setup includes the Hessian eigenvectors of NNPDF3.1 NNLO by default, and, alternatively, of CT14
NLO [147] and MMHT2014 NNLO [148].

Matrix element scales. For the Run 1 MadGraph5 predictions, additional samples were generated varying the renormalisa-
ion (µr) and factorisation (µf) scales in the matrix element by factors of 1/2 and 2, in parallel with the ISR renormalisation
cale prefactor and the FSR ΛQCD (outside resonance decays) in pythia6. The powheg v2 samples in Run 2 include weights
or variations of µr and µf that allow for independent, simultaneous, or full 7-point scale variations, avoiding the cases
n which µr/µf = 1/4 or 4, following Ref. [149].

Parton shower matching. The Run 1 samples were generated with MLM matching [150] to interface the MadGraph5
atrix elements with the pythia6 PS. The matching threshold was varied from a default of 40 GeV to 30 and 60 GeV,

respectively. For the early Run 2 powheg+pythia8 samples, the powheg hdamp parameter, regulating the high-pT radiation,
nd the value of α

ISR
S were tuned to CMS tt+jets data in the dilepton channel at 8 TeV [138,151], yielding hdamp =

1.58 +0.66
−0.59 mt and α

ISR
S = 0.111 +0.014

−0.014. For the Run 2 legacy samples, α
ISR
S was fixed to 0.118 and only the damping

arameter was retuned to hdamp = 1.38 +0.93
−0.51 mt .

Initial-state radiation. In Run 1 simulations, the ISR renormalisation scale in pythia6 was varied simultaneously with the
matrix-element scales in dedicated samples by factors of 1/2 and 2. For the early Run 2 analyses, additional samples were
produced with the ISR scale in pythia8 varied by the same factors, to approximate the α

ISR
S variations found in the tuning

to tt data. For production of Run 2 legacy samples and later, ISR scale variations are included as weights [152], providing
educed (factor fµr

=
√
2 and 1/

√
2), default (fµr

= 2 and 1/2), and conservative (fµr
= 4 and 1/4) variations. In addition,

fµr
= 2 (and 1/2) and nonsingular term variations [152] are available for each ISR splitting g → gg , g → qq , q → qg ,

nd b → bg separately. The nonsingular terms are ambiguous terms that appear away from the soft collinear singular
nfrared limits. These terms are sensitive to missing higher-order ME corrections, the effect of which could be ameliorated
y NLO scale compensation terms, as discussed in Ref. [152].

Final-state radiation. Both pythia6 and pythia8 include NLO matrix-element corrections for the top quark and W boson
decays so that the leading gluon emission has LO precision. There was no variation for FSR from the top quark and W
oson decay products in the Run 1 samples. For early Run 2, additional samples were produced with the FSR scale in

pythia8 varied by factors of 1/2 and 2. The Run 2 legacy samples include weights providing reduced (factor fµr
=

√
2),

efault (fµr
= 2), and conservative (fµr

= 4) variations for FSR. As for ISR, fµr
= 2 and nonsingular term variations

re available for each FSR splitting g → gg , g → qq , q → qg , and b → bg separately. In particular, this allows for a
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Fig. 10. Distributions of the jet multiplicity NJets [153] (left) and the jet substructure observable ∆Rg , the angle between the groomed subjets,
ormalised to the number of jets [154] (right) in tt events at 13 TeV (black symbols). The data are compared to the MC simulation setups used

in Run 1, early Run 2, and Run 2 legacy analyses, presented by bands of different style and colour. The uncertainty bands include ME scale, ME-PS
atching, ISR, and FSR uncertainties.

decorrelation of radiation from the quarks within the W boson decay (which typically is constrained by the reconstructed
W boson mass) and the radiation from b quarks in the top quark decay.

Fig. 10 shows the evolution of central prediction and radiation uncertainties from Run 1 to Run 2 compared to
measurements at 13 TeV. The jet multiplicity NJets [153] is sensitive to ME scale, ME-PS matching, and ISR uncertainties,
while the angle between groomed subjets ∆Rg [154] strongly depends on the FSR and its uncertainties. The FSR
uncertainty in the Run 2 legacy sample is significantly reduced due to an NLO scale compensation term [152].

Alternative ME generators. Alternative MC samples were generated using the powheg v1 NLO generator in Run 1, and
their difference was included as a systematic uncertainty. In Run 2, alternative samples have been produced with
adGraph5_amc@nlo and FxFx merging [155], including up to three additional partons at NLO. As these samples were
issing matrix-element corrections to the top quark decays, they were not suitable for the top quark mass measurements
nd were not included in systematic uncertainty estimation. Note that neither a MadGraph5_amc@nlo sample with decay
E corrections [156] nor a powheg bb4l [157,158] sample was available in a form to be considered for the measurements

presented in this review.

Alternative parton shower models. The comparison of different PS algorithms is an important validation of the factorised
uncertainty model. Usually, this was done by comparing samples generated with pythia 6/8 or herwig 6/++/7, using the
generator versions available at the time. However, it should be noted that these general-purpose shower MC generators
lso differ in ME-PS matching, UE, CR, fragmentation functions, and accuracy of decay ME corrections, such that a
omparison between them contains ambiguities that can result in underestimating or overestimating the impact on a
iven mt-sensitive observable. In particular, herwig++ 2.7 tune EE5C shows an excess of additional jets in the direction of
he top quark with respect to the CMS 13 TeV data [159] that was deemed concerning for measurements of mt . Therefore,
the difference in jet energy response between the two generators is isolated and taken into account as a systematic
uncertainty. This has been determined by comparing the jet energy response in pythia6.4 tune Z2* and herwig++ [160]
une EE3C [161] with regard to the quark-dominated Z+jet reference sample [115]. For the early Run 1 measurements
t 7 TeV, the full impact on a QCD sample with events containing mostly gluon-initiated jets was propagated as an
ncertainty into the b jet energy response. Since the Run 1 measurements at 8 TeV, this uncertainty is evaluated for each

jet flavour separately but applied to the measurement of mt in a correlated way, mimicking the effect of switching the
imulation used for jet energy calibration and analysis from pythia to herwig. The latest versions of modern shower MC
enerators such as pythia8 and herwig 7 [162] also provide alternative PS algorithms, which should enable an improved
omparison of PS algorithms in the near future.

Top quark pT. In the context of Run 1 analyses, it was observed that the pT spectra of top quarks in data are considerably
ofter than predicted by the then available NLO MC generators. While the central MC prediction was not altered, an
dditional uncertainty was introduced to cover this difference, derived from the ratio of data to NLO MC prediction.
n Fig. 11, this ratio is shown for 2015 data and powheg+pythia8 simulation used in early Run 2, in dilepton and
lepton+jets [163] events. To evaluate the systematic uncertainty, the fitted exponential function exp(0.0615 − 0.0005pT)
s applied to pT of each top quark at the parton level. The NNLO QCD + NLO EW prediction [85] agrees better with
the measured data, as exemplified by the flatter fitted ratio of exp(0.0389 − 0.0003p ). Also shown is the top quark p
T T
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Fig. 11. Left: Ratio of data to powheg+pythia8 (early Run 2) predictions for top quark pT at the parton level in the dilepton (red symbols) and
lepton+jets (blue symbols) channels along with an exponential fit (solid line). Centre: same for the ratio of data to the NNLO QCD+NLO EW
rediction [85]. Right: Distribution of the transverse momentum of the hadronically decaying top quark as measured by CMS [159] at the particle
evel (black symbols) compared to MC simulations for the generator setups used in Run 1, early Run 2, and Run 2 legacy analyses, presented by
ands of different styles. The uncertainty bands include ME scale, ME-PS matching, ISR, and FSR uncertainties.

measurement at the particle level using 13 TeV data recorded in 2016 [159], compared to the predictions of the generator
setups used in Run 1, early Run 2, and Run 2 legacy samples with ME scale, ME-PS matching, and ISR/FSR uncertainties.
The Run 2 powheg simulation shows an improved agreement with the data.

Underlying event. For the simulations used in CMS Run 1 measurements, the pythia6 Z2 tune [135] was employed. This
une is obtained by fitting 900 GeV and 7 TeV CMS UE data and is based on the CTEQ6L PDF set and uses pT-ordered
showers. The variations for the Z2 tune have not been provided, therefore corresponding UE uncertainties are estimated
y comparing the Perugia 2011 (P11) tune to the P11 mpiHi, and P11 Tevatron tunes [164]. The Perugia Tevatron tunes
amily is derived using hadronic Z boson decays at LEP, Tevatron minimum bias (MB) data taken at

√
s = 0.63 TeV,

Tevatron MB and Drell–Yan data at 1.8 TeV and 1.96 TeV, and SPS MB data taken at 0.2, 0.546, and 0.9 TeV. As in the Z2
tune, it is based on pT-ordered showers. The Perugia tunes and their corresponding variations were updated in 2011 [164]
o use the same value of ΛQCD for both ISR and FSR in the shower and to take into account the early 0.9 and 7 TeV LHC
B and UE data. With this update, a variant, called P11 mpiHi, with MPI that also uses the same ΛQCD used for ISR and

FSR is also provided.
In the mt analyses in Run 2 the differences between the nominal tunes and their corresponding variations, obtained

by their eigentunes, are considered as the UE uncertainty. In early Run 2 top quark analyses, the simulations employ the
UETP8M2T4 tune [138], which is derived using α

ISR
S (mZ ) constrained by the tt kinematic properties of the jet (also using

he ISR rapidity ordering [139] to cure the overestimation of high jet multiplicities). In legacy Run 2 analyses, the pythia8
UE tune CP5 [139] is used. This tune is based on an NNLO version of the NNPDF3.1 set (NNPDF31_nnlo_as_0118) [165], and
the strong coupling evolution at NLO. The CP5 consistently uses the same value of αS(mZ ) = 0.118 in various components
of the parton shower: initial and final state radiation, and MPI. The tune uses the MPI-based CR model. The CMS UE tunes
are detailed in Table 2.

In Fig. 12, a minimum bias observable is displayed, the pseudorapidity density of charged hadrons (dNch/dη) from
inelastic pp collisions, within |η| = 2 using both hit pairs and reconstructed tracks by the CMS experiment at

√
s =

13 TeV [166] operated at zero magnetic field (left diagram). Also an UE observable is shown, the density of the scalar sum
f pT of charged particles (psumT density) in the azimuthal region transverse to the direction of the leading charged particle
s a function of the pT of the same particle, pmax

T , measured by the CMS experiment at
√
s = 13 TeV [167] compared with

ifferent UE predictions simulated by pythia8. The leading charged particle is required to be produced in the central region
η| < 2 with transverse momentum pT > 0.5 GeV. The coloured band in these plots represents the variations of the tunes.
or the Run 1 predictions, uncertainties are estimated from the envelope of the three tunes Z2*, P11, and P11 mpiHi, since
2* eigentune variations were not available. This causes the one-sided variation in the Run 1 sample in the left diagram
f Fig. 12. For the early Run 2 and Run 2 legacy predictions, the uncertainties are estimated from the eigentune variations

provided by the professor tuning package. For practical purposes, the eigentune variations are condensed in two effective
variations: ‘‘up’’ and ‘‘down’’. The ‘‘up’’ (‘‘down’’) variation is calculated using the positive (negative) differences in each bin
between each eigentune and the central prediction of the nominal tune for the distributions used in the tuning procedure,
added in quadrature. The resulting ‘‘up’’ and ‘‘down’’ variations are fit using the same fitting procedure that is used to
obtain the nominal tune to obtain parameter sets for ‘‘up’’ and ‘‘down’’ that can be used in the uncertainty estimation in
the nominal tune.

The underlying event, together with CR, has been one of the dominant systematic uncertainties for the most precise
MS top quark measurements. Therefore, more dedicated studies have been performed. UE activity in tt dilepton events is

measured, for the first time, by CMS at
√
s = 13 TeV [168]. This is achieved by removing charged particles associated with

he decay products of the tt event candidates as well as with removing pileup interactions for each event. Normalised
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Fig. 12. Left: The pseudorapidity density of charged hadrons, dNch/dη, using data from about 170 000 MB events from inelastic pp collisions using
oth hit pairs and reconstructed tracks by the CMS experiment [166] at

√
s = 13 TeV. Right: The charged-particle psumT density in the azimuthal

region transverse to the direction of the leading charged particle as a function of the pT of the leading charged particle, pmax
T , measured by the CMS

experiment [167] at
√
s = 13 TeV. The predictions of the CMS UE tunes from Run 1 to Run 2 legacy evaluated at 13 TeVare compared with data.

he coloured bands represent the variations of the tunes, and error bars on the data points represent the total experimental uncertainty in the data
ncluding the model uncertainty. Both distributions are normalised to the total number of events.

differential cross sections in bins of the multiplicity and kinematic variables of charged-particle tracks from the UE
n tt events are studied. The observables and categories chosen for the measurements enhance the sensitivity to tt

odelling, MPI, CR, and αS(mZ ) in pythia8. The normalised differential cross section measured as a function of
∑

pT
n the UE of tt-dilepton events is shown in Fig. 13 (left). The distribution is obtained after unfolding the background-
subtracted data and normalising the result to unity. The ratio between different predictions and the data is shown in
Fig. 13 (right). The comparisons indicate a fair agreement between the data and powheg [121–123] matched with pythia8
sing the CUETP8M2T4 tune, but disfavour the setups in which MPI and CR is switched off or the default configurations
f powheg+herwig++ with the EE5C UE tune [169] and the CTEQ6 (L1) [170] PDF set, powheg+herwig7 [160,162] with

its default tune and the MMHT2014 (LO) [148] PDF set and sherpa 2.2.4 [171] + openloops (v1.3.1) [172] with a PS-based
n the Catani–Seymour dipole subtraction scheme [173]. It has been furthermore verified that, as expected, the choice of

the NLO ME generator does not impact significantly the expected characteristics of the UE by comparing predictions from
powheg and MadGraph5_amc@nlo, both interfaced with pythia8. The UE measurements in tt events test the hypothesis
f universality of UE at an energy scale of two times mt , considerably higher than the ones at which UE models have been

studied in detail. The results also show that a value of αS(mZ )
FSR

= 0.120 ± 0.006 is consistent with these data.

Colour reconnection. In the limit of large number of colours Nc, quarks and gluons are assigned unique colour charges
during the parton shower stage, and Lund string hadronisation describes the formation of hadrons from the colour string
formed between each colour and anti-colour pair. Colour reconnection (CR) is a reconfiguration of the colour assignments,
finding states with lower potential energy and allowing interactions between the partons from the hard collision and the
UE, independent of their history of production. The CR uncertainty in the Run 1 (2009–2013) analyses at

√
s = 7 and 8 TeV

as calculated comparing two values of mt , using predictions with the same UE tune with and without CR effects using
he P11 tune [54]. However, the data completely disfavours the setups in which CR is switched off (as discussed, e.g. in
ef. [168]). Because of this, comparing setups with CR switched on and off may be nonoptimal for uncertainty calculations.
nstead, a more realistic estimation of the CR uncertainty may be obtained by comparing different CR models that describe
the data. In order to do this, we compare MPI-based, QCD-inspired, and gluon-move models in pythia8 for which the
details, and further references, can be found in Ref. [174]. In addition, the early resonance decay (ERD) [175], which
llows top quark decay products to take part in CR, was investigated. This was first done in Ref. [62] for mt measurements

with tt events, and in Refs. [59,68] with single top quark events, using the CUETP8M2T4 tune and the QCD-inspired and
gluon-move CR models compared to the default CR model. New sets of tunes for two of the CR models implemented in
ythia8, QCD-inspired (CR1) and gluon-move (CR2), have been derived by CMS [174]. The new CMS CR tunes are based
n

√
s = 1.96 TeV CDF, and 7 and 13 TeV CMS data. They are obtained by changing the CR model in the default CMS CP5

tune and retuning. These new CR tunes are tested against a wide range of measurements from LEP, CDF, and CMS. The
new CMS CR tunes for MB and UE describe the data significantly better than the ones with the default parameters.

Fig. 14 shows the evolution of colour reconnection uncertainties from Run 1 to Run 2 compared to the ATLAS
easurement of the colour flow in tt events at 8 TeV [176]. Colour flow is measured using the jet pull angle, θp(j1, j2)/π
here the jets j and j originate from theW boson decays and reconstructed using only charged constituents. Fig. 15 (left)
1 2
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Fig. 13. Left: Normalised differential cross section as a function of
∑

pT of charged particles in the UE in tt events, compared to the predictions
f different models. The data (coloured boxes) are compared to the nominal powheg+pythia8 predictions and to the expectations obtained from
aried α

ISR
S (mZ ) or α

FSR
S (mZ ) powheg+pythia8 setups (markers). In the case of the powheg+pythia8 setup, the error bar represents the envelope

obtained by varying the main parameters of the CEUP8M2T4 tune, according to their uncertainties. This envelope includes the variation of the CR
model, α

ISR
S (mZ ), α

FSR
S (mZ ), the hdamp parameter, and the µr/µf scales at the ME level. Right: The different panels show the ratio between each

model tested and the data. The shaded (hatched) band represents the total (statistical) uncertainty of the data, while the error bars represent either
the total uncertainty of the powheg+pythia8 setup, or the statistical uncertainty of the other MC simulation setups.
Source: Figures taken from Ref. [168].

Fig. 14. Measured distribution of the pull angle in tt events taken at 8 TeV recorded by ATLAS [176] (points with vertical error bars) compared
o MC simulations for the generator setups used in Run 1, early Run 2, and Run 2 legacy analyses, presented by bands of different styles. The
ncertainty bands illustrate the uncertainties resulting from colour reconnection effects, as estimated by variations described in the main text. The
ame variations are applied in CMS top quark mass measurements.

displays the colour flow in tt events measured in data, compared to powheg+pythia8 predictions using different tune
onfigurations: CP5, CP5-CR1, CP5-CR2, and these three tunes with the ERD option. Colour flow exhibits a high degree of
ensitivity to the ERD option. Without ERD, W boson decay products are not colour reconnected, therefore the predictions
f the tunes are closer to each other compared to the tunes with ERD for which CR modifies the angle between the two

jets visibly in Fig. 15. It can also be observed from this figure that CP5-CR1 (QCD-inspired) tune with ERD provides the
best description of colour flow, and CP5-CR2 (gluon-move) tune with ERD displays the largest deviation from the data.

Fig. 15 (right) displays the invariant mass of the hadronically decaying top quark constructed at the particle level,
omparing theoretical predictions with different tunes. Although CR is one of the dominant uncertainties in top quark mass
easurements, it is difficult to demonstrate its direct effect on the measurements. Therefore, here, we show comparisons
t the particle level for which the differences are not diluted by detector and reconstruction effects. As for colour flow,
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Fig. 15. Normalised tt differential cross section for the pull angle between jets from the W boson in hadronic top quark decays, calculated from the
charged constituents of the jets, measured by the ATLAS experiment using

√
s = 8 TeV data [176] to investigate colour flow (left). The predictions

rom powheg+pythia8 using different tune configurations are compared with data. The statistical uncertainties in the predictions are represented
y the coloured band and the vertical bars. The coloured band and error bars on the data points represent the total experimental uncertainty in
he data. The invariant mass reconstructed from the hadronically decaying top quark candidates at the generator level (right). The coloured band
nd the vertical bars represent the statistical uncertainty in the predictions.
ource: Figures adapted from Ref. [174].

the largest deviation from the prediction of the default CP5 tune is by the CP5-CR2 (gluon-move) tune with ERD. The
eviation visible here is consistent with what is found in the top quark mass measurement at

√
s = 13 TeV [168] using

he CUETP8M2T4 tune.

b Quark fragmentation and semileptonic b hadron decays. In the Bowler–Lund fragmentation function [177] used in pythia,

f (z) ∝
1

z1+rb bm2
T
(1 − z)a exp

(
−bm2

T

z

)
, (9)

the parameter rb steers the distribution of the momentum fraction z carried by the b quark containing hadron (b hadron),
defined as z = Eb hadron/Equark. The parameter rb is tuned to the distribution of xb = Eb hadron/Ebeam measured in Z → bb

events at the LEP and SLC colliders [178–181] as a proxy for z. The parameter mT is the transverse mass defined by
mT =

√
m2

+ p2T , where m is the mass and pT is the transverse momentum of the b hadron. The resulting modelling of
he b quark fragmentation is compared to ALEPH data [178] in Fig. 16 (left) and described in more detail in the following
paragraphs.

For the pythia6 setup used in Run 1, the default value rb = 1.0 leads to b quark fragmentation which appeared too
oft, and was subsequently tuned to the xb data provided by the ALEPH and DELPHI experiments. While the central Z2*
rediction was left unchanged, the difference to the tuned rb = 0.591 +0.216

−0.275 was taken as the systematic uncertainty, as
t was larger than the uncertainties in the retuning.

In early Run 2, the pythia8 fragmentation function was pre-tuned by the pythia authors to rb = 0.855, and only a
inor change in the central value was found by tuning to ALEPH, DELPHI, OPAL, and SLD data: rb = 0.895 +0.184

−0.197. In
ddition to the uncertainties in rb , the Peterson fragmentation function [182]

f (z) ∝
1
z

(
1 −

1
z

−
εb

1 − z

)−2

, (10)

with the tuned εb = 3.27 +3.98
−2.06 × 10−3, was considered as an alternative parameterisation of the b quark fragmentation.

The CP5 tune used for Run 2 legacy samples featured a lower value of αS for FSR which resulted in the prediction of
 harder b quark fragmentation compared to the xb data when using the default value of rb = 0.855. While the central
rediction was again left unchanged, the difference between the default value and the newly tuned rb = 1.056 +0.193

−0.196 is
onsidered as an uncertainty in addition to the variations of rb and of the tuned parameter of Peterson fragmentation
(εb = 6.038 +4.382

−2.466 × 10−3), thus covering the data as well.

Semileptonic b hadron decays. These constitute a source of unobservable neutrinos inside b jets, lowering the jet response
with respect to the original b quark. For the Run 1 pythia6 samples, a common semileptonic branching fraction was used
for multiple b hadron species. The uncertainty in this was estimated from the envelope of the measured values and
138



The CMS Collaboration Physics Reports 1115 (2025) 116–218

√

t
c
h
(

s
w
w
s

i

m
a
r
Z

T
t

q
w
I
c
f

Fig. 16. Distribution of the b quark fragmentation function normalised to the number of b hadrons measured by ALEPH in e
+
e

− collisions at
s = 91.2 GeV [178] (black symbols with vertical error bars showing the total measurement uncertainties) compared to e

+
e

− MC simulations for
he generator setups used in Run 1, early Run 2, and Run 2 legacy analyses, presented by bands of different styles (left). The uncertainty bands are
onstructed around the default prediction and illustrate the b quark fragmentation uncertainties. The measured semileptonic branching ratios of b

adrons [1] (black symbols) compared to the values in the generator setups (coloured symbols) and their uncertainties, illustrated by shaded bands
right).

uncertainties for charged and neutral B mesons (B± and B
0) reported by the PDG [1], and propagated to all b hadron

pecies. For Run 2, pythia8 includes decay tables specific to B
0, B±, B0

s , and Λb. These are simultaneously reweighted
ithin their respective PDG uncertainties. By construction, the uncertainty bands become highly asymmetric in cases
here the generator value is outside the PDG value with its uncertainty range. The values and uncertainties used for
emileptonic branching fractions are shown in Fig. 16 (right).

2.5. Experimental uncertainties

The observables used in top quark mass measurements are sensitive to systematic effects related to the uncertainties
n the calibration of the final-state objects used in the physics analyses. These include for example the calibration of
the JES and JER, the measurement of the missing transverse momentum in the event, the efficiency in reconstructing
and identifying leptons and jets originating from b quarks, the integrated luminosity of the considered data set (mostly
relevant in absolute cross section measurements), and the average number of PU interactions. Correction factors are
obtained by comparing data with simulation, and are used to correct the relevant quantities in simulated events.

The JES and JER corrections are derived as functions of the jet transverse momentum and pseudorapidity [115]. The
easurements are obtained by exploiting momentum balance in dijet, γ+jet, Z+jet, and multijet events, and take into
ccount systematic dependencies related to uniformity of the detector response, the number of pileup interactions, and
esidual differences between data and simulation. The absolute JES calibration is determined with the highest precision in
+jet events at pT = 200 GeV, where approximately 20% of the jets stem from gluons, 70% from light (u, d, s) quarks, and

10% from heavy (c and b) quarks. In order to extrapolate to different flavour compositions, notably pure b jets, the pythia6
and herwig++ parton-shower generators are used with their respective hadronisation models, resulting in additional
flavour-dependent jet energy uncertainties. The energy scale of central-rapidity jets with pT > 30 GeV, which are the
most relevant in the context of mt measurements, is measured with a precision better than 1%, excluding the flavour-
dependent components, while the total uncertainty varies between 1 and 3.5%, depending on the jet kinematics [115].
he energy resolution of particles that are not clustered in jets is also taken into account in the estimate of the missing
ransverse momentum in the event [183].

The efficiencies of electron and muon identification algorithms are corrected as functions of the lepton’s (ℓ) kinematic
uantities, making use of Z → ℓ ℓ events. This is commonly achieved by means of the so-called ‘tag-and-probe’ method,
here one of the leptons is used to tag the Z → ℓ ℓ event, while the other is used as a probe to estimate the efficiency.

n order to achieve a pure sample of neutral Drell–Yan events, the invariant mass of the lepton pair is required to be
ompatible with that of the Z boson. The corresponding uncertainties lie in the range 0.5–1.5% for muons and 2%–5%
or electrons [184,185]. The energy scale of the leptons is also calibrated using Z → ℓ ℓ events and the corresponding
uncertainty is propagated to the analyses. Typical values of the lepton scale uncertainties are 0.1 (0.3)% for electrons and
0.2 (0.3)% for muons in the barrel (endcap) [184,185]. Leptons are also reconstructed at the trigger level and are used to
pre-select events during data taking [186]. The trigger efficiencies are often estimated by each individual analysis, and
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are derived as functions of the lepton kinematics making use of an orthogonal data set. The corresponding uncertainty is
hen propagated to the final result, and is often dominated by the statistical uncertainty of the utilised data set.

To select b jets, three working points are defined based on fixed light-quark jet misidentification probabilities of 10,
1, and 0.1%. Correction factors for the b tagging efficiencies and light jet misidentification probabilities are derived as
unctions of the jet kinematic properties and the generator-level flavour of the jet. Different calibration methods make
use of independent b jet and light jet enriched regions, e.g. in muon-enriched inclusive jet production or tt phase spaces.
he resulting corrections have uncertainties of 1%–5% and 5%–10% for b jets and light jets, respectively [116].
The PU in an event can also affect the calibration of the final-state objects. Simulated PU events are weighted

ccording to Ref. [110] in order to match the PU distribution observed in data. For the reweighting procedure, PU-sensitive
distributions, such as the number of vertices (Nvtx) are used to determine an effective value for the inelastic cross section.
The remaining disagreement between data and MC simulation in the PU-sensitive observables is accounted for by an
uncertainty, determined by varying the average number of PU interactions.

In the measurements, the uncertainty due to the integrated luminosity is also taken into account. The expected signal
nd background yields in simulation are normalised to the measured integrated luminosity and the related uncertainty
s accounted for. For this purpose, the simulated distributions are obtained by varying the yields within the uncertainty
n the integrated luminosity, which in Run 1 ranges between 2.2 and 2.6% [187,188], and in Run 2 ranges between 1.2
and 2.5%, depending on the year of data taking [189–191]. The uncertainty in the integrated luminosity is particularly
elevant in the context of indirect mt extraction based on the measurements of the absolute tt cross sections.

2.6. General aspects of unfolding

The MC simulations described in Section 2.4 are generally processed through the CMS detector simulation based on
eant4 [131] so that predicted and observed distributions for observables such as the reconstructed top quark mass can

be compared at the reconstructed detector level. In order to compare to theoretical calculations at the parton or particle
level (Section 2.7), an unfolding procedure has to be applied in order to remove experimental effects from the measured
etector-level distributions. This is the case also for the indirect top quark mass extraction, where mt is obtained by
omparing measured (differential) cross sections to standalone calculations.
Depending on the purpose of the measurement and on the details of the theoretical calculation, the unfolding can be

erformed to the particle or the parton level, discussed in detail in Section 2.7. Once the generator level in the simulation is
defined, the unfolding procedure to either particle or parton level is identical. However, unfolding to parton level requires
a larger degree of extrapolation from the measured distributions, and often comes at the cost of increased dependence on
the modelling uncertainties. On the other hand, unfolding to particle level does not allow for a comparison of the obtained
results to fixed-order calculations. In the following, general aspects of the unfolding problem are discussed, while the
details of the unfolding methods are presented in the context of each particular analysis in the following sections. In the
following, ‘‘generator level’’ refers to both parton and particle levels.

The goal of unfolding is the inference of a distribution corrected for experimental effects, such as resolution,
misreconstruction, inefficiencies, and detector acceptance. The problem can be formulated as a maximum likelihood
estimate. A generator-level distribution g can be mapped to the corresponding detector-level distribution d using the
so-called response matrix R as d = Rg. The elements of the response matrix Rij represent the probabilities to observe
in bin i an event generated in bin j. The response matrices are typically obtained by using the simulated events and
incorporate all experimental effects.

Assuming a Poisson distribution of the observed yields d′, the likelihood for the unfolding problem can be written as

L =

∏
i

Poisson
(
d′

i,
∑

j

Rijg
′

j

)
. (11)

The maximum likelihood estimate for the unfolded distribution g′ can then be obtained as g′
= R−1d′. When detector

esolution effects are larger or of comparable size to the desired binning in the unfolded distribution, the unfolding
roblem can become ill-conditioned. This means that small differences in d′ can lead to large effects on the evaluated g′.
n such cases, the statistical fluctuations in d′ can result in extremely large variances in estimates of g′. However, in cases
here R is sufficiently diagonal, this simple approach is the preferred method, as it provides an unbiased estimate of g′.
When the approach described above is found to be ill-conditioned, the likelihood function in Eq. (11) can be extended

y adding to χ
2

= −2 ln L a so-called regularisation term, such as [192,193]

τ
2(g′

− b)TDTD(g′
− b), (12)

where the quantity b is set to the expected g as estimated in the simulation, and the matrix D is the discrete second-
order derivative operator. In this way, the regularisation term penalises solutions whose curvatures deviate from the
expectation. The regularisation strength is controlled by the parameter τ , which is then optimised, e.g. by minimising
the average global correlation coefficient or using the so-called L-curve scan [192,193]. While such an approach prefers
olutions that do not suffer from large oscillations, the obtained solution can be biased towards the simulation. Analyses
aking use of this approach therefore perform dedicated tests in order to verify that biases from regularisation are covered
y the measurement uncertainties.
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The unfolding procedure, especially in the presence of large off-diagonal components in the response matrix, can
introduce large statistical correlations among the bins of the unfolded distribution. To take this into account, the statistical
ncertainties in d′ and the systematic uncertainties in R are propagated to the final result in order to obtain the full
ovariance matrix of the measured g′. Whenever a χ

2 is calculated between unfolded distributions and a theoretical
rediction, e.g. for a fit extracting mt , the full covariance matrix with all bin-to-bin correlations is utilised.
Several unfolding and regularisation procedures were proposed [192–199], which are not reviewed in the scope of this

work. Different procedures may lead to differences in the unfolded results, and the most appropriate method is chosen
in each analysis based on the nature of the unfolding problem to solve.

2.7. Particle- and parton-level top quark definitions

In the simulations at NLO, a finite width of the top quark is assumed. This is important for accurate modelling of the
off-shell top quark production and the interference with background processes. However, in such simulations, the concept
of a top quark particle is not precisely defined and is model-dependent. An unambiguous object can be constructed only
using the kinematic quantities of the final-state particles without extra assumptions. A particle-level top quark (or pseudo-
top quark) can be defined using the final-state objects after hadronisation and is less affected by nonperturbative effects or
acceptance corrections. Similar phase space definitions at the particle and detector levels lead to mitigation of the model
ependence. More details of particle-level top quark definitions, maximising the correlation of reconstructed quantities

with the parton-level definition, are discussed in Ref. [200] as a fundamental aspect of top quark measurements. The
lgorithms implemented in rivet routines [201] that describe the measurements at particle level allow for testing the

quality of top-quark modelling. The results reported in Ref. [200] suggest that the choice of a particle-level top quark
efinition is not universal and should be optimised depending on the production mode, the final state, or the variable
nd the phase space under study. Below, a typical particle-level definition used in the CMS top quark mass measurements
s described.

Pseudo-top quarks are reconstructed from a sample of simulated lepton+jets tt events using a rivet routine. These
events fulfil specific criteria for leptons and jets to define top quarks at the particle level, similar to the ones described
n Ref. [200] and summarised in Table 3. Each charged lepton is ‘‘dressed’’, i.e. its momentum is corrected to take into
ccount any photons within a cone defined in Table 3, and the invariant mass that it forms with a neutrino is required

to be within 75.4 < mℓν
< 85.4 GeV. In the jet clustering process, hadrons stemming from charm and bottom quark

ragmentation, and regardless of the decay channel τ leptons are included, with their momenta scaled to a negligible value,
such that the jet kinematic properties are not modified by the presence of these hadrons, which are therefore referred
to as ‘‘ghost’’ particles. A jet can encompass one or more ghost particles, which can be utilised for the purpose of flavour
ssignment and are included in the list of constituents of the jet. The events are required to include a minimum of four
ets, which are defined in Table 3. Among these jets, at least two must be unequivocally associated to the fragmentation of
bottom quarks, while the remaining two jets, i.e. light-quark jets, must not stem from the bottom quarks. A leptonically
decaying top quark is reconstructed by combining the (dressed) lepton, the neutrino, and one of the jets originating
from a bottom quark in the event. A hadronically decaying top quark candidate is reconstructed by combining the other
jet originating from a bottom quark with two remaining jets. Typically, it is required that the difference between the
invariant masses of top quark reconstructed in the leptonic leg and the hadronic leg in an event must not exceed 20 GeV.
dditionally, the invariant mass of the system of the two light-quark jets should fall within a window of 10 GeV, centred
t 80.4 GeV. In situations where multiple combinations of jets satisfy these criteria, along with the charged lepton and

neutrino, we employ a selection process to choose the most appropriate combination. This selection is based on two
factors: the closeness of the invariant masses of the two top quark candidates to each other, and the closeness of the
invariant mass of the light-quark jets to the W boson mass value of 80.4 GeV.

Parton-level object definitions allow for direct comparisons to fixed-order theoretical calculations and extractions of
M parameters. The kinematic properties of the top quarks and the tt system are defined with respect to the on-shell
op quark and antiquark before decay, as given by the MC generator. The used definitions vary for Run 2 with respect to
un 1 analyses. For Run 1 analyses, top quarks were typically defined at the matrix-element level before radiation was

added by the parton-shower algorithms. For measurements described in this review, the partonic top quark is defined as
its last produced instance by the parton shower code, i.e., after ISR emissions and correcting for the intrinsic transverse
momentum of the initial-state partons. As a consequence, the description depends on the generator used and is model-
dependent. For pythia8, the top quark parton level corresponds to the status code 62. Measurements are usually performed
in the visible phase space (within acceptance) and are extrapolated to the full (not measured) phase space using the MC
simulation. In this procedure, the results are corrected for detector and hadronisation effects. Unless further specified, all
presented parton-level results use the given Run 2 definition.

2.8. Top quark mass definitions

Due to the quantum aspects of the top quark related to its colour and electroweak charges, mt is not a unique
hysical parameter but needs to be defined through renormalisation schemes within quantum field theory. The top quark

mass (and likewise the masses of all other quarks) therefore plays a role similar to the couplings of the SM Lagrangian.
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Table 3
Typical object definitions, and configuration parameters used for defining top quarks at the particle level
(pseudo-top candidate). The pseudo-top candidate definition is not universal and may be optimised for
the production mode, final state, the variable, and the phase space being studied. The details of particle-
level top quark definitions adopted in the rivet [201,202] framework by CMS codes are described in
Ref. [200] as a fundamental aspect for current and future measurements of differential production cross
sections in both tt and single-top quark production.
Requirement Comment

All final-state particles

|η| < 5.0 matching the detector coverage

Charged leptons, neutrinos, photons

must be prompt exclude those stemming from hadron decays

Leptons

Rℓ = 0.1 radius in η-φ, used to dress the leptons
pT(ℓ) > 15 GeV, |η(ℓ)| < 2.5 matching the tracker coverage

(e/µ from τ → e/µ are also accepted)

Jet clustering and selection

exclude prompt leptons include only leptons from hadron decays
R = 0.4 (0.8) anti-kT jet cone parameter for resolved (boosted) jets
pT > 30 (400) GeV, |η| < 2.4 (2.4) selection for resolved (boosted) jets

There are many possibilities to define mt , but theoretical control can be maintained only when renormalisation schemes,
defined in perturbation theory, are employed such that the values of mt in different schemes can be related to each other
eliably [203,204] and mt-dependent perturbative cross section predictions can be expressed in these schemes. Formally,
heoretical predictions for (differential) cross sections are independent of a choice of renormalisation scheme. However,
he fact that these theoretical predictions can be made only at some finite truncation order in perturbation theory entails
hat for a particular observable only certain scheme choices are adequate, so that the scheme provides an absorption of
izeable quantum corrections in the mt dependence. For example, the impact of the choice of renormalisation scheme for
t is very large in the theoretical predictions for single Higgs boson or Higgs boson pair production [205], expected to
e measured with high precision in the upcoming HL-LHC era.
Top quark mass renormalisation schemes, defined within perturbation theory, include the pole mass scheme, the

modified minimal-subtraction (MS) scheme, and the low-scale short-distance mass (MSR) scheme [206]. The MS and
MSR schemes furthermore depend on the renormalisation scales µm and R, respectively.

The pole mass mpole
t is defined as the pole of the top quark propagator in the approximation of a free particle. It is used

ost frequently for theoretical calculations of the top quark production cross sections in fixed-order perturbation theory.
Because its colour does not prohibit the definition of the top quark as an asymptotic state within perturbation theory,
mpole

t can be formally defined at any order [207,208]. However, the concept of an asymptotic ‘‘top particle’’ is unphysical
ecause it assumes that the virtual QCD self energy quantum corrections (absorbed into the mass) can be distinguished
rom the real radiation effects at arbitrarily small scales µ, as shown in the very left part of Fig. 17. This unphysical aspect
results in mpole

t having an intrinsic renormalon ambiguity of 110–250 MeV [209,210].
The MS scheme implies mt as a function of the mass-renormalisation scale µm, mt (µm), sometimes also denoted as

mt (µm). At the scale of the mass itself, mt (mt ) is also referred to as mt (mt ). The MSR scheme interpolates between
he pole and the MS schemes, as detailed in the following, and operates with mMSR

t (R). The MS and MSR masses do not
ave the renormalon ambiguity of mpole

t . Their scales µm and R represent the energy scales, above which the self-energy
orrections are absorbed into the mass parameter. Below these scales, the real and virtual quantum corrections are treated
s unresolved, as shown by the other parts of Fig. 17. This more physical treatment of QCD self-energy corrections avoids

the renormalon ambiguity.
The freedom in the choice of µm or R allows to set them equal to the dynamical momentum scale of the mt dependence

of an observable. This dynamical scale is related to the size of the typical momenta involved in the quantum corrections
to this mt dependence. For example, in the case of a reconstructed top quark invariant mass resonance, where the mt

sensitivity arises from the shape and position of the peak, this dynamical scale can be as small as the top quark width Γt ,
depending on the reconstruction procedure. On the other hand, for an inclusive total cross section, the dynamical scale is
t least of the order ofmt or the energy of the hard interaction. In general, the more inclusive the observable, the larger the
ynamical scale of the mt dependence. An adequate choice of µm or R can reduce the size of higher order perturbative
orrections and make the theoretical predictions, which are always based on truncated perturbative expansions, more
eliable. As far as QCD corrections are concerned, mpole

t is about 9 GeV larger than the MS mass mt (mt ), which is a quite
izeable effect. This conversion, however, suffers from the renormalon ambiguity mentioned in the previous paragraph.
he renormalon-free mass schemes MSR and MS, for any choice of their renormalisation scales, can be related to each
ther with a precision of about 10–20 MeV [206]. Libraries for numerical conversion of different top quark mass schemes
re provided in Refs. [203,204].
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Fig. 17. Momenta of the self-energy quantum corrections in the top quark rest frame (red segments), absorbed into the top quark mass parameter
in the pole (very left), MSR and MS schemes for different mass renormalisation scales with respect to the charm and bottom quark masses. The red
segments extend to infinite momenta for all top quark mass schemes. The loops inside the red segments illustrate contributions of the virtual top,
charm, or bottom quark loops, and nq stands for the number of quarks lighter than quark q , indicating that the MSR and the MS masses run with
ifferent flavour numbers between flavour thresholds, as does the strong coupling constant αS .

Source: Figure taken from Ref. [210].

While the MS mass mt (µm) is suitable for dynamical scales µm > mt , the choice of mMSR
t (R) is preferred for smaller

ynamical scales R < mt . For R = mt (mt ) the MSR mass is approximately equal to mt (mt ), and in the limit of vanishing

, the MSR mass approaches the pole mass, mMSR
t (R)

R→0
−→ mpole

t . However, this limit is formal since the MSR mass can only
be used for R scales that are still in the realm of perturbation theory. For small R values of 1–3 GeV, shown by the second
in in Fig. 17, the MSR mass can serve as a renormalon-free proxy for the pole mass. A proper choice of the scheme or of

the renormalisation scales is straightforward in the context of analytic theoretical predictions, e.g. through the analysis
of logarithmic terms in the perturbative coefficients and convergence studies (as demonstrated, e.g. in Refs. [211,212]).
However, corresponding analyses in the context of purely numerical predictions, which is the case for the calculations for
top quark production at the LHC, are more involved and also need to account for correlations with other input quantities
and renormalisation scales related, e.g. to the strong coupling and PDFs.

The direct mt measurements and the mt measurements from boosted top quarks reviewed in Sections 3 and 5,
espectively, rely entirely on MC simulations, operating with the top quark mass parameter mMC

t as a proxy for mpole
t . With

ncreasing measurement precision, subtle effects in the modelling of top quark production and decay become increasingly
elevant, and there is ongoing work in the theory community to understand them (see e.g. Refs. [3,4]).

With the continuously increasing precision of the experimental top mass analyses, the proper interpretation and
respective consistency of the results become increasingly relevant. In the works on mt determination carried out by the
CMS Collaboration so far, measurements of mMC

t , mpole
t , and mt (µm) have been provided.

3. Direct measurements from top quark decays

The top quark mass can be measured directly using the top quark decay products. This section focuses mainly on two
irect measurements. One is performed in the lepton+jets channel of tt production using a profile likelihood method and

the other analyses single top final states using a template method.

3.1. Top quark mass measurements in top quark pair events

In the direct mass measurements, mt-dependent templates are fit to data to measure mt directly. These templates
are derived from simulations of different top quark mass values. They are described by probability density functions
p(x|m , θ⃗ ), where x is an observable and θ⃗ a list of possible additional fit parameters. The considered observable should
t
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Fig. 18. Left: The distribution of the reconstructed top quark mass mreco
t using the jet assignment from the kinematic fit, but the reconstructed

jet momenta and no addition selection. Right: The distribution of the top quark mass from the kinematic fit mfit
t with the Pgof > 0.2 selection.

ata are shown as points with vertical error bars showing the statistical uncertainties. The coloured histograms show the simulated signal and
background contributions. The simulated signal is decomposed into the contributions from correct, wrong, or unmatched permutations as introduced
n Section 2.3. The uncertainty in the predicted tt cross section is indicated by the hatched area. In the figures, the default value of mgen

t = 172.5 GeV

is used. The reduction of permutations with wrongly assigned jets and the much narrower peak are clearly visible in the mfit
t measurement.

Source: Figures taken from Ref. [49].

have a strong dependence on mt . In the CMS measurements, this is usually the invariant mass of the top quark decay
roducts in the lepton+jets and all-jets channels and the invariant mass of a lepton and a b-tagged jet in the dilepton

channel.
In the lepton+jets channel, a second observable was already used in the measurements at the Tevatron: the invariant

mass of the two jets assigned to the decay products of hadronically decaying W bosons. In tt events, the position of
the maximum of the invariant mass distribution is expected to be near the precisely known W boson mass and depends
trongly on the calibration of the reconstructed jets. This allows the introduction of an additional jet energy scale factor
(JSF) in the probability density function to reduce the impact of the uncertainty in the JES corrections on the measurement.
n ideogram method was utilised in the Run 1 and early Run 2 measurements, while a profile likelihood method was
pplied in the latest CMS measurement using lepton+jets final states.

3.1.1. Ideogram method in the lepton+jets channel
Besides the JES, the statistical uncertainty was a major uncertainty in the measurement of mt due to the limited data

sample sizes in the measurements at the Tevatron and the early CMS measurements. Hence, a couple of steps were taken
to get the best mt sensitivity from each tt candidate event, as described in the following.

At first, the kinematic fit described in the previous chapter is employed. The W boson mass constraint enforced in the
it drastically improves the estimates of the momenta of the two quarks from the W boson decay. In addition, the top
uark mass from the kinematic fit, mfit

t , includes information from the lepton+jets decay branch due to the requirement
f equal invariant masses for both top quark candidates. An alternative to the kinematic fit and mfit

t is to compute the
nvariant mass of the hadronically decaying top quark, mreco

t , from the reconstructed momenta, i.e. before the kinematic
it, of the assigned jets. For correct permutations, where the jets can be matched to corresponding partons, the resolution
f mfit

t is 30% better than the resolution of mreco
t . For the measurements discussed in this section, only permutations with

χ
2 goodness-of-fit probability Pgof > 0.2 are used to increase the fraction of well-reconstructed and correctly assigned

ets. Fig. 18 shows the improvements in the mass resolution and the fraction of permutations with correctly assigned
ets obtained for the measurement using data collected at

√
s = 7 TeV in Run 1 [49], corresponding to an integrated

luminosity of 5.0 fb−1.
If one assumes that the peak position or the average is used as an estimator of mt , the statistical uncertainty in the

measurement scales with σ /
√
N where σ is the standard deviation of the observable and N is the number of events.

ence, an improvement in the resolution by 30% is equivalent to an increase in the number of events in the peak by a
actor of two. However, this simplistic approach only works if the jets are correctly assigned to the decay products. As
llustrated in Fig. 18 (left), a large fraction of the events are in the unmatched category, i.e. at least one of the selected
ets cannot be matched to a parton from the top quark decay. These unmatched permutations dilute the measurement
nd are the reason for the P > 0.2 selection, which helps to effectively suppress their contribution.
gof
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The use of the ideogram method [49,213] was the second step in order to reduce the statistical uncertainty in the
direct mt measurements. The details of the procedure outlined below are identical with the approach taken in the Run 1
MS measurement [54] and the first Run 2 CMS measurement [62]. The observable used to measure mt is the mass

mfit
t evaluated after applying the kinematic fit. It takes the reconstructed W boson mass mreco

W , before it is constrained
by the kinematic fit, as an estimator for measuring the additional JES factor to be applied in addition to the standard
CMS JES corrections. An ideogram is the likelihood per event for certain values of mt and JSF. It is the weighted sum of
the probabilities of all selected permutations of an event:

∑
i Pgof,ip(m

fit
t,i,m

reco
W,i|mt , JSF), where p(mfit

t ,mreco
W |mt , JSF) is a

probability density function obtained from simulation and Pgof,i, m
fit
t,i, and mreco

W,i are the values of the respective variable
of the ith permutation. As the momenta of the jets from the W boson decay are strongly modified in the kinematic
fit by the mass constraint mW fit

= 80.4 GeV, mfit
t and mreco

W can be assumed as independent random variables and the
ansatz P(mfit

t ,mreco
W |mt , JSF) = P(mfit

t |mt , JSF)P(m
reco
W |mt , JSF) is used. The distributions of mfit

t and mreco
W are obtained from

simulation for different mt and JSF values. From these distributions, the probability density functions P(mfit
t |mt , JSF) and

P(mreco
W |mt , JSF) are derived separately for the three permutation cases, i.e. correct, wrong, and unmatched. Analytical

functions are used to describe the shape of the distributions. The parameters of these functions are themselves linear
functions of mt and JSF and the product of the two.

The most likely mt and JSF values are obtained by minimising −2 ln[L(sample|mt , JSF)]. With an additional probability
density function P(JSF), the likelihood L(sample|mt , JSF) is defined as:

L(sample|mt , JSF) = P(JSF)
∏
events

( n∑
i=1

Pgof(i)
(∑

j

fjPj(m
fit
t,i|mt , JSF)Pj(m

reco
W,i|mt , JSF)

))wevt

, (13)

where n denotes the number of the (at most four) permutations in each event, j labels the permutation cases, and fj
represents their relative fractions. The event weight wevt = c

∑n
i=1 Pgof(i) is introduced to reduce the impact of events

ithout correct permutations, where c normalises the average wevt to 1. Examples of ideograms from the Run 1 CMS
easurement [54] can be seen in Fig. 19.
As background contributions are neglected in the derivation of the probability density functions, the measurement

needs to be calibrated. This is done with pseudo-experiments where events are drawn from signal samples generated for
ifferent top quark mass values, mgen

t , and background samples according to their expected occurrence in data. Usually,
he corrected bias amounts to 0.5 GeV for mt . Corrections for the statistical uncertainty reported by the method are also
erived from pseudo-experiments and have a size of 5%.
The systematic uncertainties in the final measurement are determined from pseudo-experiments. Events are drawn

rom samples where the parameters in the simulation that are related to a systematic uncertainty are changed by ±1
tandard deviation. Then, the pseudo-data is fit with the ideogram method yielding mt and JSF values for the up and
down varied samples for each systematic uncertainty source. These values are compared to the values for the default
imulation and the absolute value of the largest observed shifts in mt and JSF are assigned as systematic uncertainties.
he only exception to this is if the statistical uncertainty in the observed shift is larger than the value of the calculated shift.

In this case the statistical uncertainty is taken as the best estimate of the uncertainty in the parameter. This (over)cautious
approach guarantees that systematic effects that are known from particle-level studies to have a sizeable impact on mt

are not underestimated because of finite sample sizes.
Different choices are made for the probability density function P(JSF) in the fit. When the JSF is fixed to unity, the

j(m
reco
W,i|mt , JSF) can be approximated by a constant, as they barely depend on mt . Hence, only the mfit

t observable is used
n the fit, and this approach is called the 1D analysis. The approach with an unconstrained JSF is called the 2D analysis.
inally, in the hybrid analysis, the prior P(JSF) is a Gaussian centred at one. Its width depends on the relative weight whyb

hat is assigned to the prior knowledge on the JSF, σprior = δJSF2Dstat
√
1/whyb − 1, where δJSF2Dstat is the statistical uncertainty

n the 2D result of the JSF.
The optimal value of whyb is determined from pseudo-experiments. The constraint on the JSF gets stronger, the lower

the experimental uncertainty in the JES is. However, it is important to note that the introduction of the JSF reduces not
only experimental uncertainties, but also all modelling uncertainties that affect the mfit

t and mreco
W distributions similarly

to a JES change. In other words, the effects of these uncertainties would shift the position of the W boson and top quark
peaks in the same direction, and are mitigated by a corresponding change in the JSF. Hence, the optimisation of the hybrid
approach also results in a strong reduction of most modelling uncertainties. This approach leads to the most precise single
measurement of mt with Run 1 data of mt = 172.35± 0.16 (stat+JSF)± 0.48 (syst) GeV [54]. Its application to Run 2 data
resulted in mt = 172.25 ± 0.08 (stat+JSF) ± 0.62 (syst) GeV [62] where the larger systematic uncertainty stems from the
changes in the evaluation of the modelling uncertainties described in Section 2.4.

Although the ideogram method has proven itself to be very successful, its implementation has some drawbacks: the
neglect of the background in the probability density function and the way the ideograms are constructed require an
iterative calibration of estimated mass values with pseudo-experiments. In addition, the evaluation of the systematic
uncertainties via pseudo-experiments is computationally challenging with the growing number of considered sources.
However, the main concern is the choice of the hybrid weight and the fact that the JSF parameter reduces not just the jet
energy correction uncertainties but also many modelling uncertainties in an opaque way. The large data sample collected
during Run 2 makes the use of complicated ideograms that achieve the best statistical precision unnecessary.
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Fig. 19. Contours of the likelihood of mt and JSF values for single events in the Run 1 CMS measurement [54].

3.1.2. Profile likelihood method
To overcome the shortcomings of the ideogram method, a profile likelihood method with nuisance parameters was

chosen for the latest top quark mass measurement [72]. The incorporation of all systematic effects via nuisance parameters
as multiple advantages. There is no need anymore to perform dedicated pseudo-experiments for each systematic effect.
ll parameters are determined by the fit to give the best agreement with data and precision and, hence, no additional
ptimisation of an external parameter such as the hybrid weight in the ideogram method is needed. The nuisance
arameter values and uncertainties after the fit show directly how each uncertainty is constrained by the measurement
rocedure.
However, there are some differences between a direct top quark mass measurement and the application of the profile

ikelihood method in other analyses. The main difference is that mt is estimated from the shape of the data distributions
and not from the rate in distinct phase space regions as is done to measure cross sections. The most characteristic
eature of the mfit

t distribution is the position of the top quark mass peak and this is not easily described by changes
n the content of coarse bins in mfit

t . Instead of the (linear) interpolation of bin contents, i.e. vertical morphing, used
n most implementations of the profile likelihood method, it is desirable to still use analytic functions to describe
the mfit

t distribution where one parameter is directly the peak position. The probability density function for the mfit
t

histograms is approximated by the sum of a Voigt profile (the convolution of a relativistic Breit–Wigner distribution
nd a Gaussian distribution) for the correctly reconstructed tt candidates and Chebyshev polynomials for the remaining

event contributions. Unlike the previous measurements with the ideogram method, this ansatz includes the effect of
backgrounds and does not need an iterative calibration of the estimator with pseudo-experiments. For other distributions,
which do not feature a narrow peak, a binned probability density function is used that returns the relative fraction of
events per histogram bin. Here, eight bins are used for each observable and the widths of the bins are chosen so that
each bin has a similar number of selected events for the default simulation (mgen

= 172.5 GeV). The dependence of bin
t
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Fig. 20. The difference between the measured and generated mt values, divided by the uncertainty reported by the fit from pseudo-experiments
ithout (red) or with (blue) the additional nuisance parameters for the finite sample sizes. Also included in the legend are the µ and σ parameters
f Gaussian functions (red and blue lines) fit to the histograms.
ource: Figure taken from Ref. [72].

contents of the first seven bins on mt and the nuisance parameters is implemented with vertical morphing. The content
of the eighth bin is given by the normalisation to data.

A custom implementation was also developed for the inclusion of the effects of finite sample sizes [214,215]. Random
luctuations in the shapes predicted for a systematic variation can cause overly strong constraints on the corresponding
uisance parameter. This was seen in the first application of a profile likelihood method for a directmt measurement in the
ilepton channel [64]. Already in the measurements with the ideogram method, the statistical uncertainties in the samples
sed for estimation of the systematic effects were sizeable, and a special treatment was introduced to include them
o avoid a possible underestimation of the systematic uncertainties. However, the profile likelihood method introduces
a clear bias towards too small systematic uncertainties from finite sample sizes. In the dilepton analysis described
in Ref. [64], the size of this effect is estimated by repeating the measurement with alternative simulation templates
epresenting ±1 standard deviation variations of a systematic source that are varied within their Poisson uncertainties. In
he lepton+jets analysis, additional nuisance parameters were introduced directly into the likelihood that account for the
statistical uncertainty. The implementation is different from the approach of Refs. [214,215] and the formulas can be found
in Ref. [72]. This approach is validated with pseudo-experiments. Here, multiple steps are performed for each pseudo-
xperiment. At first, new probability density functions that describe how the observables depend on mt and the nuisance

parameters are derived using templates from simulated samples that are varied within their statistical uncertainties. Then
mt is drawn from a uniform distribution with a mean of 172.5 GeV and a standard deviation of 1 GeV. The values of the
uisance parameters for systematic effects are drawn from standard normal distributions. For these parameter values,
seudo-data are generated from the new probability density functions. Then, a fit with the same probability density
unctions that are applied to the collider data is performed on the pseudo-data. The fit is performed twice, once with and
nce without the additional nuisance parameters that account for the finite sample sizes. Fig. 20 shows the distribution
f the differences between the measured and generated mt values, divided by the uncertainty reported by the fit for both
ases. A nearly 40% underestimation of the measurement uncertainty can be seen for the case without the additional
uisance parameters, while consistency is observed for the method that is employed on data. This demonstrates that

the limited sample sizes have a big effect on the total uncertainty of the measurement and that the additional nuisance
parameters can account for these effects.

3.1.3. Observables and systematic uncertainties
In the lepton+jets channel, events are selected with exactly one isolated electron or muon and at least four jets.

nly the four jets with the highest transverse momentum are used in the kinematic fit. Exactly two b-tagged jets
are required among the four selected jets. In the latest CMS measurement [72] using a data set corresponding to an
integrated luminosity of 36.3 fb−1 at

√
s = 13 TeV [189], this yields 287 842 (451 618) candidate events in the electron+jets

muon+jets) decay channel.
The goodness-of-fit probability, Pgof, computed from the χ

2 value of the kinematic fit is used to determine the most
ikely parton-jet assignment. For each event, the observables from the permutation with the highest P value are the
gof
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Fig. 21. The distributions of the top quark mass from the kinematic fit for the Pgof > 0.2 category (left) and of the invariant mass of the lepton
and the jet assigned to the top quark decaying in the lepton+jets channel for the Pgof < 0.2 category (right). Data are shown as points with vertical
error bars showing the statistical uncertainties. The coloured histograms show the simulated signal and background contributions. The simulated
signal is decomposed into the contributions from correct, wrong, or unmatched permutations, as introduced in Section 2.3. The uncertainty bands
ontain statistical uncertainties in the simulation, normalisation uncertainties due to the integrated luminosity and cross section, JES correction, and
all uncertainties that are evaluated from event-based weights. A large part of the depicted uncertainties in the expected event yields are correlated.
The lower panels show the ratio of data to the prediction. In the figures, the default value of mgen

t = 172.5 GeV is used.
Source: Figures taken from Ref. [72].

input to the mt measurement. In addition, the events are categorised as either Pgof < 0.2 or Pgof > 0.2, matching the value
chosen in Ref. [62]. Requiring Pgof > 0.2 yields 87 265 (140 362) tt candidate events in the electron+jets (muon+jets) decay
channel and has a predicted signal fraction of 95%. This selection improves the expected fraction of correctly reconstructed
vents from 20 to 47%.
The distributions of the two main observables for the mt measurement in the lepton+jets channel are shown in Fig. 21.

 large part of the depicted uncertainties in the expected event yields are correlated. Hence, the overall normalisation
f the simulation agrees with the data within the uncertainties, although the simulation predicts 10% more events in all

distributions. For the final measurement, the simulation is normalised to the number of events observed in data.
For events with Pgof > 0.2, the mass of the top quark candidates from the kinematic fit, mfit

t , shows a very strong
dependence on mt and is the main observable in this analysis. For events with Pgof < 0.2, the invariant mass of the lepton
and the b-tagged jet assigned to the top quark, decaying in lepton+jets channel, mreco

ℓb is used. For most tt events, a low Pgof
value is caused by assigning a wrong jet to the W boson candidate, while the two b-tagged jets are the correct candidates
for the b quarks. Hence, mreco

ℓb preserves a good mt dependence and adds additional sensitivity to the measurement.
hile a similar observable has routinely been used in mt measurements in the dilepton channel [64,216], this is the first

application by CMS of this observable in the lepton+jets channel.
Additional observables are used in parallel for the mass extraction to constrain systematic uncertainties. In previous

nalyses by the CMS Collaboration in the lepton+jets channel [54,62], the invariant mass of the two non-b-tagged jets
efore the kinematic fit, mreco

W , has been used together with mfit
t , mainly to reduce the uncertainty in the JES and the jet

odelling. As mreco
W is only sensitive to the energy scale and modelling of light-flavour jets, two additional observables

re employed to improve sensitivity to the scale and modelling of jets originating from b quarks. These are the ratio
reco
ℓb /mfit

t as well as the ratio of the scalar sum of the transverse momenta of the two b-tagged jets (b1, b2) and the
wo non-b-tagged jets (q1, q2), Rreco

bq = (pb1
T + pb2

T )/(pq1T + pq2T ). The distributions of all three additional observables are
hown in Fig. 22. While mfit

t and mreco
W have been used by the CMS Collaboration in previous analyses in the lepton+jets

channel, mreco
ℓb /mfit

t , and Rreco
bq are new additions. However, Rreco

bq has been used in the lepton+jets channel by the ATLAS
Collaboration [217,218].

The value of mt is determined with the profile likelihood fit for different sets of data histograms. As shown in
Table 4, the 1D measurement set fits just the mfit

t distribution for events with Pgof > 0.2 and the 2D measurement set
simultaneously fits this distribution and the mreco

W for events with Pgof > 0.2. These sets allow the comparison with the
nalyses using the ideogram method. The 5D measurement performs a simultaneous fit of the mfit

t , mreco
W , mreco

ℓb /mfit
t , and

reco
bq distributions for Pgof > 0.2 and the mreco

ℓb distribution for Pgof < 0.2.
The expected total uncertainty in mt is evaluated for each set defined in Table 4 with pseudo-experiments using

he default simulation. The results of the pseudo-experiments are shown in Fig. 23. The improvements in the data
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Fig. 22. The distributions of mreco
W (upper left), mreco

ℓb /mfit
t (upper right), and Rreco

bq (lower) for the Pgof > 0.2 category. Symbols and patterns are the
ame as in Fig. 21. In the figures, the default value of mgen

t = 172.5 GeV is used.
Source: Figures taken from Ref. [72].

Table 4
The overall list of different input histograms and their inclusion in a certain histogram set.
Histogram Set label

Observable Category 1D 2D 3D 4D 5D

mfit
t Pgof > 0.2 × × × × ×

mreco
W Pgof > 0.2 × × × ×

mreco
ℓb Pgof < 0.2 × × ×

mreco
ℓb /mfit

t Pgof > 0.2 × ×

Rreco
bq Pgof > 0.2 ×

A histogram marked with ‘‘×’’ is included in a set (measurement).

reconstruction and calibration, event selection, simulation, and mass extraction method reduce the uncertainty in the
D measurement from 1.09 to 0.63 GeV, when compared to the previous measurement [62], which used the same data
et. The uncertainty in the 2D measurement improves from 0.63 to 0.51 GeV. The additional observables and the split into
categories further reduce the expected uncertainty down to 0.37 GeV for the 5D set.
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Fig. 23. Comparison of the expected total uncertainty in mt in the combined lepton+jets channel and for different observable categories defined in
Table 4.
Source: Figure taken from Ref. [72].

The statistical uncertainty is obtained from fits that only have mt as a free parameter. From studies on simulation,
t is expected to be 0.07, 0.06, and 0.04 GeV in the electron+jets, muon+jets, and the combined (lepton+jets) channels,
espectively.

3.1.4. Mass extraction method and results
The result of the 5D fit to data [72] and the previous direct mt measurements in the lepton+jets channel [49,54,62] are

isplayed in Fig. 24. The uncertainties in the measurements are broken down into statistical, experimental, and modelling
ncertainties.
For the statistical uncertainty in the three ideogram measurements, the expected reduction is observed, proportional

to the inverse of the square root of the number of selected tt candidates. The increase in the number of candidates stems
not only from the increase in the recorded luminosity from 5.0 to 36.3 fb−1, but also in the increased tt production cross
section from

√
s = 7 TeV to 13 TeV. While the statistical uncertainty for the three ideogram measurements is obtained

from a fit with two free parameters, mt and JSF, the statistical uncertainty for the profile likelihood method is derived
when only mt is free in the fit. This explains a large part of the difference in the statistical uncertainty in the ideogram
and the profile likelihood (5D) measurements on the same data, but with slightly different reconstruction and calibration.
However, the mt-only fit with the ideogram method [62] yields still a roughly 50% larger statistical uncertainty of 0.06 GeV
ompared to 0.04 GeV in the 5D method. This remaining reduction stems from the inclusion of previously discarded events
hat fail the Pgof criterion via the mreco

ℓb observable in the 5D measurement.
The main experimental uncertainties are in the JES and JER. The energy scale and resolution corrections are mainly

erived from QCD dijet events. Due to the high cross section for these processes for the relatively soft jets (pT ≲ 100 GeV)
rom top quark decays, the sample size is not limited by the integrated luminosity but by the bandwidth allocated to the
ijet triggers. Hence, one cannot expect an improvement with rising integrated luminosity or centre-of-mass energy. A
ot of time and effort was invested after the end of the Run 1 data taking to reduce the uncertainty in the JES corrections
or the legacy Run 1 measurement at

√
s = 8 TeV [115], and, hence, this measurement has the smallest experimental

ncertainty. Similarly, the second measurement using the 13 TeV data with the profile likelihood method [72] should
rofit from the improved JES corrections that were used in comparison to the ideogram measurement on the same
ata. Nevertheless, the ideogram measurement has a slightly smaller experimental uncertainty. For the profile likelihood

measurement, the JES uncertainties are split in many categories and the FSR PS scale is varied independently for different
emission processes. The latter reduces the constraint from the W boson peak position on the JES as out-of-cone radiation
from the quarks of the W boson decay has a stronger impact on the mreco

W distribution than a single JES variation. In
addition, the non-tt background, which is included in the experimental uncertainties, has become more important by the
inclusion of events that fail the Pgof criterion, which have a higher contribution from background processes.

The main modelling uncertainties are related to b jets, FSR, and CR. The small experimental uncertainties, especially
n the JES corrections, in the legacy Run 1 measurement also lead to reduced modelling uncertainties with the hybrid
pproach. For the Run 2 measurements, new procedures for the CR and FSR uncertainty lead to larger modelling
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Fig. 24. Summary of the direct mt measurements in the lepton+jets channel by the CMS Collaboration. The left panel shows the measured value of
t (marker) with statistical (black bars) and total (grey bars) uncertainties. The right panel displays a breakdown of contributing uncertainty groups
nd their impact on the uncertainty in the measurement. The two results at 13 TeV are derived from the same data. The figure is compiled from

Refs. [49,54,62,72].

uncertainties. In part, this is just caused by the increase in the number of alternative signal samples for CR/ERD modelling
rom one to three samples and, hence, more statistical effects on the size of the uncertainty. In contrast, weights are
sed to vary parameters of the FSR modelling in the profile likelihood measurement removing the statistical component
n the size of the FSR uncertainty. While this reduces the estimated uncertainty, the introduction of separate scales per
plitting type leads to an overall increase in the size of the FSR uncertainty. The introduction of mreco

ℓb /mfit
t and Rreco

bq reduces
he impact of the b jet modelling on the mt measurement by 30% comparing the ideogram and the profile likelihood
easurements with 2016 data.

3.1.5. Other channels and outlook
Besides the lepton+jets channel, also the dilepton and the all-jets channels can be used to measure mt using its

ecay products. Fig. 25 compares the best CMS measurements from
√
s = 8 TeV Run 1 data for each channel with the

corresponding
√
s = 13 TeV Run 2 data collected in 2016.

In contrast to the lepton+jets channel, both Run 2 measurements in the dilepton channel [64,70] utilise a profile
ikelihood approach and, hence, surpass the Run 1 precision. The later measurement [70] has the same tendency to lower
t values as the latest measurement in the lepton+jets channel. Both analyses were derived on simulated Run 2 legacy
amples described in Section 2.4 and the lower mt value might be a consequence of the specific parameters used in these
simulated samples.

The all-jets channel requires a very pure event selection to suppress QCD multijet background and, hence, suffers from
low event count. This is partly compensated by the two fully reconstructed top quark candidates and superior resolution
in the predicted top quark mass from the kinematic fit. The only published analysis with Run 2 data in this channel [63]
till employed the ideogram method derived on early Run 2 simulation and could not improve on the Run 1 result.
Measurements of mt for different phase space regions allow us to experimentally test the universality of the mt

values measured by direct methods and appraise the quality of the modelling by simulation. The results obtained in
Ref. [62] and depicted in Fig. 26 show the difference between the measured mt value in a particular bin and mt from the
nclusive sample in bins of the invariant mass of the tt system, mtt , and the ∆R between the light-quark jets, ∆R

qq
′ , with

omparisons to four generator models. The models use either powheg or MadGraph for the hard interaction interfaced
nto either pythia8 or herwig++. The data and models that use pythia8 show agreement within 0.5 GeV, while the model
sing herwig++ shows variations of several GeV.
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Fig. 25. Comparison of the CMS direct mt measurements from the Run 2 data collected in 2016 at
√
s = 13 TeV to the best Run 1 measurements

at
√
s = 8 TeV in each channel. The horizontal bars display the total uncertainty in the measurements and the red band shows the uncertainty in

he Run 1 combination [73]. The figure is compiled from Refs. [54,61–64,70,72,73].

3.2. Measurement of the top quark mass in single top quark events

3.2.1. Motivation
At the LHC, single top quark production occurs through charged-current electroweak (EW) interactions. The different

production modes can be distinguished at the tree level, depending on the virtuality of the W boson: the t channel
spacelike), the W-associated or tW channel (on-shell), and the s channel (timelike). In Fig. 27, the Feynman diagrams
or the t channel, which is the dominant mode for single top quark production in pp collisions at the LHC, are shown.

The t-channel single top quark production offers a partially independent event sample for mt measurements in a
omplementary region of phase space as compared to tt events. Being an EW production process, it provides different
ensitivity to systematic and modelling effects, such as PDFs and CR. In fact, in the case of tt , both top quarks, as well
as their decay products, are colour connected to the colliding protons, which complicates the modelling of the colour
reconnection of final-state particles. On the contrary, in single-top events, the top quark is colour connected only to the
arton that participated in the tWb vertex.
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Fig. 26. Difference of the mt extracted after calibration in each bin and from the inclusive sample as a function of the invariant mass of the tt

ystem mtt (left) and the ∆R between the light-quark jets ∆R
qq

′ (right), obtained from the hybrid fit [62], compared to different generator models.
The filled circles represent the data, and the other symbols are for the simulations. For reasons of clarity, the horizontal bars indicating the bin
widths are shown only for the data points and each of the simulations is shown as a single offset point with a vertical error bar representing its
statistical uncertainty. The statistical uncertainty of the data is displayed by the inner error bars. For the outer error bars, the systematic uncertainties
re added in quadrature.
ource: Figures taken from Ref. [62].

Fig. 27. Feynman diagrams of the t-channel single top quark production at LO corresponding to five- (left) and four-flavour (right) schemes, assuming
five (u , d , s , c , b) or four (u , d , s , c) active quark flavours in the proton, respectively. At NLO in perturbative QCD, the right diagram is also part
of the five-flavour scheme.

The t-channel single top quark production is simulated with powheg v2 in the four-flavour number scheme (4FS) [219],
here b quarks are produced via gluon splitting, as shown in Fig. 27 (right). This scheme is expected to yield a better
escription of the kinematic properties of the top quark and its decay products for the t-channel events, as compared to

the five-flavour number scheme (5FS) [220–222] shown in Fig. 27 (left), since it accounts for the mass of the b quark.
his is illustrated in Fig. 28, presenting the differential cross section measurements at 13 TeV [222], together with the
FS and 5FS predictions. On the other hand, 5FS calculations offer the advantage of the resummation of potentially large
ogarithmic corrections, and are therefore often used to predict total rates. For the same reason, the simulated samples
re normalised using the total cross section calculated at NLO in the 5FS using the hathor 2.1 package [223,224].

3.2.2. Event selection and categorisation
The considered final-state signature of t-channel single top quark production used for mt measurement consists of

n isolated high-momentum charged muon or electron, a neutrino from the W boson decay, which results in an overall
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Fig. 28. Normalised differential cross section of the t-channel single top quark production as a function of the pT of the parton-level top quark (left)
nd the W boson (right).
ource: Figures taken from Ref. [222].

transverse momentum imbalance, a light-quark jet often produced in the forward direction, and another jet arising from
he hadronisation of a b quark from the top quark decay. The second b jet arising from the initial-state gluon splitting, as
hown in Fig. 27 (right), is found to have a softer pT spectrum and a broader η distribution compared to the b jet originating
rom the top quark. Therefore these jets often escape the final-state object selection or lie outside the detector acceptance.

Based on the above considerations, candidate events are required to contain one isolated electron or muon with pT > 20
r 30 GeV, respectively, and |η| < 2.4, exactly two jets with pT > 40 GeV, and |η| < 4.7, one of which is b tagged and

has |η| < 2.5. The b-tagged jet is required to satisfy a stringent identification criterion corresponding to approximately
0.1% misidentification probability for light-quark or gluon jets. Additionally, the transverse mass of the charged lepton
and neutrino system is required to exceed 50 GeV to further suppress the QCD multijet background.

The selected events are then assigned to two categories (labelled nJmT), depending on the number of jets (n)
nd number of b-tagged jets (m). The 2J1T category has the largest contribution from t-channel single top quark
roduction events and is referred to as the signal category for the measurement. The contribution from the QCD multijet

background is determined from a side-band in data, by inverting the isolation (identification) criteria of the charged muons
(electrons) [68].

3.2.3. Single top quark reconstruction
The top quark mass and four-momentum are reconstructed by combining the momenta of its decay products. The

transverse momentum of the neutrino from the W boson decay, pT,ν , is inferred from pmiss
T , while the momenta of the

lepton and b-tagged jet are measured in the detector. The longitudinal momentum of the neutrino, pz,ν , can be calculated
by imposing energy–momentum conservation at the W → ℓν vertex while assuming mW = 80.4 GeV [1]:

m2
W =

(
Eℓ +

√
(pmiss

T )2 + p2z,ν

)2

−
(
p⃗T,ℓ + p⃗miss

T
)2

−
(
pz,ℓ + pz,ν

)2
. (14)

Here, pz,ℓ is the z component of the charged-lepton momentum and Eℓ is its energy. Two possible solutions for pz,ν can
be obtained from Eq. (14):

pz,ν =
Λpz,ℓ
(pT,ℓ )

2 ±
1

(pT,ℓ )
2

√
Λ

2p2z,ℓ − (pT,ℓ )
2[E2

ℓ (p
miss
T )2 − Λ

2]
, (15)

with Λ = m2
W/2 + p⃗T,ℓ · p⃗miss

T .
The finite resolution of pmiss

T can lead to negative values in the radical of Eq. (15), giving rise to complex solutions.
In the case of real solutions, the one with the smaller magnitude is retained [25,26]. This choice is found to have higher
ccuracy of the inferred values of pz,ν when compared to the true values in simulated events. If complex solutions are
btained, the radical in Eq. (15) is set to zero, and the value of pT,ν satisfying Eq. (14) and with the smallest |∆ϕ| with
espect to pmiss

T is chosen.
This reconstruction method, however, leads to a softer reconstructed pmiss

T distribution compared to the true pmiss
T in the

simulation. This results in a bias in the reconstructed mt distribution, which is one of the reasons that the mass extraction
needs to be calibrated a posteriori. The value of the extracted mt from the final fit, when applied to a sample of simulated
t-channel single top quark and tt simulations with a given mMC, is plotted for a range of mMC values, and fitted with a
t t
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Table 5
Advancement in analysis strategies between Run 1 [59] and Run 2 [68] measurements of mt in single top events. Primary
improvements that resulted in a higher precision in the Run 2 measurement are indicated by boldface type.

Run 1 Run 2

Final state µ+jets µ+jets and e+jets

Strategy
Cutoff-based: Multivariate:
untagged jet |η| > 2.5 Boosted decision tree (BDT) per lepton flavour
µ charge = +1 Any lepton charge

Optimised thresholds on BDT responses
Fit observable Reconstructed mt (m

µνb ) ζ = ln(mt/1 GeV)
Signal and background norm. No constraints Constrained in final fit

QCD multijet background Absorbed into EW (V+jets and VV) Subtracted from data before final fit;
category during final fit separate systematic uncertainty for its modelling

Fit model validation Using events with µ charge = −1 Using orthogonal region based on the BDT values

Fig. 29. The uncertainty in mt from the statistical and profiled systematic components (red) and uncertainty in the mt calibration (blue) as a
unction of the cutoff on the BDT score.
ource: Figure taken from Ref. [68].

linear dependence [68]. The uncertainty in the calibration is then propagated to the final result as an additional systematic
uncertainty [59,68].

3.2.4. Top quark mass extraction
The primary challenge in measuring mt in single top quark events lies in controlling the large irreducible tt

ackground. Improved analysis techniques, such as multivariate and likelihood approaches, have contributed to significant
reduction of the impact of the tt background and to improvement of precision of single top quark mass measure-
ents [68]. The main changes with respect to the corresponding Run 1 analysis are summarised in Table 5. In this section,

the main aspects of such improvements are discussed.
In the analysis of Ref. [68], a boosted decision tree (BDT) is trained in each lepton flavour in the 2J1T event category in

order to separate t-channel single top quark production from a combination of other top quark (tt , tW , and s-channel),
W, and QCD multijet processes. A minimal set of observables that provide good discrimination power while being loosely
orrelated with the reconstructed mt is used in the BDT training [68]. The correlation between the BDT score and the
reconstructed mt is found to be 13%, which ensures that the selection based on the BDT score does not significantly affect
he reconstructed mass spectrum. The value of the BDT cutoff that minimises the calibration uncertainty mentioned in
Section 3.2.3 is used in the analysis (Fig. 29). This cutoff corresponds to an expected signal purity of 65 (60)% in the muon
(electron) channels.

The asymmetric shape of the reconstructed mt distribution (Fig. 30, left) makes it challenging to obtain an accurate
nalytic description of signal and background shapes, which is desirable when the position of the peak of a distribution

has to be determined. This can be solved by introducing the variable ζ = ln(mt/1 GeV), which exhibits a more symmetric
istribution around the peak (Fig. 30, right). A simultaneous maximum likelihood fit is performed with the ζ distributions

obtained from the muon and electron channels. The fit is carried out separately for a positively charged lepton (ℓ+),
negatively charged lepton (ℓ−), as well as inclusive in lepton charge (ℓ±) in the final state. The dependence of the fitted
distributions on mt is taken into account in the fit for both the signal and the tt background. The estimated QCD multijet
ontribution is subtracted from data before the fit in the absence of a reliable analytic shape to model this background.
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Fig. 30. Data-to-simulation comparison of the reconstructed top quark mass (left) and postfit ζ = ln(mt/1 GeV) (right) distributions after BDT
election. The lower panel in the left plot shows the data-to-simulation ratios for each bin, while the lower panel in the right plot shows the
normalised residuals or pulls, determined using the bin contents of the data distributions (after background QCD subtraction) and the F (ζ ) values
evaluated at the centre of the bins.
Source: Figures taken from Ref. [68].

A separate systematic uncertainty is assigned due to the QCD multijet background, by conservatively varying its per-
bin contribution independently by 50%. The binned ζ distribution, obtained after the QCD background subtraction, is
arameterised with an analytic function Fℓ (ζ ) for each lepton flavour (ℓ = µ or e). The total likelihood is given by

Ltot =

∏
ℓ=µ,e

Lℓ with Lℓ =

∏
i,j

P
[
Nobs

i,ℓ |Fℓ (ζ ; ζ0, fj)
]
Θ(fj), (16)

where i is the bin index, ζ0 represents the value of ζ corresponding to the true value of mt , P denotes the Poisson
robability of the analytic model, Fℓ (ζ ; ζ0, fj), to describe the observed ζ distribution, and Θ represents penalty terms
or the normalisation parameters fj. These parameters are defined for the rates of various processes denoted by j, namely
t-channel signal, tt , and EW backgrounds, as

fj =
Nobs

j

Nexp
j

, j ∈
{
t-ch., tt , EW

}
, (17)

where Nobs
j (Nexp

j ) is the observed (expected) yield for the process j. The function Fℓ (ζ ; ζ0, fj) is then expressed as

Fℓ (ζ ; ζ0, fj) = fsigFsig(ζ ; ζ0) + ftt Ftt (ζ ; ζ0) + fEWFEW(ζ ), (18)

where Fsig, Ftt , and FEW represent the analytic shapes for the signal, tt , and EW background, respectively.
The Fsig shape is described by a sum of an asymmetric Gaussian (ζ0) function convolved with a Landau distribution to

ccount for asymmetry at higher ζ , while the Ftt shape is modelled by a Crystal Ball function [225]. The tW and s-channel
ingle top quark processes are absorbed into the dominant tt component. The FEW shape comprises contributions from the
W+jets, Z+jets, and diboson processes and is modelled with a Novosibirsk function [226]. The parameter ζ0 is then treated
s a free parameter of the fit, and is used to directly extract the fitted mt . Other parameters that alter the analytic shapes
f the signal and background models are fixed to their estimated values from simulated events. around their estimated
alues and are considered as sources of systematic uncertainties. The parameters fsig, ftt , and fEW are constrained in the
it within their corresponding uncertainties of 15, 6, and 10%, respectively. The postfit ζ distributions for the ℓ

± case are
hown in Fig. 30 (right). The fit model described above is validated in a control sample obtained using an orthogonal
utoff in the BDT score.

3.2.5. Systematic uncertainties and results
All relevant sources of systematic uncertainties described in Section 2 are considered. Similarly to the measurements

n tt events, the dominant sources of systematic uncertainties are those related to the JES, the signal modelling, the
olour reconnection, and b quark hadronisation model. The largest impact originates from the JES calibration, and can be
ttributed to the requirement of a jet in the endcap region of the detector. In fact, the jet energy calibrations are known
o have large uncertainties in the endcap regions, because of their coarse granularity [227].

In the Run 2 simulation, the models of CR (Section 2.4) have evolved in sophistication, as compared to those
sed in Run 1 analyses, and correspond to larger estimated uncertainties. The uncertainty associated with the b
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Fig. 31. Summary of mt measurements in single top quark events. The left panel shows the measured value of mt (marker) with statistical (thick bars)
nd total (thin bars) uncertainties. In the case of the 13 TeV measurement [68], the statistical component of the uncertainty includes contributions

from the statistical and profiled systematic uncertainties. The right panel displays a breakdown of contributing uncertainty groups and their impact
on the uncertainty in the measurement. The figure is compiled from Refs. [59,68].

quark hadronisation is also increased with respect to Run 1, since alternative fragmentation functions are considered
(Section 2.4).

Similar to the case of the tt analyses, the impact due to the possible mismodelling of the signal process is determined
y considering the variation of parton-shower and matrix element scales, and by varying the PDF within uncertainties, for
hich NNPDF3.0 NLO set [146] is used. In addition, NNPDF3.0 sets with the value of the strong coupling constant changed

rom the default value 0.118 to 0.117 and 0.119 are evaluated and the observed mass difference is added in quadrature.
n the case of single top quark, the matrix-element renormalisation and factorisation scales are set to a nominal value of
t = 172.5 GeV, and are varied up and down by a factor of two.
As a cross check, the value of mt is also extracted using alternative MC models for the parton shower (herwig++), the

atrix element generator (MadGraph5_amc@nlo), the flavour scheme, and the underlying event tune. Resulting changes
n the value of mt are found to be covered by the signal modelling uncertainties used in the fit.

The fit in the ℓ
± inclusive channel yields

mt = 172.13 +0.76
−0.77 GeV, (19)

resulting in the first mt measurement in the t-channel with sub-GeV precision. The result is consistent with the CMS 8 TeV
easurement in single top quark events [59], as shown in Fig. 31. Thanks to the improvements in the analysis techniques,

he larger data set, and the inclusion of the electron channel in the fit, the Run 2 measurement improves the precision
y about 30% compared to the Run 1 result, despite the fact that the impact of the signal modelling uncertainties has
emained mostly unchanged. Therefore, this class of measurements can benefit significantly from future advancements
n the modelling of the signal process.

3.3. Top quark–antiquark mass difference and ratio

In quantum field theory, the equality of the mass of a particle and its antiparticle is a consequence of the CPT theorem,
according to which all Lorentz-invariant local gauge theories are invariant under a CPT transformation [228]. Therefore,
the validity of the CPT theorem can be tested experimentally by measuring the mass of a particle and its antiparticle.

In CMS, the difference in mass between the top quark and the top antiquark has been probed in measurements using
top quarks produced both singly and in pairs. Using the single top production process, the masses of the top quark and
ntiquark were independently determined by performing the fit described in Section 3.2.4 in the ℓ

+ and ℓ
− final states,
157



The CMS Collaboration Physics Reports 1115 (2025) 116–218

u
u

c

u

e
i
m

t
s
p

Fig. 32. Summary of ∆mt measurements in tt and single top quark events. The left panel shows the measured value of ∆mt (marker) with
statistical (thick bars) and total (thin bars) uncertainties. In the case of the single top quark measurement [68], the statistical component of the
ncertainty includes contributions from the statistical and profiled systematic uncertainties. The right panel displays a breakdown of contributing
ncertainty groups and their impact on the uncertainty in the measurement. The figure is compiled from Refs. [68,229,230].

respectively, resulting in
mt = 172.62 +1.04

−0.75 GeV,

mt = 171.79 +1.44
−1.51 GeV,

(20)

in good agreement with each other and with the result of the combined-channel fit. The uncertainty in mt is found to
be larger due to a lower production rate of top antiquarks compared to top quarks in single top quark production in pp

ollisions.
The mass ratio and the mass difference are then derived accounting for the correlation between the systematic

ncertainties in the two cases, resulting in:

Rmt
=

mt

mt

= 0.9952 +0.0079
−0.0104,

∆mt = mt − mt = 0.83 +1.79
−1.35 GeV.

(21)

The estimated values of Rmt
and ∆mt are consistent with unity and zero, respectively, within uncertainties, showing no

vidence for violation of CPT invariance. In Fig. 32, the result for ∆mt is compared to those of previous CMS measurements
n tt events [229,230], which were based on a modified ideogram analysis method in the lepton+jets channel, allowing
t and mt to have different values, and separating the event samples using the lepton charge. The results in tt events are

of better precision compared to single top quark results. All measurements of ∆mt are compatible with zero. Currently,
he most stringent test of CPT invariance is obtained from the measurements of the antiproton to proton mass ratio in
o-called Penning-trap experiments [231,232]. However, the CMS 8 TeVresult from tt events [230] remains the most
recise measurement of the mass ratio for the top quark to antiquark.
158



The CMS Collaboration Physics Reports 1115 (2025) 116–218

p
m
q

p
b
h

C
f
d
f
i
s

i
M
a
f

a
d
o
m
t

i
a

o

a
o
s

C

c

e

4. Indirect extractions of the top quark mass

An alternative to the direct measurements is the extraction of mt from the measured parton-level cross section of tt
air production,1 σtt . In this indirect approach, the mt dependence of σtt is used to determine mt by comparing the
easured parton-level tt cross sections to the corresponding theoretical predictions, using mt defined in a given top
uark mass renormalisation scheme.
The theoretical predictions for σtt , which require NLO or higher precision, describe the production of the on-shell top

quark and antiquark and are inclusive with respect to other radiation in the event, therefore an unfolding procedure from
the detector to the parton level needs to be employed in the experimental data analysis. First measurements of this kind
were performed at the Tevatron [233] using the inclusive σtt . In this approach, mt can in principle be determined in
any renormalisation scheme, but suitable choices of mass schemes are tied to convergence properties of the respective
rediction, in close analogy to suitable renormalisation scale choices of the strong coupling αS. The values of mt , obtained
y using this approach, are less precise than the direct measurements. This is because the σtt is more sensitive to the
ard production mechanism and, in general, less sensitive to the kinematic dependence on mt than the observables in

direct measurements. These indirect mt extractions are affected by very different systematic uncertainties, and therefore
represent important alternatives to direct mMC

t determinations.
The first extraction of mpole

t using inclusive σtt in proton–proton collisions at the LHC was performed by the
MS Collaboration at

√
s = 7 TeV [53]. This analysis identified a general issue of such determinations, that is the

urther dependence of the σtt prediction on αS(mZ ) and the PDFs. Another problem was represented by the remaining
ependence of the measured σtt on the value of mMC

t , inherited from the extrapolation of the fiducial measurement to the
ull phase space, which relies on the simulation of the final state. These problems were addressed by the CMS Collaboration
n a series of follow-up studies [64,65,70,234], where novel experimental analyses techniques have been developed, and
pecific observables in tt and tt+jet production have been measured.
To assure the highest purity of the tt signal, most of the σtt measurements used to extract mt have been performed

n the dilepton channel. The experimental techniques of the cross section measurements have constantly been improved.
ore recent measurements use template fits to multi-differential distributions in the selected final state, taking into
ccount features of the topology of the tt signal and the background. As a result, the systematic uncertainties were
urther reduced and correlations between systematic uncertainties were treated consistently, resulting in a significantly
improved experimental precision of the cross section measurements [55,64]. Since the first mt measurement in CMS,
lso the technique of reconstructing the tt pairs in dilepton final states have experienced significant developments. As
etailed in Section 2, the determination of the momenta of the two neutrinos in the dilepton channel required assumptions
n the masses of the W boson and the top quark. Releasing these requirements in mt measurements has triggered
ethodical improvements, such as the so-called loose kinematic reconstruction and the DNN-based reconstruction of
t pairs, discussed in details in Section 2.3.
Further, novel observables in top quark production and decay have been explored, as suggested by theoretical

nvestigations. The inverse of the invariant mass of the tt+jet system, ρ, in events where the tt pair is produced with an
ssociated energetic jet, and the invariant mass of the b quark and the lepton from the W boson decay, mℓb [235], exhibit

a strong dependence on mpole
t . In particular, by considering the mmin

ℓb distribution in the σtt measurement, its dependence
n mMC

t is used for the simultaneous extraction of σtt and mMC
t . This way, the remaining dependence of σtt on mMC

t is
mitigated and one of the major problems of mt extractions via inclusive or differential σtt measurements is resolved. This
pproach made it possible to extract mpole

t and mt (mt ) without an additional uncertainty related to the prior assumption
f mMC

t in inclusive and differential measurements, leading to the first experimental confirmation of the running of the
cale dependent MS top quark mass [66].
The 3-fold correlations of mpole

t , PDFs, and αS in the QCD prediction of σtt was further investigated by the CMS
ollaboration [65] using multi-differential σtt measurements. In particular, by including the measurements of mtt and

ytt in a comprehensive QCD analysis at NLO, the PDFs, αS(mZ ), and mpole
t could be extracted simultaneously and their

orrelations were demonstrated to significantly reduce. This analysis resulted in the most precise value of mpole
t at NLO

to that date, with simultaneously reduced uncertainty in the gluon PDF. At the same time, a low value of αS(mZ ) was
obtained, in tension with the results of other measurements at the LHC. In a follow-up analysis [234], this issue was
resolved by including the CMS jet production measurements which have additional strong sensitivity to PDFs and αS(mZ ).

In the following, the aforementioned analyses are discussed in more details, with the emphasis on the progress of
analysis strategies with respect to the state-of-the-art at the time of the measurements. The aspects of the parton-level
cross section measurements, including unfolding and related uncertainties, can be found in the original publications. In
ach of the mentioned analyses, the extraction of mt is performed under the assumption that the measured tt cross

sections are not affected by physics phenomena beyond the SM.

1 Here, tt includes tt+jet production.
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Fig. 33. Predicted σtt as a function of the top quark pole mass, using different PDF sets (red shaded band and red lines of different styles), compared

o the cross section measured by CMS assuming mMC
t = mpole

t (blue shaded band). The uncertainties in the measured σtt as well as the scale and

DF uncertainties in the prediction with NNPDF2.3 [145] are illustrated by the filled band. The mMC
t result obtained in direct measurements to that

date is shown as hatched area. The inner (solid) area of the vertical band corresponds to the quoted experimental uncertainty in mMC
t , while the

outer (hatched) area additionally accounts for a possible difference between this value and mpole
t .

ource: Figure taken from Ref. [53].

4.1. Extractions of mpole
t from inclusive t t cross sections

In the CMS work [53], the predicted inclusive σtt at NNLO+NNLL [79] was compared to the most precise single
easurement at

√
s = 7 TeV at CMS to that date [236], using an integrated luminosity of 2.3 fb−1 of the data in the

ilepton decay channel. The values of mpole
t and, alternatively, of αS(mZ ) were obtained. In Fig. 33, the dependence of the

redicted σtt cross section on the value of mpole
t is shown.

Besides the value of mpole
t , the predicted cross section depends on the value of αS. A simultaneous extraction of mt and

S(mZ ) from the inclusive σtt alone is not possible since both parameters alter the predicted σtt in such a way that any
ariation of one parameter can be compensated by a variation of the other. In cross section calculations, αS(mZ ) appears
ot only in the expression for the parton–parton interaction but also in the QCD evolution of the PDFs. Varying the value

of αS(mZ ) in the σtt calculation therefore requires a consistent modification of the PDFs. Consequently, to extract the
alue of mpole

t , a choice of the PDFs and of αS(mZ ) has to be made. The interplay of mt , αS(mZ ), and the proton PDFs in
he predicted σtt was studied for the first time by using 5 different PDF sets available to that date at NNLO, and for each
et a series of different choices of αS(mZ ) was considered.
The cross section was measured to be σtt = 161.9 ± 2.5 (stat) +5.1

−5.0 (syst) ± 3.6 (lumi) pb [236] using the profile
likelihood ratio method, where the minimum value of a function −2 ln[R(σtt )] is determined. The ratio R is composed of
the likelihood functions depending on σtt and the maximum likelihood estimates of σtt , as well as the sets of nuisance
arameters describing the systematic uncertainties in the measurement. The likelihoods are defined by a probability
ensity function binned in a 2-dimensional space of jet multiplicity and the multiplicity of b-tagged jets [236]. The
cceptance for tt and, in turn, the measured σtt depend on the value of mMC

t that is used to simulate tt events. The
entral value of σtt is obtained by assuming mMC

t = 172.5 GeV, while the dependence of σtt on mMC
t is studied by varying

MC
t in the MC simulation in the range 160–185 GeV and parameterised, as shown in Fig. 33 by a blue shaded band.
The extraction of mpole

t was performed through the so-called probabilistic approach by maximising the marginalised
osterior

P
(
mpole

t

)
=

∫
mpole

t

fexp
(
σtt

(
mpole

t

))
fth
(
σtt

(
mpole

t

))
dσtt . (22)

The measured cross section and its uncertainty are represented by a Gaussian probability fexp(σtt ). The probability function
for the predicted cross section, fth(σtt ), was obtained through an analytic convolution of two probability distributions, one
accounting for the PDF uncertainty and the other for scale uncertainties. A Gaussian distribution is used to describe the
PDF uncertainty. Given that no particular probability distribution is known to be adequate for the confidence interval
obtained from the variation of the factorisation, µf, and renormalisation, µr, scales, the corresponding uncertainty in the
σtt prediction is approximated using a flat prior. The posterior P

(
mpole

t

)
is marginalised by integration over σtt and a

ayesian credible interval for mpole is computed, based on the external constraint for α (m ). The results using different
t S Z
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Fig. 34. Values of mpole
t obtained by using measured σtt together with the prediction at NNLO+NNLL using different NNLO PDF sets. The filled

symbols represent the results obtained when using the world average of αS(mZ ), while the open symbols indicate the results obtained with the
default αS(mZ ) value of the respective PDF set. The inner error bars include the uncertainties in the measured cross section and in the LHC beam
energy, as well as the PDF and scale uncertainties in the predicted cross section. The outer error bars additionally account for the uncertainty in the
αS(mZ ) value used for a specific prediction. For comparison, the most precise mMC

t to that date is shown as vertical band, where the inner (solid)
area corresponds to the original uncertainty of the direct mt average, while the outer (hatched) area additionally accounts for the possible difference

between mMC
t and mpole

t .
Source: Figure taken from Ref. [53].

sets of PDF are presented in Fig. 34. The top quark pole mass is determined to be mpole
t = 176.7 +3.0

−2.8 GeV using the
theoretical prediction based on the NNPDF2.3 PDF [53]. The experimental and theoretical uncertainties equally contribute
o the final precision of 1.7%. The theoretical precision is limited by the PDF uncertainties (0.8%) and the variation of the
CD scales in the theoretical prediction at NNLO+NLL (0.5%), followed by the uncertainty in the assumption mpole

t = mMC
t ,

or which 1 GeV was assumed. This first LHC measurement of mpole
t , although inferior in precision compared to the direct

easurements, has set an important milestone in the extraction of the Lagrangian mass of the top quark. The correlations
etween mpole

t , αS(mZ ), and PDFs were for the first time quantified and the remaining dependence of σtt on mMC
t was

pointed out.
In a later work [55], the analysis strategy to measure the σtt was significantly improved. The cross sections were

easured through a template fit of the signal and background contributions to multi-differential distributions, binned
in the multiplicity of b quark jets and the multiplicity of the other jets in the event. First, the cross section in a
fiducial region, σ

vis
tt , was determined, defined by the requirements on the transverse momenta and pseudorapidities

f the final-state leptons. The expected signal and background distributions were modelled in the fit by template
histograms, constructed from the simulated samples. The free parameters in the fit were σ

vis
tt , the normalisation for

ifferent background contributions, and the nuisance parameters representing other sources of systematic uncertainties,
uch as the JES and the trigger efficiency. All systematic uncertainties were implemented in the likelihood as nuisance
arameters with Gaussian constraints. Each systematic uncertainty was assessed individually by relevant variations in
C simulations or by varying parameter values within their estimated uncertainties in the analysis. Each source was

epresented by a nuisance parameter, which was fitted together with σ
vis
tt . The impact of theoretical assumptions in

he modelling was determined by repeating the analysis and replacing the signal tt simulation by dedicated simulation
samples with varied parameters affecting, e.g. the scales for the hard process and for matching to the parton shower, the
hadronisation, the colour-reconnection, the underlying event, and PDFs.

The fiducial results were then extrapolated to obtain the value of σtt in the full phase space, by dividing σ
vis
tt by the

acceptance, determined from the tt signal MC simulation. Since the acceptance depends on the theoretical model used
in the MC event generator, it was parameterised as a function of the same nuisance parameters that were used for the
modelling uncertainties in the binned likelihood fit of σ

vis
tt . For the extrapolation of the fitted σ

vis
tt to the full phase space,

the full unconstrained variations of the relevant modelling uncertainties were applied.
The σtt measurements at 7 and 8 TeV centre-of-mass energies were simultaneously used to extract mpole

t while the
orrelation between the two measurements for the systematic uncertainties was taken into account. The cross section
it and the extrapolation to the full phase space were repeated for mMC

t = 169.5, 172.5, and 175.5 GeV. For each case, a
ample of simulated tt events, generated with the corresponding mMC

t value, was used in the fit as a signal model. The
dependence of the distributions used in the fit on detector effects and model variations was evaluated individually and
the parameterisation of σtt dependence on mMC

t was obtained. To express the measured dependence as a function of mpole
t

instead of mMC, an additional uncertainty in the measured cross section, ∆ , was evaluated by varying mMC by ±1 GeV
t mt± t
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Fig. 35. Likelihood for the predicted dependence of σtt on mpole
t for 7 and 8 TeV determined with Top++, using the NNPDF3.0 PDF set. The measured

ependencies on the mass are given by the dashed lines, their 1σ uncertainties are represented by the dotted lines. The extracted mass at each
alue of

√
s is indicated by a black point, with its ±1 standard deviation uncertainty constructed from the continuous contour, corresponding to

2∆ log(LpredLexp) = 1.
ource: Figure taken from Ref. [55].

and reevaluating σtt . The dependence of the σtt measurements on mpole
t was modelled by Gaussian likelihoods as

Lexp
(
mpole

t , σtt

)
= exp

[(
σtt (mt ) − σtt

)2
−2
(
∆

2
+ ∆

2
mt±

) ], (23)

where ∆ is the total uncertainty in each of the σtt measurements, considering the measured dependence of σtt

(
mpole

t

)
.

The predicted dependence of σtt on mpole
t at NNLO+NNLL was determined with Top++ [79], employing 3 different PDF

sets and αS(mZ ) = 0.118 ± 0.001. The predicted σtt was represented by an asymmetric Gaussian function with width
p,±, comprising uncertainties in PDF, αS(mZ ), and the uncertainty in the LHC beam energy, summed in quadrature.
his function is convolved with a box function to account for the uncertainty arising from variations of µr and µf in the
heoretical prediction,

Lpred
(
mpole

t , σtt

)
=

1

C
(
mpole

t

)(erf[σ
(h)
tt

(
mpole

t

)
− σtt

√
2∆p,+

]
− erf

[σ
(l)
tt

(
mpole

t

)
− σtt

√
2∆p,−

])
. (24)

Here, σ (h)
tt

and σ
(l)
tt

denote the upper and lower predicted cross section values, respectively, from variations of µr and µf.

he normalisation factor C
(
mpole

t

)
assures that max(Lpred) = 1 for any fixed mpole

t . The value of mpole
t is extracted by using

he product of the two likelihoods, Lexp and Lpred, maximised simultaneously with respect to mpole
t and σtt . The likelihoods

for the predicted σtt obtained using the NNPDF3.0 PDF set, and the measurement of σtt at
√
s = 7 and 8 TeV as a function

of mpole
t are shown in Fig. 35. As a result, the value of mpole

t = 173.8 +1.7
−1.8 GeV was obtained [55], with the uncertainty of

1%.
From the experimental perspective, the remaining dependence of σtt on the assumed mMC

t and the related additional
ncertainty inmpole

t seemed yet unsatisfactory. This issue was addressed in later analyses by introducing novel observables
n tt production, sensitive to mMC

t , into the template fit in the σtt measurement.

4.2. Mitigating the dependence of the measured cross section on mMC
t

Beyond the inclusive cross section, the top quark mass can be extracted from mt-sensitive kinematic distributions.
owever, the reliability of the precision of the respective results obtained using parton-shower event generators suffers
rom the aforementioned mMC

t interpretation. Alternative ways to estimate theoretical uncertainties in the description
f relevant kinematic distributions and specific observables were investigated. Several kinematic distributions, typically
nvolving top quark decay products were suggested, e.g. in Ref. [235]. The NLO QCD corrections to tt production and
decay considering the spin correlations became available at the same time, e.g. Refs. [237,238]. In particular, the higher
order corrections were important since those allow the distinction between the mass parameters defined in different
renormalisation schemes. In Ref. [235], several observables relevant for themt extraction at LO and NLO QCD were studied,
and their sensitivity to input parameters was investigated. One of the most promising observables was found to be the
nvariant mass of the lepton and the b jet, m , in dilepton tt events. Considering the top quark decay t → bW , W → ℓν
ℓb
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Fig. 36. Absolute (left) and shape (right) distributions of mmin
ℓb for tt production at the LHC at

√
s = 8 TeV after detector simulation and event

election in the eµ channel. The central prediction (black symbols) is obtained at the value of mMC
t of 172.5 GeV, denoted as m0

t . Predictions assuming

different mMC
t values are shown by different colours.

at LO and neglecting the masses of leptons and b quark,

m2
ℓb =

m2
t − m2

W

2
(1 − cos θℓb ), (25)

so the dependence of mℓb on mt is precisely known, given a value of the W boson mass mW . Here, θℓb is the angle

etween the lepton and the b quark in the W boson rest frame. At maximum, the value of mℓb approaches
√
m2

t − m2
W .

xperimentally, there is an ambiguity in which of the two b jets should be combined with the chosen lepton of a
certain charge. Therefore, the lepton is associated with the b jet resulting in the smallest value of mℓb , m

min
ℓb . The mmin

ℓb

distribution was shown to be under good theoretical control, but the way higher-order effects are considered appeared
important [239,240]. For the experimental extraction of mt using mmin

ℓb , however, the respective NLO calculation would
need to be implemented in the MC simulations used in the measurement of σtt . In the absence of those, mmin

ℓb appeared
o be a promising observable in the determination of mMC

t and in the mitigation of the mMC
t -dependence of the σtt

measurement.
The mmin

ℓb distribution provides strong sensitivity to the choice of mMC
t at values of mmin

ℓb close to the top quark mass,
as demonstrated in Fig. 36.

A generic approach to measure any observed distribution ξ sensitive to mt in a particular renormalisation scheme
without any prior assumptions on mMC

t , or its relation to mt , was suggested in Ref. [241]. The method employs a
imultaneous likelihood fit of mMC

t and ξ , comparing an observed distribution in data to its MC prediction. In later CMS
nalyses, mmin

ℓb is chosen as such an observable.
In the view of precision measurements of mt , the fundamental issue of mpole

t is the infrared-sensitivity, also known
s the renormalon problem, which leads to poor perturbative behaviour. Alternative renormalisation schemes [206,242]
ere explored in the context of mt measurements at the LHC, and better perturbative convergence by using the MS

scheme was demonstrated [242]. Using the higher-order calculations for inclusive and differential σtt in the MS scheme,
xtraction of the running mass of the top quark, mt (mt ), and of its scale-dependence becomes possible.
In the CMS analysis [64] based on the LHC data collected at a centre-of-mass energy of 13 TeV, the top quark mass

s extracted in both the on-shell and the MS mass schemes. In Ref. [64], the σtt measurement was performed using a
emplate fit to multidifferential distributions, similar to the measurement [55] at

√
s = 7 and 8 TeV. First, a visible tt

ross section σ
vis
tt in the experimentally accessible fiducial volume is determined, using the fit to constrain the systematic

ncertainties from the data. The measured σ
vis
tt is then extrapolated to the full phase space to obtain σtt , which introduces

a residual dependence of σtt on mMC
t , due to the impact of mMC

t on the simulated detector acceptance. In contrast to
previous measurements, where this dependence was determined by repeating the analysis with varied mMC

t , the approach
of Ref. [241] is followed and mMC

t is introduced in the fit as an additional free parameter. The sensitivity to mMC
t is

enhanced by introducing the mmin
ℓb distribution in the fit. In the simultaneous fit, σtt and mMC

t are directly constrained from
the data. The resulting σtt and its uncertainty therefore account for the dependence on mMC

t , irrespective of its physics
nterpretation, and are used for the extraction of mpole and m (m ), or alternatively, of α (m ).
t t t S Z
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Fig. 37. Data (points) compared to pre-fit (left) and post-fit (right) mmin
ℓb distributions of the expected signal and backgrounds from simulation

shaded histograms) used in the simultaneous fit of σtt and mMC
t . Events with exactly one b-tagged jets are shown. The hatched bands correspond

o the total uncertainty in the sum of the predicted yields. The ratios of data to the sum of the predicted yields are shown in the lower panel. Here,
the solid grey band represents the contribution of the statistical uncertainty.
Source: Figures taken from Ref. [64].

While Ref. [64] contains σtt measurements obtained in the e
+
e
−, µ

+
µ

−, and e
±

µ
∓ channels, to minimise the impact

rom background, only the e
±

µ
∓ channel was used for the simultaneous σtt and mMC

t measurement. The templates
escribing the distributions for the signal and background events were taken from the simulation and their statistical
ncertainty was accounted for by using pseudo-experiments. To construct the templates describing the dependence of

the final-state distributions on mMC
t , separate MC simulation samples of tt and tW production were used, in which mMC

t

s varied in the range 169.5–175.5 GeV.
The fit was performed in twelve mutually exclusive categories, according to the number of b-tagged jets and of

dditional non-b-tagged jets in the event. Categorising the events by their b-tagged jet multiplicity allows to constrain
the efficiency to select and identify a b jet. Besides σ

vis
tt , the free parameters of the fit are the nuisance parameters λ⃗

corresponding to the various sources of systematic uncertainty. The function −2 ln(L) was minimised, with likelihood L
ased on Poisson statistics:

L =

∏
i

e−viv
ni
i

ni!

∏
j

π (λj). (26)

Here, i denotes the bin of the respective final-state distribution, while vi and ni are the expected and observed number
of events in bin i, respectively. The terms π (λj) account for deviations of the nuisance parameters λj from their nominal
values according to their prior density distributions, which are assumed to be Gaussian. In the fit, the expected number
of events in each bin i, vi, is parameterised as

vi = si
(
σ

vis
tt , λ⃗

)
+

∑
k

bMC
k,i
(
λ⃗
)
, (27)

where si is the expected number of tt signal events in bin i, and bMC
k,i represents the predicted number of background

events in bin i from a source k. Comparisons of the data and the prediction from the MC simulation before and after the
fit are presented in Fig. 37 for the mmin

ℓb distribution.
The fit impact on the uncertainties can be quantified by the pulls and constraints of the corresponding nuisance

parameters. The constraint is defined as the ratio of the post-fit uncertainty to the pre-fit uncertainty of a given nuisance
parameter, while the normalised pull is the difference between the post-fit and the pre-fit values of the nuisance
parameter normalised to its pre-fit uncertainty. The normalised pulls and constraints of the nuisance parameters related
to the modelling uncertainties for the simultaneous fit of σtt and mMC

t in the CMS analysis [64] are shown in Fig. 38.
As a result of the simultaneous fit, the values of σtt = 815 ± 2 (stat) ± 29 (syst) ± 20 (lumi) pb, and mMC

t =

72.33 ± 0.14 (stat) +0.66
−0.72 (syst) GeV are obtained [64], with 12% correlation between the two.

The result on σtt is used together with the QCD prediction [223] at NNLO in the MS scheme to extract the value of
mt (mt ). For this purpose, the measured and the predicted cross sections are compared via a χ

2 minimisation, using the
open-source QCD analysis framework xFitter [243]. For a measurement µ, a corresponding theoretical prediction m, and
the set of systematic nuisance parameters b⃗, the following χ

2 definition is used:
164



The CMS Collaboration Physics Reports 1115 (2025) 116–218

N
p
u
T

A

P

v
o

s

o
c
r

f

Fig. 38. Normalised pulls and constraints of the nuisance parameters related to the modelling uncertainties for the simultaneous fit of σtt and

mMC
t . The markers denote the fitted value, while the inner vertical bars represent the constraint and the outer vertical bars denote the additional

uncertainty as determined from pseudo-experiments. The constraint is defined as the ratio of the post-fit uncertainty to the pre-fit uncertainty
of a given nuisance parameter, while the normalised pull is the difference between the post-fit and the pre-fit values of the nuisance parameter
normalised to its pre-fit uncertainty. The horizontal lines at ±1 represent the pre-fit uncertainty.
Source: Figure taken from Ref. [64].

χ
2(m, b⃗) =

[
µ − m

(
1 −

∑
j γjbj

)]2
δ
2
uncm

2
+ δ

2
stat µm

(
1 −

∑
j γjbj

) +

∑
j

b2j . (28)

Here, δstat and δunc are relative statistical and uncorrelated systematic uncertainties of the measurement, γj quantifies
the sensitivity of the measurement to the correlated systematic source j. This definition of the χ

2 function assumes
that systematic uncertainties are proportional to the values of the central prediction (multiplicative uncertainties, mi(1−∑

j γjbj)), whereas the statistical uncertainties scale with the square root of the expected number of events.
The four most recent PDF sets available at NNLO to that date were used: ABMP16nnlo, CT14nnlo, MMHT14nnlo, and

NPDF3.1nnlo. Unlike other PDF sets, the ABMP16nnlo employs the MS scheme for the heavy quarks in the theoretical
redictions used in the PDF determination. For the other PDFs, values of mpole

t are assumed and are converted to mt (mt )
sing the number of αS loops according to the individual prescription by the corresponding PDF group (as shown in
able 4 of Ref. [64]). Because of the strong correlation between αS(mZ ) and mt (mt ) in the prediction of σtt , for the mtt

extraction, the value of αS(mZ ) in the theoretical prediction is set to that of the particular PDF set.
The fit is performed by varying mt (mt ) in the theoretical prediction in the range 158 < mt (mt ) < 163 GeV for

BMP16nnlo PDF and in the range 162 < mt (mt ) < 167 GeV for the other PDFs. The uncertainties related to the
variation of αS(mZ ) in the PDFs are estimated by repeating the fit using the PDF eigenvectors with αS(mZ ) varied within
its uncertainty as provided by each PDF, except for ABMP16nnlo, where the value of αS(mZ ) is a free parameter in the
DF fit and its uncertainty is included in the eigenvectors.
Instead of assuming a prior for the scale variation uncertainty, in the analysis [64], the variation of µr and µf was

externalised, by repeating the χ
2 fit independently for different choices of the µr and µf in the predicted σtt . The nominal

alues of these scales were set tomt (mt ) and varied by a factor of two up and down, independently. The largest differences
f the results to the nominal one was considered as scale uncertainty. The results on mt (mt ) are illustrated in Fig. 39.
The results obtained with different PDF sets are in agreement, although the ABMP16nnlo PDF set yields a sys-

tematically lower value. This difference is expected and has its origin in a larger value of αS(mZ ) = 0.118 as-
umed in the NNPDF3.1, MMHT2014, and CT14 PDFs. The result obtained by using ABMP16 PDF, mt (mt ) = 161.6 ±

1.6 (fit+PDF+αS)
+0.1
−1.0 (scale) GeV [64], with its total uncertainty of about 1.2%, should be considered as the most the-

retically consistent, since only ABMP16 PDF implies a heavy quark treatment in the MS scheme and considers the
orrelation between the αS(mZ ) and PDF. Using the same theoretical prediction consistently in the pole mass scheme,
esults in mpole

t = 169.1 ± 1.8 (fit+PDF+αS)
+1.3
−1.9 (scale) GeV [64] using the ABMP16 PDF. The shift between the pole and

the running mass values is expected, but the significantly smaller scale uncertainties in the case of the MS scheme arises
rom significantly better perturbative convergence in this scheme.
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Fig. 39. Values of mt (mt ) obtained from comparing the σtt measurement to the theoretical NNLO predictions using different PDF sets. The inner
orizontal bars on the points represent the quadratic sum of the experimental, PDF, and αS(mZ ) uncertainties, while the outer horizontal bars give
he total uncertainties.
ource: Figure taken from Ref. [64].

While higher experimental precision is achieved in the 13 TeV analysis as compared to 7 and 8 TeV measurements,
he full consideration of the PDF eigenvectors in σtt calculation and, in turn, in the χ

2 minimisation procedure, and
xternalising the scale variations leads to an increased uncertainty with respect to the combined 7 and 8 TeV result.
herefore, the extraction of mt through comparison of measured and predicted σtt has the limitation by the PDF

uncertainty, and aforementioned correlation of PDF, αS, and mt in the prediction of σtt . The correlations between the
mt (mt ) with the assumption on αS(mZ ) was investigated in detail for each PDF by performing a χ

2 scan in αS(mZ ) for ten
different assumptions of mt (mt ), varied from 160.5 to 165.0 GeV. A linear dependence is observed, as shown in Fig. 40,
llustrating the strong correlation of the PDF, αS(mZ ) and mt (mt ) in the σtt prediction and the related ambiguity in the
extraction of one parameter by fixing the others.

4.3. The first illustration of the running of the top quark mass

In Section 4.2, the inclusive measurement of the tt production cross section is used to extract the value of the top
quark mass in the MS scheme at the top quark mass scale, mt (mt ). In the MS scheme, which is the standard scheme
sed to renormalise αS, the top quark mass depends on an additional scale µm. As already mentioned in Section 2.8, the
cale µm sets the lower bound of the self-energy contributions absorbed in the MS mass and should be chosen close
to the dynamical scale governing the mt sensitivity of the cross section. This scale setting ensures the absence of large
logarithmic corrections as far as the mass dependence of the theoretical prediction is concerned and thus ensures an
adequate treatment of quantum corrections related to the mass sensitivity. The MS mass is adequate for cross sections
where this dynamical scale is close to or larger than the top quark mass, i.e. µm ≳ mt . For the inclusive cross section
measurement described in Section 4.2 this dynamical scale is set by typical transverse momentum of the produced top
uarks which is around the top quark mass, justifying the use of mt (mt ).
As in the case of αS, the scale evolution (often referred to as ‘‘running’’) of mt (µm) is described by the renormalisation

roup equation (RGE):

µ
2
m

dmt (µm)

dµ2
m

= −γ
(
αS(µm)

)
mt (µm), (29)

where γ
(
αS(µm)

)
is known as the mass anomalous dimension. This quantity can be calculated in perturbation theory, and

he coefficients are currently known up to order α
5
S [244,245]. Measuring the running of mt (µ) is not only a fundamental

test of the validity of perturbative QCD, but also an indirect probe of BSM physics scenarios that can modify the RGE
running, e.g. supersymmetric theories [246] or models based on the dynamic mass generation of fermions [247].

Measuring cross sections where the top quark mass sensitivity is governed at widely different energy scales Q allows
he running of the MS top quark mass to be measured by extracting the value of mt (µm = Q ). This is in close analogy
o measurements of the running strong coupling α . In Ref. [66], where the first measurement of the running of the top
S
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Fig. 40. Values of αS(mZ ) obtained in the comparison of the σtt measurement to the NNLO prediction using different PDFs, as functions of the
t (mt ) value used in the theoretical calculation. The results from using the different PDFs are shown by the bands with different shadings, with
he band width corresponding to the quadratic sum of the experimental and PDF uncertainties in αS(mZ ). The resulting measured values of αS(mZ )
re shown by the different style points at the mt (mt ) values used for each PDF. The inner vertical bars on the points represent the quadratic sum
f the experimental and PDF uncertainties in αS(mZ ), while the outer vertical bars show the total uncertainties.
ource: Figure taken from Ref. [64].

quark mass is presented, this is achieved by comparing a measurement of the tt production cross section as a function
f mtt to the QCD predictions at NLO. The analysis of Ref. [66] makes use of the same data as in Ref. [64], addressing
he tt production with the e

±
µ

∓ final state. The differential cross section, dσtt /dmtt , is measured by means of a profile
likelihood unfolding of multi-differential distributions, extending the method of Ref. [64] presented in Section 4.1. The
nvestigation of the MS mass running adopts mtt /2 as the scale µm, which quantifies the energy scale of the hard tt

roduction process.
In order to measure the tt cross section differentially, the tt simulation is split into bins of mtt at the generator level,

nd each sub-sample is treated as an independent signal process in the likelihood fit, while preserving the correlation
between the systematic uncertainties. This procedure is commonly known as maximum likelihood unfolding. The expected
number of events in each bin is parameterised as:

νi =

4∑
k=1

ski (σ
k
tt ,m

MC
t , λ⃗) +

∑
j

bji(m
MC
t , λ⃗), (30)

where σ
k
tt is the total cross tt cross section in bin k of mtt , s

k
i represents the contribution of bin k in mtt to bin i, bji

is the contamination from background j in that bin, and λ⃗ are the nuisance parameters that parameterise the effects of
he systematic uncertainties. As in the analysis of Ref. [64], the effect of mMC

t is profiled in the likelihood. This expression
incorporates the effect of the detector response and of the signal acceptance, and directly connects parton-level quantities
to measurable detector-level distributions. Therefore, the likelihood fit provides directly the unfolded results at the parton
level. In order to allow for a comparison to fixed-order theoretical predictions, in this analysis the parton level is defined
as the matrix-element level, i.e. before parton showering, assuming stable top quarks. Details on the MC simulation are
given in Section 2.4.

In order to enhance the sensitivity to each individual bin of mtt , the invariant mass of the tt system is reconstructed
t the detector level (mreco

tt ) using the full kinematic reconstruction described in Section 2.3. The additional dependence
n the value of mt assumed in the kinematic reconstruction is fully parameterised in the likelihood via the parameter
MC
t . As in Ref. [64], this parameter is treated as freely floating in the fit, and is constrained via the mmin

ℓb distribution.
The fit is performed in categories of b-tagged jet multiplicity and in bins of mreco

tt , while all events with less than two
jets in the final state, for which no kinematic reconstruction is possible, are assigned to separate categories. The mreco

tt

istribution after the fit to the data, which illustrates the likelihood unfolding procedure, is shown in Fig. 41 (left). In
Fig. 41 (right), instead, the unfolded dσtt /dmtt is compared to the NLO theoretical predictions used in Ref. [66] to extract
he running of m . The bin centres are chosen as the average value of m in each bin according to the powheg+pythia8
t tt
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Fig. 41. Left: profile likelihood unfolding of the mtt distribution. The signal sample is split into subprocesses in bins of parton-level mtt , and the
ignal corresponding to bin k in mtt is denoted with ‘‘Signal (µk)’’. The vertical bars represent the statistical uncertainty in the data, while the
ashed band is the total uncertainty in the MC simulation. Right: unfolded tt cross section as a function of mtt , compared to theoretical predictions
n the MS scheme for different values of mt (mt ). The vertical bars correspond to the total uncertainty in the unfolded cross section. Here, the bin
centres for the unfolded cross section are defined as the average mtt in the powheg+pythia8 simulation.
ource: Figures taken from Ref. [66].

Table 6
Summary of scale choices for µr , µf , and µm for the three different extractions of the
running of the top quark mass. The NLO fixed scale corresponds to the result of Ref. [66],
while the NNLO result is described in Ref. [249]. The NLO bin-by-bin dynamic result,
instead, is obtained in the scope of this review work.
Fixed-order theory model µm [GeV] µr , µf [GeV]

NLO fixed scales mt mt (mt )
NLO bin-by-bin dynamic scale mtt /2 mt (µm)
NNLO bin-by-bin dynamic scale mtt /2 µm

simulation, and are considered as the representative energy scale of each mtt bin. As illustrated in Fig. 41 (right), the
ependence of the tt production cross section on the value of mt decreases rapidly with increasing mtt .
An updated extraction of the running of mt is obtained in the scope of this article, with a similar theoretical setup as

the one suggested in Ref. [248], where differential calculations in the MS scheme are obtained at NNLO and compared to
the results of Ref. [66]. Here, unlike in the original result of Ref. [66], a bin-by-bin dynamic scale is implemented in the
NLO calculation, which allows the direct extraction of the value of mt (µm). A dynamic scale choice is also favoured from
the theoretical point of view, as it accounts for the summation of higher-order QCD corrections. This approach has also
been used in the improved analysis of Ref. [249], where the running of mt is extracted at NNLO in QCD.

The measured cross section of Ref. [66] is also updated according to the new luminosity measurement of the 2016
data set [189], which leads to a significant improvement in the uncertainty in the measured cross section. Following the
pproach of Ref. [66], the value of mt (µm) is extracted in each bin of mtt separately. Here, µm is chosen to be µk/2, where

µk is the representative scale of bin k in mtt , corresponding to the bin centre in Fig. 41 (right). The measured values of
t (µm) are normalised to the value of mt (µref), where µref is arbitrarily chosen as the scale of the second bin in mtt , in
rder to profit from the cancellation of correlated systematic uncertainties.
The result is shown in Fig. 42, where it is compared to the one-loop solution of the QCD RGE, to the original result of

ef. [66], and to the more recent re-interpretation at NNLO in QCD described in Ref. [249]. However, it has to be noted that
he results are not directly comparable to each other, as they differ not only for the perturbative order in QCD, but also
or the choice of the renormalisation and factorisation scales in the fixed-order calculations, as summarised in Table 6.
onetheless, in all cases the RGE running scenario is favoured by the data compared to a hypothetical no-running scenario
n which dmt (µm)/dµm = 0.

4.4. Resolving correlations of mt , αS(mZ ), and PDFs

The correlation among PDFs, αS(mZ ), and mt in the QCD prediction of σtt was already mentioned in the context of
the extraction of mt using the inclusive σtt . The origin of this correlation is the fact that tt production in pp collisions is
ominated by the gluon–gluon fusion process (to about 90%), so that the gluon PDF, αS(mZ ), andmt alter the normalisation
nd shape of the σtt prediction. At the same time, it means that any of these parameters can be extracted individually, by
sing the tt cross sections, only once the other two are fixed. Therefore, besides extraction of mt or αS(mZ ) by using the
easurements of inclusive cross section of tt production, the same measurements can be used to constrain the proton
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Fig. 42. Running of the top quark mass as a function of µm = mtt /2 obtained with a bin-by-bin dynamic scale µk/2 (full circles), compared to the
entral values of the results of Ref. [66] obtained with a constant scale µm = µk (hollow squares) and to those of the NNLO results of Ref. [249]
(hollow triangles). As in Ref. [66], the error bars indicate the combination of experimental, extrapolation, and PDF uncertainties in the NLO extraction
with bin-by-bin dynamic scale. The full treatment of the QCD scale variations can be found in Ref. [249]. The assumptions on the renormalisation
nd factorisation scales adopted in the different interpretations are summarised in Table 6. The uncertainties in the three results, which are mostly
orrelated, are given in the respective references and are of comparable size.

Fig. 43. The fractional uncertainties in the gluon distribution function of the proton as a function of x at factorisation scale µ
2
f = 105 GeV2 from a

CD analysis using the DIS and CMS muon charge asymmetry measurements (hatched area), and also including the CMS σtt results at
√
s = 5.02 TeV

solid area). The relative uncertainties are found after the two gluon distributions have been normalised to unity. The solid line shows the ratio of
the gluon distribution function found from the fit with the CMS σtt measurements included to that found without.
ource: Figure taken from Ref. [250].

PDFs, by fixing mt and αS(mZ ). Due to the large scale, provided by the top quark mass, the tt production is sensitive
o the gluon distribution g(x) at large fractions x of the proton momentum, carried by the gluon. Due to lack of other
xperimental data constraining the gluon distribution at high x, g(x) has large uncertainties in this region.
An illustrative example of PDF constraints using the inclusive σtt is the result of the CMS analysis [250]. In this work,

he σtt measurement at
√
s = 5.02 TeV based on the integrated luminosity of 24.4 pb−1 was included in a PDF fit at

NNLO together with the cross sections of ep deep inelastic scattering (DIS) at HERA [251], and the CMS muon charge
symmetry measurements in W boson production [252]. In the fit, performed by using the open-source QCD analysis

platform xFitter [243], the values of αS(mZ ) = 0.118 and mpole
t = 172.5 GeV are assumed. Already by including a single

easurement of σtt at 5.02 TeV, the reduction of the uncertainty in g(x) is observed, as shown in Fig. 43.
While the PDF constraints by using inclusive σtt are achieved only through the global normalisation, differential cross

sections provide further information about the PDFs, αS, and mt . This was investigated in Ref. [253], where the differential
ross sections were suggested to be used in a QCD analyses to extract PDFs, αS(mZ ), and mt . In particular, the invariant
ass mtt and rapidity ytt of the tt pair are directly related to x as x = (mtt /

√
s) exp[±y(tt )] at LO QCD. In the CMS

work [254], measurements of double-differential tt cross sections as functions of mtt and ytt were demonstrated to be
ost sensitive to g(x), providing more significant constraints than inclusive or single-differential cross sections.
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Fig. 44. Comparison of the measured [N0,1+
jet ,mtt , ytt ] cross sections to NLO predictions obtained using different mpole

t values. For each theoretical

prediction, values of χ
2 and dof for the comparison to the data are reported.

Source: Figure taken from Ref. [65].

By using multi-differential tt cross sections, it is possible to obtain a good overall constraint on the PDFs, αS(mZ ),
nd mt , simultaneously, since the mtt distribution is driven by the value of mt . To better access the tt threshold in the

final states with two leptons, the LKR algorithm, discussed in Section 2.3, was developed, probing mtt in a less biased
way compared to FKR. However, the limited resolution in mtt mentioned in Section 2.3.2, prevents splitting the mtt

distribution in bins narrower than 100–150 GeV, in particular close to the threshold. Further, production of tt associated
ith jets brings in additional sensitivity to αS(mZ ) at the scale of mt , and enhances sensitivity to mt , since the gluon
adiation depends on mt through threshold and cone effects [255].

First simultaneous determination of the PDFs, αS(mZ ), and mpole
t by using multi-differential tt cross sections were

carried out by CMS in Ref. [65]. In particular, double-differential tt cross sections as functions of mtt and ytt were
measured in different categories with respect to the number of associated additional particle-level jets in the event, Njet,
using two (Njet = 0 and Njet ≥ 1) and three (Njet = 0, Njet = 1, and Njet ≥ 2) bins of Njet. These cross sections are
denoted as [N0,1+

jet ,mtt , ytt ] and [N0,1,2+
jet ,mtt , ytt ], respectively. To correct for the detector resolution and inefficiency, a

egularised unfolding was performed simultaneously in bins of the observables in which σtt were measured. To compare
the measured cross sections for tt production with additional jets to NLO QCD predictions, the measured cross sections
ere further corrected from particle to parton level for MPI, hadronisation, and top quark decay effects, by using the MC
imulation. The measured triple-differential cross sections are compared to calculations of the order in αS required for
LO accuracy: the inclusive tt production at O(α3

S ) [256]; tt production with one jet at O(α4
S ) [257]; and tt production

with two additional jets at O(α5
S ) [258,259]. In particular, the cross sections for inclusive tt production are calculated from

the sum of the measured σtt in the Njet = 0 and Njet ≥ 1 bins. Thus, the cross sections obtained for inclusive tt and tt

1 jet production are compared to the NLO O(α3
S ) and NLO O(α4

S ) calculations, respectively. Similarly, cross sections for
nclusive tt , tt + 1, and tt + 2 jets production are obtained using the [N0,1,2+

jet ,mtt , ytt ] measurement and compared to
the NLO O(α3

S ), NLO O(α4
S ), and NLO O(α5

S ) calculations, respectively.
Using the normalised cross sections results in the partial cancellation of experimental and theoretical uncertainties. To

emonstrate the sensitivity to mpole
t , in Fig. 44, the data are compared to the predictions obtained with different values

of mpole
t . The largest sensitivity to mpole

t is observed at lower mtt (indicated as Mtt in Fig. 44 and Fig. 45), closest to the
t production threshold, while the sensitivity at higher mtt occurs mainly because of the cross section normalisation.
o further demonstrate the sensitivity of the theoretical predictions for the measured [N0,1+

jet ,mtt , ytt ] cross sections
o different input parameters, in Fig. 45, the contributions arising from the PDF, αS(mZ ) (±0.005), and mpole

t (±1 GeV)
ncertainties are shown separately. The total theoretical uncertainties are obtained by adding the uncertainties originating
rom PDF, αS(mZ ), m

pole
t , and variations of µr and µf, in quadrature.

The normalised triple-differential [N0,1+
jet ,mtt , ytt ] cross sections are used together with the combined HERA DIS

data [251] in a QCD analysis, where PDF, α (m ), and mpole are extracted at NLO, using the xFitter program [243]. The
S Z t
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Fig. 45. The theoretical uncertainties for [N0,1+
jet ,mtt , ytt ] cross sections, arising from the scale, PDF, αS(mZ ), and mt variations, as well as the

otal theoretical uncertainties obtained from variations in µr and µf , with their bin-averaged values shown in brackets. The bins are the same as in
Fig. 44.
Source: Figure taken from Ref. [65].

resulting NLO values of αS(mZ ) and mpole
t are obtained [65] as follows:

αS(mZ ) = 0.1135 ± 0.0016 (fit) +0.0002
−0.0004 (model) +0.0008

−0.0001 (param) +0.0011
−0.0005 (scale)

= 0.1135 +0.0021
−0.0017, (31)

mpole
t = 170.5 ± 0.7 (fit) ± 0.1 (model) +0.0

−0.1 (param) ± 0.3 (scale) GeV

= 170.5 ± 0.8 GeV. (32)

Here ‘fit’, ‘model’, and ‘param’ denote the fit, model, and parameterisation uncertainties. The fit uncertainties were
obtained using the criterion of ∆χ

2
= 1. The model uncertainties arise from the variations of assumptions on theoretical

nputs, such as masses of c and b quarks or the value of the starting evolution scale. The parameterisation uncertainties
riginate from the variations of the functional form for the PDFs at the starting scale. In addition, ‘scale’ denotes the
ncertainties arising from the scale variations in σtt predictions, which are estimated by repeating the fit using predictions
here the values of µr and µf are varied by a factor of 2, independently up and down, and taking the differences with
espect to the nominal result.

In Fig. 46 the extracted αS(mZ ), m
pole
t , and gluon PDF at the scale µ

2
f = 30 000 GeV2 for several values of x are

shown, together with their correlations. When using only DIS data, the largest correlation to αS(mZ ) is observed in
the gluon PDF. Once included in the fit, measurement of the tt production resolves this correlation in the relevant
kinematic range, because of its sensitivity to both g(x) and αS(mZ ). In addition, the multi-differential [N0,1+

jet ,mtt , ytt ]
cross sections provide constraints on mpole

t . As a result, the correlations between g(x), αS(mZ ), and mpole
t are significantly

educed in the kinematic range of tt production. This way, the simultaneous QCD analysis of PDFs, αS(mZ ), and mpole
t

has highest potential to extract mpole
t with best precision through mitigating uncertainties in αS(mZ ) and g(x). However,

n additional theoretical uncertainty in the extracted mpole
t value is expected, due to the gluon resummation corrections,

and in particular the Coulomb gluon exchange contributions arising from to the toponium quasi bound state dynamics in
the small-mtt region [261,262]. These corrections are not yet implemented in a form suitable for the σtt analysis in pp

ollisions, as discussed in Section 4.6. It was estimated in Ref. [65] that this could result in an uncertainty of +1 GeV in
mpole

t , in addition to the one quoted in Eq. (31). Note that the uncertainty in mt due to the missing Coulomb quasi bound
tate effects would be considerably smaller, once instead of the pole mass scheme, a renormalisation scheme is chosen,
here these Coulomb corrections can be partially absorbed into mt itself. As shown in Ref. [263], this can be achieved by
sing the MSR mass mMSR

t (R) for a scale R ≈ 80 GeV.
While the resulting values of mpole

t and αS(mZ ) in Ref. [65] are very precise, the central value of αS(mZ ) is small in
omparison to other extractions at NLO, and to the world average result. In the CMS work [234], the normalised triple-
differential tt cross sections of Ref. [65] and further data sets used therein, were included in the QCD fit together with
he double-differential cross section of inclusive jet production at

√
s of 13 TeV. With increased sensitivity to g(x) and the
171
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Fig. 46. The extracted values and their correlations for αS and mpole
t (upper left), αS and gluon PDF (lower left), and mpole

t and gluon PDF (lower,
ight). The gluon PDF is shown at the scale µ

2
f = 30 000 GeV2 for several values of x. For the extracted values of αS and mpole

t , the additional
ncertainties arising from the dependence on the scale are shown. The correlation coefficients ρ as defined in Ref. [65] are displayed. Furthermore,

values of αS (mpole
t , gluon PDF) extracted using fixed values of mpole

t (αS) are displayed as dashed, dotted, or dash-dotted lines. The world average

values αS(mZ ) = 0.1181 ± 0.0011 and mpole
t = 173.1 ± 0.9 GeV from Ref. [260] are shown for reference.

Source: Figure taken from Ref. [65].

value of αS(mZ ), provided by the jet production measurements, the simultaneous extraction of PDFs, αS(mZ ), and mpole
t

ould be further refined. The value αS(mZ ) = 0.1188 ± 0.0031 is obtained at NLO [234], in good agreement with the
orld average, and the value of mpole

t = 170.4 ± 0.7 GeV is obtained with improved precision.

4.5. Top quark pole mass extracted from t t +jet events

Alternatively to the mt extraction using inclusive tt production, a novel observable was suggested in Ref. [255] to
extract mt using events where the tt pair is produced in association with at least one energetic jet (tt+jet). Here, the
dependence of the gluon radiation on mt through threshold and cone effects is explored. The observable of interest ρ is
defined2 as

ρ =
340 GeV
mtt +jet

, (33)

where mtt +jet is the invariant mass of the tt+jet system using the leading additional jet. By using the tt+jet normalised
differential cross section as a function of ρ, mt can be extracted. The result of the measurement is independent of the
choice of the scaling constant in the numerator, which is introduced to define ρ dimensionless, and is on the order of
wo times mt .

2 Should not to be confused with correlation coefficients of Ref. [65].
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Fig. 47. Left: Sensitivity S to the value of mpole
t for tt (blue) and tt+jet production (orange). Figure taken from Ref. [70]. Right: The distribution of

tt at the parton level as given by the powheg+pythia8 tt simulation as a function of ρ at parton level, obtained in Ref. [70].

A high sensitivity to mt is expected close to the production threshold, for ρ > 0.65, while for high mtt +jet, e.g. ρ < 0.55,
his sensitivity is small. The sensitivity S is defined as [255]

S(ρ) =

∑
∆mpole

t = ±3 GeV

R(ρ ,mpole
t ) − R(ρ ,mpole

t + ∆mpole
t )

2|∆mpole
t |R(ρ ,mpole

t )
, (34)

where R is the normalised differential cross section of tt+jet production as a function of ρ and ∆mpole
t the variation of

pole
t . The value of S quantifies how the differential cross section changes, as a result of the variation inmpole

t and is studied
n Ref. [255] by using the powheg generator. In Fig. 47 (left), the mt sensitivities are compared for tt+jet and inclusive
tt production. For the latter, in the definition of ρ, the invariant mass of tt+jet is replaced by the invariant mass of the
t pair, mtt . For both processes, the sensitivity is largest close to the threshold of the tt production, however in the case
of tt+jet this sensitivity is significantly increased due to the presence of additional gluon radiation. The infrared safety is
assured through the requirement for the additional jet in tt+jet to have a transverse momentum of at least 30 GeV. As
ompared to the tt production, the kinematic range accessed by tt+jet is shifted further away from the threshold region,
here the highest sensitivity to mt is expected, as shown in Fig. 47 (right). On the other hand, the reliable theoretical
rediction in this region would require resummation of threshold effects and soft-gluon emission, not yet fully available
or tt production in pp collisions.

The first extraction of mpole
t using tt+jet events in CMS [70] was performed at

√
s = 13 TeV, using pp collision data

ollected by the CMS experiment in 2016 and corresponding to an integrated luminosity of 36.3 fb−1. Dilepton decays
f tt are used, and a novel method of kinematic reconstruction, based on a NN regression, developed for the purpose of
his measurement, is applied, as discussed in details in Section 2.3. By using a maximum likelihood fit to the final-state
distributions of tt and tt+jet events, the differential cross section of tt+jet production as a function of ρ is measured.
he method of Refs. [64,66], as described above, is extended in order to constrain systematic uncertainties in the visible

phase space together with the differential cross section. To mitigate the correlation between the extracted cross section
nd mMC

t , the latter is treated as an additional free parameter in the fit, by considering the mmin
ℓb distribution.

The cross section is measured at the parton level, as defined in Section 2.7. Additional jets are reconstructed using the
anti-kT algorithm with a distance parameter of 0.4, and jets originating from the top quark decay products are removed.
At least one such additional jet at the parton level with pT > 30 GeV and |η| < 2.4 is required. This definition allows for
the direct comparison of the measurement to the fixed-order theoretical predictions. The measurement [70] is performed
n four bins of ρgen and ρreco: 0–0.3, 0.3–0.45, 0.45–0.7, and 0.7–1.0. Eleven exclusive event categories are introduced,
ased on the number of b-tagged jets (Nb jet = 1, Nb jet ≥ 2), jets (Njet = 1, Njet = 2, Njet ≥ 3), and the four bins in ρreco,
s listed in Table 7. In the ρreco categories, a discriminating variable (RNN) originating from a NN-based multiclassifier is
itted to maximise the signal sensitivity. The classifier aims to separate events originating from the tt+jet, tt+0 jet, and
Z+jets processes, and RNN is defined such to optimise the tt+jet over tt+0 jet separation. The systematic uncertainties
related to the calibration of the JES are constrained by fitting jet pT distributions.

The resulting tt+jet cross section is shown in Fig. 48. It is compared to fixed-order theoretical calculations obtained
sing the tt+jet process implemented in powheg-box [264] at NLO, with the ABMP16NLO [265] PDF set, and assuming

mpole
t values of 169.5, 172.5, and 175.5 GeV. Alternatively, the CT18NLO PDF set [266] is considered. The NLO calculation

benefits from the implementation of a dynamical scale, as discussed in Ref. [267], which depends on the scalar sum of
the top quark and antiquark transverse masses and the p of the additional jet.
T
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Table 7
A list of the event categories and distributions used in the maximum likelihood fit.

Reconstructed ρ No reconstructed ρ

Njet ≥ 3 Njet = 1 Njet = 2

ρ < 0.3 0.3 < ρ < 0.45 0.45 < ρ < 0.7 ρ > 0.7

Nb jet = 1 RNN RNN RNN RNN pleading jetT psubleading jetT

Nb jet ≥ 2 RNN RNN RNN RNN — mmin
ℓb

Fig. 48. The measured normalised tt+jet differential cross section (closed symbols) as a function of ρ. The vertical error bars (shaded areas) show
he statistical (statistical plus systematic) uncertainty. The data are compared to theoretical predictions and the powheg+pythia8 simulation, either
sing alternative values of mt (left panel), shown by the solid lines, or two alternative PDF sets (right), shown by the hatched areas. In the lower
anels, the ratio of the predictions to the measurement is shown.

Source: Figures taken from Ref. [70].

The value for mpole
t is extracted using a χ

2 fit of the theoretical predictions to the measured normalised tt+jet cross
section, taking into account its full covariance obtained from the likelihood fit. The PDF uncertainties are evaluated in
ach bin and included in the total covariance matrix. For CT18NLO, the uncertainties evaluated at 90% confidence level
CL), are symmetrised and rescaled to the 68% CL to be consistent with the precision of the ABMP16NLO PDF. To estimate
he scale variation uncertainty, the fit is repeated for each choice of µr and µf and the maximum difference in the results
o the nominal one was considered as the total uncertainty. Using the ABMP16NLO PDF set, the resulting mpole

t value is
obtained as

mpole
t = 172.93 ± 1.26 (fit) +0.51

−0.43 (scale) GeV. (35)

Using the CT18NLO PDF set instead, this results in

mpole
t = 172.13 ± 1.34 (fit) +0.50

−0.40 (scale) GeV. (36)

The total uncertainty in mpole
t corresponds to 1.37 (1.44) GeV for the ABMP16NLO (CT18NLO) PDF set. The comparison of

he predictions using the best fit top quark mass value to the unfolded data is shown in the right panel of Fig. 48. The
mpact of the individual PDF uncertainties is estimated to be 0.35 (0.27) GeV for the CT18NLO (ABMP16NLO) PDF set by
xcluding the effect of the PDF uncertainties in a χ

2 fit and replacing the central values of the measured cross section
ith the ones obtained from the theoretical prediction.

4.6. Problems and prospects for indirect top quark mass extraction

The described indirect methods to extract mt from pp collision data using tt and tt+jet production result in an
uncertainty of about 1 GeV.

The experimental uncertainties in mt , obtained indirectly by using inclusive σtt are limited by the uncertainty
ssociated with the integrated luminosity, which itself is a subject of careful refinements and improvements [268]. The
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main limitation of such measurements, however, arises from the correlations of PDFs, αS(mZ ), and mt in the theoretical
redictions for σtt and resulting theoretical uncertainty.
Therefore, the most precise mt results are obtained in analyses, where together with mt , the PDFs and αS are extracted,

ased on normalised multi-differential σtt measurements, so that the respective correlations are mitigated. To ensure
inimal uncertainty in the theoretical prediction, calculations at NNLO or higher order are of an advantage. The presence
f a reconstructed jet in the final state makes the computation of NNLO QCD correction more involved so that in the
oreseeable future only theoretical predictions at NLO may be available for the mtt +jet analysis. Therefore, the extraction
f mt by using tt production seems currently more preferable, which makes mtt and ytt most promising observables of

interest. In the HL-LHC scenario, improvements in experimental precision in the measurement of mtt or ytt distributions,
nd in turn of mt or mt (µ) are expected from better population of the respective spectra [3].
Further improvements in the precision in mt would require several important developments in the theoretical

redictions that can be used for the experimental analyses: improved description of the threshold of tt production;
mplementation of scale-dependent and renormalon-free mass schemes with suitable scale choice prescriptions for the
ifferent observables; availability of open-source, fast, and numerically precise multi-differential calculations of tt and

tt+jet production to at least NNLO in QCD with fast-grid interface to PDF convolution; and availability of electroweak
orrections to at least NLO with a systematic treatment of finite-width and off-shell effects. In the following, the need for
hese improvements is discussed in more details.

In tt production, calculated recently at NNLO in QCD [80–86], the strongest sensitivity to mt arises from the threshold
t region, i.e., where mtt is in the range from 340 to 360 GeV. However, in this region, the fixed-order perturbative
alculations become insufficient and the theoretical uncertainty cannot be estimated reliably through the common
normalisation scale variations. Here, nonrelativistic quasi-bound state QCD corrections become important since the
produced top quarks attain small nonrelativistic velocities in the tt centre-of-mass frame, and the dynamics of the tt

ystem is governed by mt , relative momentum, and kinetic energy of the top quark. Appearance of ratios involving
he masses, momenta, and kinetic energy of the top quark makes the standard fixed-order expansion in powers of αS
unreliable and, in contrast to the simpler situation at e

+
e
− linear colliders [269], colour singlet as well as colour octet

tt states need to be described systematically. The most pronounced quasi-bound state effects arise from the Coulomb
orrections due to the exchange of gluons between the produced t and t . There are a number of predictions available for
the Coulomb corrections [261,270,271], suitable for the threshold region and provided in the pole mass scheme. It was
shown in the NLO analysis of Ref. [263] that the fixed-order corrections in the threshold region are significantly smaller
if the MSR mass at an intermediate scale R ≈ 80 GeV is employed, since this choice partially sums bound state binding
energy effects that lower the threshold value of mtt . However, none of the current theoretical predictions provides an
adequate description of the entire lowest mtt interval between 300 GeV and the quasi-bound state region, where the
imaginary energy and the optical theorem approach to account for the top quark width [269] used in Refs. [261,270,271]
s not adequate and yields an unreliable description of the tt production rate (as shown in Ref. [271]). Here, a matching to
nonresonant production of the top quark related final states as well as a careful account for definition of the reconstructed
experimental final state needs to be implemented. Furthermore, a systematic treatment of the intermediate region for mtt

above 360 GeV has to be devised, where the nonrelativistic and relativistic calculations are matched, such that the reliable
uncertainty estimates in this region are possible. It should also be mentioned that the foundation of the particle to parton
unfolding procedure to determine the momenta of the top quarks and antiquarks in the on-shell approximation that is
used in the theoretical differential tt cross section predictions deserves some scrutiny from the theoretical perspective
ecause it is based entirely on the particle picture of the top quark implemented in the simulations.
An important further desired theoretical improvement concerns the implementation of top quark mass renormalisation

chemes for the differential cross section, most notably the MS mass mt (µm) (suitable for scales above mt ) or the MSR
ass mMSR

t (R) (suitable for scales below mt ) with adaptable choice of the mass renormalisation scales µm and R, to
llow for flexible dynamical scale settings. This also avoids the impact of the pole mass renormalon problem, which will
ecome increasingly relevant for improving precision. Currently, no open-source code for calculation of differential cross

sections at NNLO using an arbitrary short-distance mass scheme is yet available. Further, to perform a full QCD analysis
with simultaneous extraction of mt (mt ), αS(mZ ), and PDFs, the interpolation of fast-grid techniques (e.g. fastNLO [272],
PPLgrid [273] or APPLfast [274]) to such a theoretical calculation would be necessary. It should also be mentioned
hat eventually electroweak corrections should be provided in the cross section predictions used for the experimental
nalyses. This also entails the treatment of off-shell and nonresonant effects and the dependence on the definition of the

electroweak vacuum expectation value [275,276] that affects the relation of the pole or the MSR mass, both of which can
be defined in theories where all massive boson effects are integrated out, with the MS mass and the top quark Yukawa
coupling relevant for applications at the electroweak scale and above. Furthermore, the availability of off-shell theoretical
calculations, implying only top quark decay products in the final state, would imply changes in the experimental analysis
strategy, since no unfolding to the parton level would be required.

5. Measurements in the Lorentz-boosted regime

Measurements of the jet mass in decays of Lorentz-boosted top quarks provide an alternative approach to mt

measurements in a phase space region where the top quarks are produced at very high p , dominated by different
T
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systematic uncertainties than direct mt measurements and indirect extractions of the top quark mass. As is the case
or the direct measurements presented in Section 3, the measurements in the boosted top quark regime aim to extract
t from the invariant mass of the top quark decay products. Ultimately, the goal is to use theoretical calculations of the

top jet mass at particle level, contained in a single jet, to extract the top quark mass from the measured, unfolded, jet mass
distribution. However, currently such calculations do not yet exist in the same phase space that is probed experimentally.
The measurements presented in this section therefore rely on MC simulation to extract the mMC

t parameter in a manner
analogous to the direct measurements at low top quark boosts, where the top quark decays can be resolved in separate
jets using traditional jet clustering techniques. As the reconstruction techniques in boosted topologies are affected by
systematic uncertainties in different ways, this constitutes a valuable alternative measurement from an experimental
point of view.

From the theoretical perspective, the boosted topology where the top quark and antiquark decay products are well
eparated offers the possibility of analytic and resummed particle-level theory predictions that may eventually lead to
lternative measurements of mt in a well-defined renormalisation scheme. In this regime, Coulomb effects modifying
redictions in the tt threshold region, important for the indirect top quark mass extraction, are irrelevant. The sensitivity

to the top quark mass predominantly comes from the inclusive kinematic properties of the jet initiated by a boosted top
quark and its decay products, and subtle effects from the modelling of the inclusive and differential tt production cross
ections have a negligible impact.
Although top quarks are dominantly produced at lower pT, top quarks with large pT are still abundantly produced at

the LHC. Their decay products receive large Lorentz boosts and are thus strongly collimated, such that the fully hadronic
ecay t → bqq

′ can be reconstructed with a single large-R jet, where R is the jet distance parameter and usually lies in
he range 0.8–1.2. The distribution in the invariant mass (mjet) of these jets features a distinct peak, the position of which
s closely related to the value of mt . The mjet measurement is robust against typical uncertainties affecting tt production
lose to the threshold, such as uncertainties in the proton PDFs, resummation effects, and Coulomb corrections. In addition
o having complementary uncertainties, this measurement is based on high-energy events that have a negligible impact
n direct measurements, and thus constitutes an additional independent method, which can readily be combined with
ther measurements of mt .
An analysis of the measured distribution of mjet allows for a precise determination of mt , which can be mMC

t in a
generator-based analysis or the top quark mass in a well-defined renormalisation scheme in an analysis based on analytic
heory calculations. The jet mass distribution of boosted top quarks has good prospects for systematic analytical first-
rinciple QCD predictions at the particle level. The boosted topology allows the application of factorisation and effective
heory methods for hadron-level descriptions that do not rely on multipurpose MC event generators. Theoretical studies in
his direction are based on the strong collimation of the top quark decay products, such that all relevant QCD radiation can
be classified into factorisable soft, collinear, or collinear-soft radiation (in the directions of the top quark and antiquark)
where also jet grooming techniques can be accounted for [211,277–279]. As for observables related to global event shapes
sed in the conceptual studies of Refs. [280,281], these analytic computations allow for a consistent implementation of the

top quark mass in well-defined renormalisation schemes. Unfortunately, because of very limited statistical precision, the
hase space with jet pT > 750 GeV, for which the theoretical results [211,279] are currently available, is not experimentally

accessible with the LHC Run 2 data. Still, we perform the extraction of mMC
t based on the predicted mjet distributions

from simulations by MC event generators in analogy to the direct measurements. This measurement of mMC
t is, however,

quite uncorrelated from direct measurements and demonstrates the principle capability and precision of this method.
For the time being, this approach also provides an important consistency check of the direct measurements within
the MC simulation framework. Once the theoretical calculations and experimental measurements are carried out in a
comparable kinematic phase space, the measurement of mjet may turn into a precision measurement of a top quark mass
in a well-defined mass scheme, which does not rely on the picture of a top quark particle with a Breit–Wigner distributed
mass.

5.1. Overview of existing jet mass measurements

All the jet mass measurements by CMS have been performed in the lepton+jets channel of tt production, where the
emi-leptonic top quark decay t → bW → bℓνℓ is used to identify tt events, and the measurement is performed on the
ully hadronic decay t → bW → bqq

′. The single lepton in this decay mode of the tt system allows the selection of a
ure sample with a small background contribution, and is required to be an electron or muon carrying a minimum pT

of approximately 50 GeV. We require each event to have exactly two large-R jets with high pT, aiming at reconstructing
the hadronic top quark decay t → bqq

′ in one jet, and the b jet of the leptonic top quark decay in a separate jet with
large angular separation. The jet containing the hadronic top quark decay is identified by the larger distance to the single
lepton and is required to have pT > 400 GeV. In addition, mjet has to exceed the invariant mass of the system composed
f the second jet and the single lepton. The latter criterion should always hold true if all products of the hadronic decay
re within the selected jet, since the neutrino from the leptonic decay is not reconstructed.
The CMS Collaboration has carried out three measurements of the jet mass in decays of boosted top quarks. The first

measurement has been performed using 8 TeV data corresponding to an integrated luminosity of 19.7 fb−1 [60]. This
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measurement has large statistical and modelling uncertainties, with a total uncertainty in the extracted value of mt

f 9 GeV. Nevertheless, it was the first measurement of this kind and showed the possibility of a determination of mt

rom the jet mass. The first mjet measurement at
√
s = 13 TeV used data corresponding to an integrated luminosity of

35.9 fb−1 [67]. The increase in centre-of-mass energy, together with the larger data set, resulted in an increase in the
number of selected events by more than a factor of ten with respect to the 8 TeV measurement. The use of a novel
jet reconstruction resulted in a decreased width of the mjet distribution at the particle level and better experimental
resolution in mjet, which subsequently improved the sensitivity to mt . Furthermore, the optimised jet clustering led to a
significant reduction in the experimental and modelling uncertainties, resulting in a total uncertainty of 2.5 GeV in mt .
The most recent measurement used the Run 2 data set corresponding to an integrated luminosity of 138 fb−1 [71]. For
this measurement, CMS has developed a new method for calibrating the jet mass, and an auxiliary measurement of the
et substructure of large-R jets has resulted in a smaller uncertainty from the modelling of final state radiation. These
mprovements, together with the larger data set, result in an uncertainty of 0.84 GeV in mt .

5.2. The jet mass

The jet mass is defined as the invariant mass of the sum of all jet constituent four-momenta,

m2
jet =

( N∑
i

pi

)2

, (37)

where pi is the four-momentum of constituent i from N jet constituents. In gluon and light-quark jets, the jet mass is
dominantly generated by a series of collinear 1 → 2 splittings. The invariant mass of two massless particles i and j can be
pproximated by m2

≈ pT,i pT,j ∆R2
ij [282] and depends on the pT of both particles and their angular separation ∆Rij. This

auses pT-dependent Sudakov peaks [283] in the mjet distribution in light-quark and gluon jets. In the case of on-shell
decays of top quarks, the dominant part of the jet mass is generated by the resonance decay, with corrections from
additional radiation. In order to have a reliable correlation between the peak in the mjet distribution and the value of mt ,
he precise knowledge of which constituents produced in the event are included in the calculation of mjet is mandatory.
Ideally, within the picture of an on-shell decay of a top quark, all particles from the top quark decay would be included in
the large-R jet. This would only be possible if the size of the jet cone is equal to or larger than the largest angular distance
between the decay products of the top quark, which depends on the top quark pT. In the following discussion and in the
valuation of suitable jet algorithms, we use the picture of an on-shell top quark particle decaying via t → bqq

′, as it is
implemented in event generators simulating tt production, where we use the generator information of the three decay
uarks at the parton level before PS. Even though this simplified picture is used to find an optimal jet reconstruction
lgorithm, the analysis does not rely on this simplified picture, since the jet mass is defined by the jet constituents at the

particle level as discussed below. After the unfolding to the particle level, the data include effects not accounted for in
event generators, such as gluons that provide colour neutralisation and off-shell contributions beyond the Breit–Wigner
mass distribution. For the mMC

t measurement it is implicitly assumed that these effects are small.
Fig. 49 shows the most probable region of maximum distance of the three partons from the decay t → bqq

′, as a
unction of the top quark pT. At pT larger than 800 GeV, a distance parameter of R = 0.8 is sufficient to fully reconstruct
he decay products of the top quark in about 80% of the time. In order to obtain a similar coverage at lower pT, the value
f R has to be increased proportionally to approximately 1/pT.
The jet mass is affected by additional effects, some of which are not correlated to the top quark decay. At the particle

evel, the jet mass receives contributions from ISR, the underlying event, and multi-particle interactions. Since these
processes are not correlated with the production and decay of the top quark, their effect is independent of the top quark
kinematics and scales with pTR

4 because it depends quadratically on the active area of the jet. The linear dependence in
T stems from the fact that these contributions increase the jet pT, but the leading effect comes from the size of the jet

distance parameter. Since including more particles can only increase the jet mass, the peak position in the mjet distribution
is shifted towards higher values, and a tail is introduced at large mjet ≫ mt . The leading power corrections to the jet mass
from hadronisation scale as pTR, and are more than a factor of ten smaller than the effects from the underlying event. At
the detector level, contributions from pileup have a similar effect as the underlying event, but the effect is larger because
of the high energy density of pileup at high instantaneous luminosities. In the data analysis, several corrections are applied
to remove the effects of pileup, enabled by the possibility to distinguish pileup particles from the hard scattering and by
subtracting on average the pileup contributions from jets, such that the measured distribution in mjet at the particle level
is free of pileup effects.

The correlation of mjet to the mass of the particle initiating the jet makes mjet an important observable for jet tagging
algorithms, where jet substructure information is used for large-R jet identification [284–286]. In order to increase the
agging performance, grooming or trimming algorithms are used to remove wide-angle and soft radiation from the jet
before calculating mjet. Depending on the strength of the grooming algorithm, this largely removes the pT-dependent
Sudakov peaks in light-quark and gluon jets and leads to a steeply falling mjet spectrum with a peak at very small
alues [287]. In top quark decays, grooming removes additional particles in the jet from ISR, the underlying event and
ileup, and subsequently improves the jet mass resolution at the detector level and reduces the width of the lineshape of
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Fig. 49. Percentiles of maximum angular distance between the top quark decay partons as a function of the top quark pT obtained from tt simulation.
The filled bands indicate the areas that are populated by 70, 80, and 90% of all simulated tt events, where the decay partons have at least pT > 20 GeV.
The most probable value (MPV) is shown as a dashed line, and two functional forms are shown that approximate the pT-dependence of ∆Rmax .
Source: Figure taken from Ref. [284].

the mjet distribution at the particle level, and thus increases the sensitivity to mt . For top quark tagging this is an essential
ool to increase the separating power of mjet in the categorisation into jets initiated by top quarks or light quarks and
luons. In measurements of mjet, grooming not only enhances the sensitivity to mt , but also removes a large fraction of
he nonperturbative effects, particularly arising from ISR and underlying event. We note that there is no algorithm that
emoves all nonperturbative effects, such that these still have to be accounted for in the description of mjet.

5.2.1. Theoretical considerations
An important motivation for these measurements [60] is to confront the measured jet mass distribution directly with

heoretical predictions. The large angular separation between the decay products of the top quark and antiquarks at high
op quark boosts allows for the derivation of factorisation formulae for differential cross sections, where the scales of
he hard interaction, collinear and soft radiation within the jets, and nonperturbative effects can be separated. Previous
alculations for e

+
e
− collisions [277,278], based on soft-collinear effective theory (SCET) [288–292] and boosted heavy-

uark effective theory [277,278], have been extended to pp collisions with the help of light soft-drop grooming [211,279]
o reduce the impact of ISR and the underlying event. Light soft-drop grooming is a less restrictive version of the soft-
rop grooming algorithm [283,293] so that the top quark decay products are not affected. The presented calculation

considers top quark jets with pT > 750 GeV, where soft-drop grooming enables the factorisation between the top quark
and antiquark, by removing soft-wide angle radiation, such that the analysis can be carried out in the lepton+jets channel.
he groomed jet mass is measured on the fully hadronic decay leg of the tt decay, which has a large angular separation
rom the semi-leptonic top quark decay, thanks to the large Lorentz boost. Light soft-drop grooming, with the soft-drop
arameters zcut = 0.01 and β = 2 [211], removes significant nonperturbative contamination from the top quark jet
hile retaining collinear radiation associated with the top quark decay products within the cone defined by the hard jets

from the top quark decay. This allows for a treatment of the top quark and antiquark as individual radiators and a clear
nterpretation in terms of a short-distance mass scheme since all radiation that is soft in the top quark (or antiquark) rest
rame (called ultracollinear in the laboratory frame) remains ungroomed and is treated inclusively. A stronger soft-drop
rooming, for example with zcut = 0.1 and β = 0 as used in many CMS analyses, would result in a breakdown of
he validity of the factorisation formulae since parts of the ultracollinear radiation would be restricted. The calculation
redicts the jet mass distribution in the MSR and the pole mass schemes, such that it can be used to determine the
SR mass from a corresponding measurement. Since nonperturbative effects are not fully removed by the light soft-drop
rooming, a free parameter is introduced in the particle level factorisation formulae to account for the shift of the mjet
istribution because of the underlying event. This parameter needs to be obtained from data and shows a correlation
ith the value of the top quark mass, which can impact the accuracy of the mt determination if not accounted for.
hile the requirement of top quark pT > 750 GeV is not yet experimentally accessible with the present 13 TeV data set
ecause of the small tt production cross section at high pT, this measurement will become feasible at the HL-LHC. We
lso note that the effects from multi-particle interactions and the underlying event are still significant despite grooming,
uch that a first-principle description of these effects would be desirable. The existing calculations provide a tool for the
alibration of the top quark mass parameter in the event generator used for the simulation of tt production, such that
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a numerical relation between mMC
t and the MSR (or the pole) mass can be determined [74]. This is in close analogy to

the mMC
t calibration framework proposed in Refs. [280,294] based on global event shapes in e

+
e
− collisions. Calculations

for moderate top quark pT starting at 400 GeV will need considerable theoretical work, because the three decay quarks
cannot be considered as a single radiator anymore, but a factorisation theorem needs to be developed taking into account
the dynamics of three separate colour-charged radiators.

Finally we note that the mjet distribution in boosted top quark decays shares many physical aspects with the e
+
e
−

hape observables [281]—such as the 2-jettiness—for which some concrete insights concerning the interpretation of the
C top quark mass parameter mMC

t exist. Similar insights do not yet exist for observables close to the ones used for the
irect measurements.

5.2.2. Experimental methods
The most important experimental elements of this measurement are well reconstructed and calibrated large-R jets.

ets are clustered from the list of PF candidates as described in Section 2.2. In addition to the commonly used anti-kT jets,
arge-R jets are clustered for measurements of boosted heavy objects.

In the presentedmjet measurements, all ingredients to jet clustering play a crucial role since the width of the peak in the
mjet distribution, possible shifts from pileup and the underlying event, and the jet mass scale (JMS) and resolution directly
translate to the sensitivity to mt . All three existing measurements of mjet [60,67,71] make use of jets clustered from a
ist of PF particles. The 8 TeV measurement [60] did not use any pileup mitigation technique, while the measurements at
13 TeV [67,71] use the CHS algorithm. A specialised two-step jet clustering was introduced with the first measurement
at 13 TeV [67], using the XCone algorithm [295]. The clustering procedure acts as a grooming algorithm on the large-R
jets. It improves both the peak width and the jet mass resolution by factors of two compared to the initial measurement
t 8 TeV [60] and reduces the shift of the peak due to additional particles from pileup and the underlying event. In the
uture, the measurement of mjet will also profit from studies in the context of jet substructure tagging, where PUPPI and
soft-drop grooming have been calibrated with sufficient precision.

Another crucial aspect of the mjet measurement regards an optimal selection of the jet including the hadronic top
quark decay. High-energy ISR and FSR can not only affect the mjet distribution of the top quark jet, but can also lead to
he selection of a wrong jet that reconstructs radiation uncorrelated with the top quark decay. This leads to enhanced
tails to both sides of the mjet peak and degrades the sensitivity to mt by shifting the peak position. Thus, the jet definition
and the selection of the jet that fully contains the t → bqq

′ decay has to be carefully optimised in order to reduce the
nfluence of radiation not connected with the top quark decay.

5.3. Optimising the jet definition for jet mass measurements

Measurements of the jet mass aim to reconstruct all particles associated with the top quark decay in a single large-
R jet. In pp collisions at the LHC, additional particles arise from various sources such as pileup, underlying event, and
final-state radiation. Since all these effects can change the jet mass and might even affect the identification of the jet that
contains the hadronic top quark decay, a suitable jet algorithm is crucial for measurements of mjet. In commonly used jet
lustering algorithms the distance parameter R controls the largest distance at which particles are combined to form a jet.
he Lorentz boost that subsequently defines the opening angle of the decay in the lab frame depends on the top quark
T. Thus, an optimal value of R has to be chosen such that the jet cone is large enough for a given top quark momentum
n order to catch all products of the hadronic top quark decay. On the other hand, effects from pileup and the underlying
vent are enhanced with a larger jet size, such that a compromise needs to be made for R sufficiently large, but just large

enough.
In the measurement using the LHC 8 TeV data [60], Cambridge–Aachen (CA) [296,297] jets with R = 1.2 were chosen. At

8 TeV, this decision was driven by the available size of the selected data set. A smaller value of R would have improved the
experimental resolution but also leads to a larger fraction of top quark decays that are not fully reconstructed within the
jet or the need to require a minimum jet pT larger than 400 GeV. While the former would have decreased the sensitivity to
the top quark mass, the latter would have drastically reduced the already limited statistical precision of the measurement
because of the steeply falling top quark pT spectrum. No grooming was applied in this measurement and although the
statistical uncertainty dominates the extraction of mt , the effects of additional particles from the underlying event and
pileup are visible in a pT-dependent shift of the peak in the mjet distribution.

For the first mjet measurement with 13 TeVdata [67], the jet reconstruction was changed from CA jets to a two-step
lustering [298] using XCone [295]. First, XCone is run with R = 1.2 and N = 2 using all CHS PF candidates as input
particles. As an exclusive jet algorithm, XCone returns exactly two large-R jets, where the jet axes are found by minimising
the N-jettiness [299]. This setup is optimised to include all partons from the two top quark decays in a phase space where
he jet pT is larger than 400 GeV. Subsequently, XCone is run again separately for the constituents of each large-R jet, now
ith R = 0.4 and N = 3, which aims at reconstructing the three-prong top quark decay. All particles that are not part of
ne of the three subjets are removed from the jet. In this way, the two-step procedure acts as a grooming algorithm and
he effects of additional and soft radiation are mitigated. A display of the clustering procedure in a simulated tt event is
hown in Fig. 50. In this example, the first clustering step reconstructs both top quarks. In the next step, soft and wide
ngle radiation is removed by reconstructing three subjets. Ideally, the subjets match the three-prong structure of the
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Fig. 50. Display of a simulated tt event. Each point marks the position of a particle at the particle level in the η-φ plane. Decay products of the top
quarks are highlighted with triangles or larger circles. The red triangles mark the three quarks from the hadronic decay; the black triangle, black
circle, and open circle correspond to the b quark, charged lepton, and neutrino from the leptonic top quark decay, respectively. The jet areas are
shown as coloured shapes. The left panel shows the first clustering step with N = 2 and R = 1.2, while the right panel shows the subjet clustering.

hadronic top quark decay. On the leptonic side, we aim at a two-prong decay and run XCone with N = 2, since the
epton is part of the clustering and the neutrino cannot be detected. However, the measurement is performed using the
adronic jet only and it was verified that the details of the clustering procedure of the leptonic side do not change the
easurement. In Fig. 50 another feature of the XCone algorithm becomes visible. The XCone subjets can be arbitrarily
lose and form a straight border separating the jets. In contrast, the anti-kT algorithm commonly used in other analyses
ould result in an approximately circular high-energy jet at the centre of the overlap of two jets and lower-energy jets
lustering the remnants around the jet in the centre. This feature of the XCone algorithm allows a reconstruction of the
hree-prong structure of the top quark decay despite an angular overlap of size R = 0.4 of the subjets at large Lorentz
boosts. A distinct advantage of this approach is that the two-prong W boson decay can be identified and reconstructed
rom two XCone subjets, which is subsequently used in the calibration of the JMS.

A comparison of this approach to the CA jets used for the 8 TeV measurement is shown in Fig. 51, displaying the
ormalised mjet distribution for the fraction of ‘‘matched’’ events. The width of the distribution around the peak in mjet

reduces by a factor of two with the two-step clustering, and the shift of the peak position towards larger values is
strongly reduced. While the performance is comparable to jets with R = 0.8, the first step in the XCone clustering with
R = 1.2 maintains high reconstruction efficiencies also for jets close to the selection threshold of 400 GeV and improves
the statistical precision in the measurement. In this way, the two-step clustering allows a smoother transition between
moderately and highly boosted top quark jets.

5.4. Reconstruction effects in the jet mass

The event selection at the detector level is very similar to the particle level phase space detailed above in order to
inimise migrations in the detector response matrix used in the unfolding, such that the respective corrections are small.
he data are selected with a single-lepton trigger, which usually provides high efficiency in the selection of high-energy
t events in the lepton+jets channel. Moreover, a few well known and understood selection criteria, such as b jet tagging,
a customised lepton isolation, and a cut on pmiss

T , are used in order to reduce backgrounds and select a pure tt sample.
Pileup effects play a role at the detector level, but are absent at the particle level. Together with detector resolution

effects, this leads to a finite jet mass resolution that highly depends on the jet reconstruction. Here we define the resolution
as the width of the distribution in (mrec

jet − mgen
jet )/m

gen
jet , where mrec

jet and mgen
jet are the jet mass at the detector and particle

levels, respectively. The specialised XCone reconstruction, because of its grooming, results in a resolution of 7%–8%. This
translates to an improvement by a factor of 2 compared to 14%, obtained for nongroomed CA jets. Furthermore, we only
observe a very small dependence on the number of reconstructed primary vertices, which indicates a significant reduction
of pileup effects.

At detector level, the calibration of physics objects is a crucial aspect of the measurement. The connected uncertainties
re grouped into experimental uncertainties and are dominated by uncertainties in the jet calibration. Variations in the JES
hift the peak in the m distribution and thus lead to large uncertainties in the extraction of m . At 8 TeV, the statistical
jet t
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Fig. 51. Normalised jet mass distribution at the particle level for the two-step XCone clustering (blue solid) used in Ref. [67,71] and CA jets with
= 1.2 (red dotted) used in Ref. [60]. Only events where all top quark decay products are within ∆R = 0.4 to any XCone subjet or within ∆R = 1.2

o the CA jet are shown.

uncertainty was very large, such that a reduction of the JES uncertainty would not have improved the measurement
precision. For the first measurement at 13 TeV [67], a dedicated calibration for XCone subjets was derived to correct
for differences in the reconstruction compared to anti-kT jets with R = 0.4, which are used to derive JES corrections. The
improvements introduced with the first measurement at 13 TeV, most importantly the two-step jet clustering with XCone
which results in an improved line shape of the mjet distribution, improved jet mass resolution, and pileup stability, and
the large gain in statistical precision, resulted in the JES uncertainty becoming the dominant experimental uncertainty.
Therefore, in the measurement with the full Run 2 data set [71], a dedicated calibration of the JMS was introduced. The
entrally provided JES corrections are derived by calibrating the jet with pT- and η-dependent correction factors that scale
he full jet four-momentum. However, the jet mass is not necessarily affected in the same way as the jet three-momentum,
alling for a technique to calibrate the JMS. The method developed for this measurement uses the distribution in the
econstructed W boson mass for the JMS calibration, similar to JEC constraints from mW in the direct measurements
iscussed in Section 3. The W boson decay is reconstructed by selecting the two XCone subjets that are not associated with

the b quark from the top quark decay, which is identified by using the b tagging score. The JMS response is parameterised
as a function of two parameters, which affect the JES and XCone corrections. These parameters are obtained from a fit to
data in the reconstructed mW distributions. The jet four-momentum is then constructed such that the JES only changes
the jet three-momentum, while the JMS acts on mjet. Since the W boson decay results in a sample of light-flavour jets,
there is an additional uncertainty connected to the jet response to heavy-flavour jets, estimated from a comparison of
pythia and herwig. The dedicated JMS calibration reduces the effect of the uncertainty in the JES from ∆mt = 1.47 GeV
in the mt extraction to ∆mt = 0.37 ⊕ 0.26 ⊕ 0.07 GeV = 0.46 GeV, where the uncertainty is split into the contributions
from the JMS, JMS flavour, and JES, respectively.

5.5. Uncertainties from the modelling of the jet mass

Modelling uncertainties arise from potential differences of the data compared to the simulation used to construct the
esponse matrix in the unfolding. These differences can introduce a model dependence in the unfolding and subsequently
lead to a bias in the unfolded distribution. Thus, all theoretical uncertainties enter this measurement twice: as biases in
the unfolding and through the prediction of the mjet distribution when extracting the top quark mass. The modelling
uncertainties are estimated by varying the simulation within theoretical uncertainties, unfolding the detector level
distribution of the varied simulation and comparing the unfolded result to the true particle-level distribution. Any
difference points to a potential bias due to the modelling and is accounted for as a model uncertainty. A full list of
modelling uncertainties that are considered in top quark mass measurements in CMS can be found in Section 2.4.

By focusing on the jet mass in hadronic decays of boosted top quarks rather than on the reconstructed top quark mass
n resolved decays or on tt production rates, many uncertainties relevant for the latter are small in jet mass measurements.
This includes uncertainties in the factorisation and renormalisation scales, choice of PDFs, and b fragmentation model.
The uncertainty in the colour reconnection model is estimated as non-negligible in the latest measurements at 13 TeV,
but includes a significant statistical uncertainty due to the limited statistical precision in the simulated samples that are
used for these variations. In addition, our studies show that uncertainties in the underlying event tune are small in m
jet
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measurements when using the XCone jet clustering. This can be understood by the jet grooming properties of the two-step
Cone clustering, which removes additional particles in the large-R jet that are not connected to the top quark decay.
However, uncertainties in the parton shower model are very relevant for the measurement of mjet. Since the precision

in the mt extraction at 8 TeV was limited by the statistical uncertainty, a simple comparison of the mjet distribution
between simulated tt samples using powheg+pythia and powheg+herwig was used as an estimate of the uncertainty
n the parton shower and hadronisation modelling. With increasing precision in the first measurement at 13 TeV, the
parton shower uncertainty was studied in more detail by evaluating variations of single model parameters that vary ISR,
FSR, and the parameter hdamp, that steers the matching between matrix element and parton shower. The uncertainties
in the scale choice of FSR modelling turned out to be the dominant modelling uncertainty in the 13 TeVmeasurement
sing data collected in 2016 [67]. Already then it was assumed that the variations by a factor of 2 in the FSR energy
cale in the CUETP8M2T4 [139] tune was overestimating this uncertainty. With the switch to the CP5 [139] tune for
he simulated samples for the data-taking periods of 2017 and 2018, this uncertainty is already much reduced, which
s directly visible in the decreasing theoretical uncertainties of the latest Run 2 measurement [71] compared to the
easurement with 2016 data [67], where the FSR uncertainty is the dominant source. In addition, the latest mjet

measurement makes use of jet substructure observables in order to constrain the FSR modelling uncertainty. The N-
ubjettiness ratio τ32 = τ3/τ2 [300,301] is sensitive to the amount of additional radiation that affects the three-prong
op quark decay and is thus used to tune the FSR modelling in tt simulation and consequently reduce the corresponding
ncertainties.
With the FSR uncertainty being under control, the uncertainty in the choice of the value of mMC

t is the dominant
odelling uncertainty. This uncertainty reproduces a possible bias when unfolding a distribution that corresponds to a
ifferent value of mt compared to the one used in the simulation that populates the response matrix. In order to estimate
his effect, we unfold the mjet distribution of alternative simulated samples with different values of mMC

t with the nominal
response matrix and compare the result to the mjet particle-level distribution of the alternative samples. Unfortunately,
the available simulated samples with different values of mMC

t are very limited in statistical precision, especially at high
op quark energies. Thus, a substantial fraction of this estimated uncertainty is caused by statistical effects.

5.6. Aspects in the unfolding of the data

The data are unfolded using regularised unfolding as implemented in the TUnfold software package [192]. We unfold
he data to the particle level, which differs from the procedure in indirect top quark mass extractions, where one unfolds
o the level of stable on-shell top quarks. The response matrix, which contains the information about the transition from
he particle to the detector levels, is filled using simulated tt events, where each event contributes with the value of
mjet at the particle level and the mjet at the detector level. Although the response matrix is created from a tt sample
hat simulates on-shell top quarks that further decay, the unfolding procedure in this measurement does not rely on a
efinition of an on-shell top quark, since all information is extracted from jets at the particle and detector level.
Another key feature of the unfolding setup in the jet mass measurement is the inclusion of events into and out of the

easured phase space by adding multiple sideband regions to the response matrix. Furthermore, the response matrix is
built differentially in jet mass and jet pT. The high granularity is crucial in order to make the unfolding more independent
from the model chosen in the simulation and subsequently reduce modelling uncertainties. Thus, the increase in the
number of selected events by collecting more data and the growth of the tt production cross section—especially at high
op quark energies—with the LHC upgrade from

√
s = 8 to 13 TeV did not only increase the statistical precision but also

llowed the response matrix to be more granular and reduced modelling uncertainties. The smaller jet mass resolution
n the two-step XCone jet clustering enables smaller bin sizes at the particle level that help the unfolding to disentangle
odelling differences and increases sensitivity to the later extracted top quark mass. Furthermore, the binning is set up

such that the purity and stability—defined as the fraction of events that are reconstructed in the same bin as they are
generated and the fraction of events that are generated in the same bin as they are reconstructed—surpass 40% over the
full range of the particle-level phase space. We also split the mjet bins in the peak region in the unfolding in order to
increase the sensitivity to model differences and retain the statistical precision by recombining them after the procedure.
With the currently available data set after Run 2, this results in a response matrix consisting of 200 bins at the detector
level and 72 bins at the particle level.

5.7. Top quark mass from jet mass

The top quark mass has been extracted from the normalised differential tt cross section as a function of mjet in order to
e insensitive to normalisation effects. Fig. 52 shows the normalised measurement with the full Run 2 data set [71]. So far,

no analytical calculations are available for the selected phase space, thus we have extracted mt using the powheg+pythia
simulation (detailed in Section 2.4), resulting in a value of mMC

t = 173.06 ± 0.84 GeV, which is compatible with direct
measurements at moderate top quark energies.

The resulting values and uncertainties in the extraction of mt in the three mjet measurements [60,67,71] are sum-
marised in Fig. 53. The uncertainties are broken down into statistical, experimental, model, and theoretical contributions.
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Fig. 52. Normalised differential tt production cross section as a function of mjet . Data (markers) are compared to predictions for different mt

btained from simulation (lines). The bars on the markers display the statistical (inner bars) and total (outer bars) uncertainties. The theoretical
ncertainty is shown as coloured area.
ource: Figure taken from Ref. [71].

Fig. 53. Summary of the mt extraction in mjet measurements. The left panel shows the extracted value of mt (marker) with statistical (thick bars)
nd total (thin bars) uncertainties. The right panel displays a breakdown of contributing uncertainty groups and their impact on the uncertainty in
he mt extraction. The figure is compiled from Refs. [60,67,71].
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The statistical uncertainty accounts for the finite statistical precision in the available data set. Experimental uncertainties
rise from the calibration of physics objects. Model uncertainties and theoretical uncertainties both originate from
hoices of modelling parameters in the simulation. While theoretical uncertainties are taken into account on the particle-
evel predictions for the mt hypotheses, model uncertainties arise from the potential bias in the unfolding that can be
ntroduced by differences between data and the tt simulation.

After the first measurement at
√
s = 8 TeV with an initial statistical uncertainty of 6 GeV, the extraction of the top

quark mass from the jet mass has largely profited from the increased production cross section of boosted top quarks
at

√
s = 13 TeV and the vast amount of data collected during Run 2. Already with the data collected during 2016,

he statistical uncertainty was no longer dominant. The sensitivity to mt was improved by the specialised two-step jet
lustering procedure using XCone. The width of the peak in the mjet distribution and jet mass resolution could both be
educed by a factor of two. The significantly larger data set allowed the use of a much more granular response matrix
hat leads to smaller biases in the unfolding and subsequently reduced modelling uncertainties. Better knowledge of the
ata also led to improved tt modelling through constraining the variations in the choice of tuning parameters, which
educed the size of modelling variations and theoretical uncertainties. Furthermore, parton shower uncertainties were
o longer estimated by a comparison of pythia to herwig but by a variation of dedicated parameters, which allows for
 more detailed breakdown of systematic sources. With the full Run 2 data set and dedicated calibrations of the JMS
nd FSR modelling in tt simulation, the dominant sources of experimental and modelling uncertainties were reduced.

In addition, the newly introduced CP5 tune (see Section 2.4) featured reduced variations of the value of αS that controls
he amount of FSR, which directly translates to reduced theoretical uncertainties. For the increased data set also the
umber of simulated events was substantially increased. This led to a decrease of the statistical part in the estimation of
odelling and theoretical uncertainties. Especially the estimation of uncertainties that rely on an additional sample and

ed to artificially large theoretical uncertainties in the first measurement at 13 TeV are now reduced with the increased
tatistical precision in the simulation for the full Run 2 data.

6. Summary and outlook

To date, the most precise measurements of the mass of the top quark mt reach a relative precision of approximately
.2%. And still, the value of mt and its uncertainty remain a focal point in particle physics, because of the central role of mt

n the electroweak symmetry breaking and fermion mass generation, and in probing physics beyond the standard model,
here it enters as an essential parameter for the theoretical predictions and their quantum corrections. This makes the
etermination of mt a compelling topic for both experimental and theory communities.

6.1. Summary of the top quark mass results

The CMS Collaboration embarked on an extensive and diverse program of mt measurements. Some of the most recent
esults were highlighted in Sections Section 3, 4, and 5, for direct measurements, indirect mt extraction in different
enormalisation schemes, and analyses in the boosted top quark regime, respectively, together with their historical
development. In Fig. 54, the summary of mt results published by the CMS Collaboration to date, also listed in Table 1,
s shown. The measurements are sorted in different groups, according to their traditional classification into the three
pproaches and mt definitions used. Also, the results obtained in the alternative measurements mentioned in Section 1

are shown. So far, the results on mt from indirect extractions have been obtained for the pole mass mpole
t and the MS

mass mt (mt ). Note that the QCD conversion between the pole mass and the MS mass schemes yields a value of mt (mt )
f about 9 GeV lower than corresponding mpole

t , as discussed in Section 2.8, which is consistent with the difference found
etween the mpole

t and mt (mt ) determinations. Although the results obtained in direct measurements of the top quark
ass mMC

t and from indirect extractions of the Lagrangian parameter mt might be numerically similar, it is important
o consider ambiguities in the relation between them, originating from theoretical uncertainties and limitations of the
urrent Monte Carlo (MC) simulations.
The measurements collectively indicate results that are consistent with each other, whether considering top quark pole

ass mpole
t or direct mMC

t measurements. Nevertheless, it is crucial to acknowledge that while the methods employed
ay vary, there are notable correlations of systematic and statistical nature among many of the measurements. These
orrelations arise from common sources of systematic uncertainties and, in certain instances, event overlap. To accurately
ssess compatibility and to consolidate results into a unified top quark mass extraction, it is essential to consider these

correlations. However, this detailed task falls beyond the scope of the present review.

6.2. Evolution of analysis methods in CMS

The development of the analysis strategies for the mt measurements at the LHC in the last decade has resulted in
ignificant advancements in precision.
In the case of direct mt measurements using tt production, the evolution of the analysis methods has led to a yet

unprecedented experimental precision of less than 400 MeV. Direct measurements ofm using single top quark production
t
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Fig. 54. Overview of top quark mass measurement results published by the CMS Collaboration. The markers display the respective measured value
of mt with the statistical (inner) and total (outer) uncertainties shown as horizontal error bars. The measurements are categorised into indirect

extractions from cross section measurements and direct measurements of mMC
t and are compared to the combined cross section measurement of the

ATLAS and CMS Collaborations (red) and a CMS combination of Run 1 results (blue). Similar labelling as in Table 1 is used. The figure is compiled
from Refs. [48–65,67–73].

allow the probing of mt in a different process and event topology compared to tt events, and thus provide different
ensitivity to systematic uncertainties which can be beneficial in mass combinations [73]. However, any of these direct
185
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mt measurements rely to large extent on MC simulations. This fact complicates the interpretation of the resulting MC
arameter, mMC

t , in terms of a Lagrangian mt defined in a certain renormalisation scheme of Quantum Chromodynamics
(QCD). In the face of the high experimental precision, the adequate theoretical interpretation of mMC

t remains an active
area of research. In fact, a deeper understanding of both perturbative and nonperturbative effects in MC simulations is
required in order to relate the value of mMC

t to that of a Lagrangian mass mt with reliable uncertainty estimates.
For the indirect mt extractions, performed by comparing the measured cross sections of top quark–antiquark pair (tt )

production or tt+jet to theoretical predictions obtained in perturbative QCD, the current uncertainties inmt are larger by a
factor of about two, as compared to direct measurements. The theoretical uncertainty is dominated by the missing higher-
order corrections, estimated by variation of the renormalisation and factorisation scales, and the uncertainties in the strong
coupling constant αS(mZ ) and parton distribution functions (PDFs). Experimentally, an unfolding procedure is necessary
in order to relate observed detector-level variables with the theoretical calculations involving on-shell top quarks and
antiquarks. Analysis strategies for measurements of cross sections of tt and tt+jet production, σtt and σtt +jet, have seen
mprovements both from the experimental and phenomenological side. Template fits to multidifferential distributions
onsidering both signal and background topologies are utilised. Techniques for the reconstruction of tt pairs have also
een substantially advanced. Conceptually, using normalised multidifferential cross sections in an analysis, where αS(mZ ),
DFs and mt can be extracted simultaneously, helps to mitigate their correlation in the theoretical predictions of σtt and

leads to reduction of the uncertainties due to missing higher-order corrections. All these improvements lead to a precision
in mt of about 1 GeV. These results must be further refined by improvements in theoretical calculations, e.g. consideration
of the Coulomb and off-shell effects.

Boosted topology measurements make use of top quarks that are produced at transverse momenta higher than about
400 GeV, where the decay products can be reconstructed in single jets of large distance parameter R, and mt can be
xtracted from the mass of the jet mjet. This is in contrast to both of the aforementioned approaches, dominated by
vents where the tt system is produced at transverse momenta of about 100 GeV, and with top quark decay products

that are well resolved in the measurement. Significant progress has been made experimentally in boosted measurements,
achieving sub-GeV precision in mt . This progress involves a dedicated calibration of the jet mass scale and a thorough
investigation of the impact of final-state radiation within large-R jets. Measurements utilising boosted topologies are of
particular interest, as the mjet distribution is calculable within the framework of soft collinear effective theories. When
such theoretical calculations become available, they can be used for Lagrangian mt measurements, with the unfolded mjet
istribution serving as a means to extract mt in a well-defined renormalisation scheme. Such measurements could be
ompared to those of mMC

t obtained using the same data, offering not only an alternative method for measuring mt but
lso an experimental input for the interpretation of mMC

t . The precision of these measurements is anticipated to improve
urther with a larger number of tt events at high transverse momenta.

As discussed in Section 2, studies are in progress to further refine the understanding of the systematic uncertainties
elated to experimental effects, the modelling of tt events in MC simulation using the latest generators and tunes, and
heoretical calculations of differential tt cross sections. Further improvements in precision can therefore be expected from
ew mt measurements in the coming years, based on full Run 2 and Run 3 data. Early data from the Run 3 of the LHC
as already led to the first inclusive σtt measurement [87], also shown in Fig. 1. Moreover, the forthcoming full Run 3
olds the promise of increasing the recorded top quark data set by more than twice its current size. This increase in the
ize of the data set, together with improvements in systematic treatment should allow for relevant advances in all the
top quark studies.

In the following section, the prospects for the futuremt measurements beyond Run 3 are discussed in the context of the
upcoming HL-LHC, which will bring the next big step in integrated luminosity and detector performance improvements.

6.3. Prospects at the HL-LHC

The High-Luminosity LHC (HL-LHC) upgrade [302] has the goal of accumulating data corresponding to an integrated
uminosity of up to 3 ab−1 at a centre-of-mass energy of 14 TeV. The average number of simultaneous pp collisions bunch
rossings is expected to reach nominal values up to 200. To mitigate the effect of this challenging environment, and
ince some detector components will have suffered from too much radiation damage, several detector components will
be replaced, introducing new technology and capability into the CMS detector (Phase-2 upgrade). Among these upgrades,
ignificant improvements are being made in the tracker and muon resolution and coverage [303,304], dedicated timing
detectors [305], and highly granular endcap calorimeters [306], as well as improved barrel calorimeters [307].

Measurements of mt will profit twofold from the HL-LHC upgrade. The larger data sample will enable measurements
in currently less populated areas of the phase space, and will allow the application of methods exploiting processes with
small branching fractions. Also, the detector upgrades can lead to more accurate measurements of the physics objects,
subsequently providing the basis for higher precision mt measurements. An illustrative example is mt extraction from J/ψ

meson decays inside b jets [57] accompanied by a lepton from the W boson decay. This measurement is less affected by
he jet energy scale uncertainty than classical direct mt measurements, but suffers from large statistical uncertainties and
uncertainties in b quark fragmentation. The core of this analysis relies on an accurately measurable peak in the J/ψ → µµ

invariant mass distribution, and subsequent determination of the µ + J/ψ mass. With the new higher-resolution tracker
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Fig. 55. The resolution of the µ + J/ψ mass for the CMS Phase-2 upgraded detector, for the two PU scenarios, and for the Run 2 (Phase-0) detector.
Source: Figure taken from Ref. [304].

Fig. 56. Total uncertainty in mt obtained with a selection of different measurement methods and their projections for expected running conditions
n Run 2 + Run 3 and at the HL-LHC. The projections are based on mt measurements performed during the LHC Run 1, also listed in Table 1: the
/ψ [57], total tt cross section [55] in the dilepton channel, secondary vertex [56], single top quark [59], and lepton+jets direct [54] measurements.
hese projections do not fully account for improvements in the performance of the upgraded CMS detector.
ource: Figure taken from Ref. [308].

and with the improvements in the muon system for the HL-LHC, the resolution of this peak will improve by almost a
actor of two, as shown in Fig. 55.

Most mt measurements are limited by the systematic uncertainties. Approximate studies to obtain HL-LHC projections
for the mt measurements were performed and are shown in Fig. 56. These do not fully account for improvements in the
performance of the upgraded CMS detector. An ultimate relative precision of direct mt measurement better than 0.1% is
expected. But also other methods profit significantly from the HL-LHC data and will continue to provide complementary
nformation. To estimate the HL-LHC prospects for these analyses, the systematic uncertainties are assumed to decrease, as
xpected considering the detector upgrades, developments of the reconstruction algorithms, refinements in the theoretical
187
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predictions, and improvements in the modelling from ancillary measurements [308]. In particular, the effect of the
ncreased pileup is expected to be controllable for all objects, given higher detector granularity, timing capabilities of
ubdetectors, dedicated timing detectors, and exploiting the potential of pileup mitigation algorithms such as PUPPI [111].
 moderate increase in the production cross section is expected to compensate possible losses in selection and trigger
fficiencies. Furthermore, an increase in the acceptance of the upgraded detectors is expected.
Significant reduction of the systematic uncertainties in the signal modelling is expected too. Ancillary studies are being

erformed for the modelling of colour reconnection and the underlying event tunes, as outlined in previous sections.
These are partially limited by statistical effects, and are therefore assumed to improve under HL-LHC conditions. These
improvements are expected to reduce the corresponding uncertainties by about a factor of two. Further, the precision of
modelling QCD and fragmentation effects is expected to increase, by using new MC generators at next-to-leading (NLO)
and next-to-next-to-leading order (NNLO) QCD, improvements in the parton-shower simulation, and a fine-grained tuning
of their parameters by exploiting larger data sets. While the choice of the PDF set and the PDF uncertainties typically only
have a small effect in direct mt measurements, these are of high importance in the indirect extraction of mt using QCD
predictions in well-defined renormalisation schemes. For the HL-LHC projections, the contribution of the PDF uncertainty
is usually assumed to be reduced by a factor of two. The experimental uncertainties, often dominated by the jet energy
scale, are also expected to be reduced by approximately a factor of two by the end of the HL-LHC running. However, the
relative importance of the individual effects differs between the various mt measurement methods [308,309]. The flavour-
dependent components of the jet energy scale and the corresponding modelling of the b quark fragmentation and the
hadronisation model limit the precision of the direct measurements of mt in tt production. With dedicated measurements
nd improvements in the modelling, these contributions are expected to reduce. The projected uncertainty reduction does
ot yet account for in-situ constraints for fits to multi-dimensional final-state distributions, introduced in Refs. [64,66,241]
nd used successfully for the most precise single measurement to date [72].
In measurements that exploit the electroweak production modes in single top quark events, the background modelling

s among the dominant sources of systematic uncertainties. With increasing centre-of-mass energy, the cross section of
he leading contributions from W+jets production increases more slowly than for top quark production, in particular
compared to Run 1. Moreover, due to the large data sample, fine-grained regions can be used to constrain the background
rocesses, which is why finally their contribution to the uncertainty is expected to be reduced by a factor of three with

respect to Run 1.
As mentioned earlier, mt analyses relying on secondary vertices in the b jets or a full reconstruction of particles

herein, e.g. the J/ψ meson, will profit from the upgraded tracking detector. The dominant systematic uncertainties remain
elated to the modelling of the b quark hadronisation. These effects are studied through dedicated analyses, and could be
constrained in situ, given the improved vertex resolution, leading to the assumption that their impact on the precision of
mt will be reduced significantly.

The indirect extractions of mt , e.g. from the inclusive tt production cross section, are expected to become more
precise. Besides the conceptual issue of correlation of PDF, αS(mZ ) and mt in the σtt prediction, the extraction of

pole
t from the inclusive σtt is limited in almost equal parts by uncertainties in the theoretical prediction, currently

available up to NNLO in QCD, and the experimental precision of the σtt measurement. With several improvements in
the analysis techniques [55,64], the experimental precision of the inclusive σtt measurement is already mostly limited
y the uncertainty in the integrated luminosity. A projection [64] of the Run 2 measurement is shown in Fig. 57. It has
een obtained in the context of the CMS beam and radiation monitoring system upgrade studies [310]. The systematic
ncertainties are scaled according to the assumptions outlined above, and the fit to the measured distributions has been
epeated. In order to show their impact, the uncertainties in the NNLO prediction are assumed to remain at the current
evel and compared to a scenario with no uncertainties. Depending on the scenario, a precision of up to 1.3 GeV in the
pole
t can be reached.
This is approximately consistent with the projection from Ref. [308] shown in Fig. 56, where a reduction of the

uncertainty in the integrated luminosity down to 0.5% is expected. Furthermore, a reduction of theoretical uncertainties in
σtt is assumed, originating from uncertainties in PDFs, αS(mZ ), and from missing higher-order corrections. With additional
measurements, the PDF and αS uncertainty are assumed to be reduced by a factor of two by the end of the HL-LHC phase.
However, it is uncertain whether QCD predictions beyond NNLO will become available. Therefore, the uncertainties from
the scale variations are assumed to be constant.

In the HL-LHC phase, the precision of the differential tt cross section measurements and, in turn, the experimental
ccuracy of extraction of mt , αS(mZ ) and of PDFs will profit from both the increased amount of data and the extended
apidity reach of the HL-LHC CMS detector. The projection study of Ref. [311] demonstrated that despite the significantly
igher pileup, the performance of the tt reconstruction in the HL-LHC phase is expected to remain similar to the one
f analyses based on data taken in 2016. The measurable phase space will increase due to the extended rapidity range,
llowing for finer binning of double-differential measurements of mtt and ytt in a phase space not accessible in current
easurements, as illustrated in Fig. 58.
While no projection is available for the precision of mt when extracted from the differential cross sections, the

rojected precision in the PDF extraction from tt multi-differential measurements is investigated in Ref. [311]. The
nclusion of tt cross section measurements is found to significantly improve the precision in PDF extraction. In particular,
he uncertainties in g(x) could be reduced by a factor of 5–10 at high x, as illustrated in Fig. 59, obtained using a profiling
188



The CMS Collaboration Physics Reports 1115 (2025) 116–218

i

(

a
A
u
i
r

t

i
p

Fig. 57. Left: The projected total experimental uncertainty in the top quark pair production cross section as a function of the uncertainty in the
ntegrated luminosity, for two experimental scenarios, assuming no reduction of the experimental uncertainties with respect to Run 2 and a reduction
of the uncertainties following the recommendations outlined in Ref. [309]. Right: The projected relative uncertainties in the extracted values of mt

dotted lines) and αS (solid lines) as a function of the uncertainty in the integrated luminosity, comparing the case of the full uncertainty in the
prediction and no uncertainty in the prediction. The results are obtained assuming a reduction of the uncertainties in the measurement to 1.5%.
Source: Figure taken from Ref. [310].

Fig. 58. Projected cumulative differential tt distributions for HL-LHC scenario as functions of rapidity and invariant mass of the tt pair.
Source: Figure taken from Ref. [311].

technique [312]. The latter is based on minimising the χ
2 function between the data and theoretical predictions using

vailable PDFs and taking into account both experimental and theoretical uncertainties arising from the PDF variations.
s discussed in Section 4.4, this significant reduction in the g(x) would immediately translate in reduction of related
ncertainty in mt due to large correlations of both in theoretical predictions of σtt . Beyond these projections, further
mprovement is expected from higher-order calculations of double-differential distributions and the use of dynamical mt

enormalisation schemes such as the MSR mass scheme [263], which should be provided with fast interpolation grids
in the future. By performing the full QCD analysis of PDFs, mt and αS(mZ ), the correlation between those is expected
o be diminished, so that ultimate precision of mt unambiguously defined in a particular renormalisation scheme can
be achieved. Furthermore, QCD corrections from resummations beyond the fixed-order approach, off-shell corrections,
and flexible implementations of different mt renormalisation schemes should be accounted for in these analyses once
available. These are essential to achieve the ultimate theoretical accuracy.

The extraction of mt from the mjet distribution in decays of Lorentz-boosted top quarks will also benefit from the
ncreased centre-of-mass energy and the large data set expected after the HL-LHC upgrade. While the possibility of a
recision mt measurement from high-energy top quarks has been demonstrated with the data collected already today,

the full potential of this measurement is not reached yet. Already for the generator based extraction of mMC
t more data

will allow to make the unfolding more granular and even to perform the measurement differentially in jet p . With the
T
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Fig. 59. The relative gluon PDF uncertainties of the original and profiled ABMP16 (left), CT14 (middle), and NNPDF3.1 (right) sets.
Source: Figure taken from Ref. [311].

Fig. 60. Scan of the jet pT threshold in the measurements of the jet mass against integrated luminosity resulting in the same event yield in data
fter the full selection as in the most recent measurement [71]. The projection is obtained by scanning the jet pT spectrum observed in data. The
arkers correspond to 138 fb−1 of LHC Run 2 data used in Ref. [71], to an estimated data set for the combination of Run 2 and Run 3, and to the

HL-LHC scenario. For simplicity a constant centre-of-mass energy of 13 TeV and a similar detector acceptance to Run 2 are assumed in all scenarios.

CMS Run 2 data set, corresponding to an integrated luminosity of 138 fb−1, about 52 000 events were selected in the
measurement region. This number is reduced to 21 500 when requiring jets to have pT > 500 GeV and even drops to
below 3000 events for pT > 750 GeV, which would coincide with the space for which analytical calculations exist. Fig. 60
shows a study where the possible jet pT threshold is calculated as a function of integrated luminosity in order to achieve
he same statistical precision as in the latest Run 2 measurement [71]. After the HL-LHC upgrade, a data set corresponding
o 3000 fb−1 in combination with a slightly increased tt production cross section at higher

√
s is expected. Thus, the phase

pace at very high pT becomes available experimentally.
In addition, systematic uncertainties can be further reduced. On the experimental side, the calibration of the jet mass

cale can be extended to include a measurement of the jet mass resolution in order to constrain this dominant uncertainty
nd become independent from the pT driven calibration of the jet energy resolution. Modelling uncertainties will benefit
rom a more granular unfolding process. This involves increasing the number of bins in the mjet and jet pT measurements,
s well as incorporating additional observables. These steps will help to separate the model dependencies more effectively.
his is particularly relevant for reducing uncertainties related to the choice of mMC

t in simulations. By adopting a more
etailed approach, we can better distinguish between the correlations of jet pT and mjet, thus reducing this uncertainty.
ith more data available, one cannot only increase the jet pT threshold to a higher value but also perform the mjet
easurement differentially in jet pT. This could be used to dampen any pT-dependent effects in the mjet distribution
nd further increase the sensitivity to mt . Furthermore, a precise test of pT independence of the measured mMC

t would
rovide an important consistency check of the generator-based measurement.
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Already now, the measurement of mjet provides a precise determination of mMC
t at energy scales not probed before.

However, the full potential of these measurements can only be reached once the definitions in calculations and the
experimental analysis are brought into concordance, requiring developments from both sides. At this point, these will
become a powerful tool not only for precisely measuring mt in a well-defined theoretical scheme but also for resolving
the ambiguities in relation to mMC

t .

6.4. Conclusions

Measurements of the top quark mass have been an essential part of the CMS research programme since the first data
were recorded in 2010, with more than 20 journal publications that reveal different aspects related to this fundamental
parameter of the standard model. A growing understanding of theoretical and experimental issues on the way towards
increasing precision in mt , demanded by matching the accuracy of other electroweak parameters, were followed by steady
improvements in analysis techniques. Different complementary methods have been used for measurements ofmt , affected
by different sources of theoretical and experimental systematic uncertainties. An impressive sub-GeV precision has been
achieved, despite the challenging environment of high-energy pp collisions at the LHC, where events are affected by QCD
and electroweak radiation, the underlying event and an unprecedented level of pileup interactions.

This success, and a clear perspective of experimental improvements envisaged for the HL-LHC, give confidence in
eaching the ultimate precision in mt achievable at a hadron collider in the next decade. This experimental goal requires
hat the necessary theoretical developments will take place, including advancements in the description of the top quark
beyond the picture of a free particle, matching higher-order calculations to resummations and hadronisation models, and
calculating corrections at the threshold of tt production. The precise determination of mt is an ongoing endeavour that
osters a close collaboration of the experimental and theoretical communities, with bright prospects in the coming years.
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Appendix A. Glossary of acronyms

AMWT Analytical matrix weighting technique
BBR Beam-beam remnants
BDT Boosted decision tree
BSM Beyond the standard model
CA Cambridge–Aachen
CHS Charged hadron subtraction
CKM Cabibbo–Kobayashi–Maskawa
CL Confidence level
CMS Compact Muon Solenoid
CP Charge conjugation parity

CR Colour reconnection
DIS Deep inelastic scattering
ECAL Electromagnetic calorimeter
EFT Effective field theory
ERD Early resonance decay
EW Electroweak
FKR Full kinematic reconstruction
FSR Final-state radiation
GIM Glashow–Iliopoulos–Maiani
HCAL Hadronic calorimeter
HL-LHC High-Luminosity Large Hadron Collider
ISR Initial-state radiation
JER Jet energy resolution
JES Jet energy scale
JMS Jet mass scale
JSF Jet scale factor
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KINb Kinematic method using b tagging
LHC Large Hadron Collider
LKR Loose kinematic reconstruction
LO Leading order
MB Minimum bias
MC Monte Carlo
ME Matrix element
MPI Multiple-parton interactions
MPV Most probable value
MS Modified minimal subtraction
MSR Low-scale short-distance mass scheme derived from the MS mass
NLO Next-to-leading order
NN Neural network
NNLL Next-to-next-to-leading logarithm
NNLO Next-to-next-to-leading order
PDF Parton distribution function
PF Particle flow
PS Parton shower
PU Pileup
PUPPI Pileup-per-particle identification
QCD Quantum chromodynamics
RGE Renormalisation group equation
RMS Root mean square
SCET Soft-collinear effective theory
SM Standard model
SMEFT Standard model effective field theory
UE Underlying event
2D Two-dimensional
4FS Four-flavour number scheme
5FS Five-flavour number scheme
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