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Abstract

Growing demands for functionality and efficiency require flexible and economi-
cal manufacturing technologies, particularly for complex components produced
in small quantities. Material extrusion (MEX), an additive manufacturing pro-
cess, offers great potential in this regard, enabling the tool-free production
of application-specific, geometrically sophisticated components directly from
digital models. However, the industrial application of MEX is challenged
by the complex interplay between material behavior, process parameters, and
machine-specific influences. This interplay, combined with the layer-by-layer
material deposition, inherently produces anisotropic mechanical properties that
are strongly dependent on material and process parameters, and may also result
in process-induced defects such as poor strand adhesion or deformation.

This thesis addresses these challenges by developing experimental, analytical,
and numerical methods to improve the predictive accuracy for MEX processes.
The focus is on four central questions: (1) the effect of firmware interpretation
of G-Code on real nozzle motion and local process conditions, (2) the reliable
material characterization of components printed under real MEX conditions,
(3) the consideration of structural anisotropy in process simulations of entire
components, and (4) the coupling of simulations at the component level with
high-resolution small-scale models in a multiscale framework.

The first part of the work involves developing a simulation framework that
reconstructs real nozzle motion while considering firmware-specific motion
planning, such as acceleration limits. The framework enables the quantification
and analysis of deviations between the process conditions set in the slicer and the
actual local conditions realized during printing. This capability allows process
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simulations to incorporate the real implemented nozzle motion, improving the
accuracy of predictions for process behavior and the resulting material and
component properties.

The second part involves developing a standardized test procedure for mechani-
cally characterizing PLA-based MEX components. Various specimen prepara-
tion methods are compared based on the reproducibility and representativeness
of the determined mechanical properties. The results show that milled tensile
specimens from printed plates are particularly suitable. Formulated recommen-
dations provide a reliable basis for characterization and address inconsistencies
in the literature.

The third part of the work maps the structural anisotropy typical of the process
in simulations of entire components to predict process-induced deformation.
To this end, a homogenization approach based on second- and fourth-order
orientation tensors is developed. The local strand orientation is derived from the
G-Code and converted into finite elements, which allows for realistic mapping of
local stiffness distributions. Experimental investigations and numerical studies
confirm the relevance of the considered effects.

The fourth part presents a multiscale simulation approach that couples process
simulations at the component level with high-resolution small-scale models.
Submodeling is used to transfer time-dependent boundary conditions from the
large-scale simulation to local detail areas. This method is numerically verified
and experimentally validated. This approach enables precise and still efficient
prediction of local temperature profiles and local effects, such as interface
strengths, within entire components.

Overall, this thesis contributes to the physic-based simulation of MEX pro-
cesses. The developed methods enable more precise prediction of process-
induced effects and lay the groundwork for efficient virtual process chains for
designing and manufacturing customized polymer components.
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Kurzfassung

Steigende Anforderungen an Funktionalitiit und Effizienz erfordern flexible und
wirtschaftliche Fertigungstechnologien, insbesondere fiir komplexe Bauteile in
kleinen Stiickzahlen. Das Materialextrusionsverfahren (MEX) als additiver
Fertigungsprozess bietet hierfiir groles Potenzial, da es die werkzeuglose Her-
stellung geometrisch anspruchsvoller, anwendungsspezifischer Komponenten
direkt aus digitalen Modellen ermoglicht. Die industrielle Nutzung von MEX
wird jedoch durch die komplexe Wechselwirkung zwischen Materialverhalten,
Prozessparametern und maschinenspezifischen Einfliissen erschwert. Dieses
Zusammenspiel und der schichtweise Materialauftrag fithren zwangslidufig zu
anisotropen mechanischen Eigenschaften, die stark von Material- und Prozess-
parametern abhidngen, und konnen zusitzlich zu prozessbedingten Fehlern wie
unzureichender Stranghaftung oder Deformation fiihren.

Diese Arbeit adressiert diese Herausforderungen durch die Entwicklung ex-
perimenteller, analytischer und numerischer Methoden zur Verbesserung der
Vorhersagegenauigkeit von MEX-Prozessen. Im Fokus stehen vier zentrale
Fragestellungen: (1) die Auswirkung der Firmware-Interpretation von G-Code
auf die reale Diisenbewegung und lokale Prozessbedingungen, (2) die zu-
verldssige Charakterisierung von Materialeigenschaften unter realen MEX-
Prozessbedingungen, (3) die Beriicksichtigung struktureller Anisotropie in
Prozesssimulationen ganzer Bauteile zur Vorhersage prozessinduzierter De-
formation, sowie (4) die Kopplung hochauflosender kleinskaliger Modelle mit
Simulationen auf Bauteilebene in einem multiskaligen Framework.

Im ersten Teil wird ein Simulationsframework entwickelt, das die reale Diisenbe-
wegung unter Berticksichtigung firmware-spezifischer Bewegungsplanung (z.B.

il
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Beschleunigungsgrenzen) rekonstruiert. Es quantifiziert Abweichungen zwis-
chen den im Slicer eingestellten Prozessbedingungen und den tatsédchlich re-
alisierten lokalen Bedingungen, sodass Prozesssimulationen die real imple-
mentierte Diisenbewegung berticksichtigen und Vorhersagen zu Material- und
Bauteileigenschaften verbessern konnen.

Der zweite Teil widmet sich der mechanischen Charakterisierung PLA-basierter
MEX-Bauteile. Verschiedene Probenpriparationsmethoden werden hinsichtlich
Reproduzierbarkeit und Reprisentativitit verglichen. Gefriste Zugproben aus
gedruckten Platten liefern besonders zuverldssige Ergebnisse, die als Grundlage
fiir Materialmodelle dienen und Inkonsistenzen in der Literatur adressieren.

Der dritte Teil der Arbeit widmet sich der Abbildung der prozesstypischen
strukturellen Anisotropie in Prozesssimulationen ganzer Bauteile zur Vorher-
sage prozessinduzierter Deformation. Hierzu wird ein Homogenisierungsansatz
entwickelt, der auf Orientierungstensoren zweiter und vierter Ordnung basiert.
Die lokale Strangausrichtung wird aus dem G-Code abgeleitet und in finite
Elemente tiberfiihrt, wodurch lokale Steifigkeitsverteilungen realitétsnah abge-
bildet werden konnen. Experimentelle Untersuchungen und numerische Studien
bestitigen die Relevanz der beriicksichtigten Effekte.

Im vierten Teil wird ein multiskaliger Simulationsansatz vorgestellt, der Prozess-
simulationen auf Bauteilebene mit hochauflosenden kleinskaligen Modellen
koppelt. Mittels Submodellierung werden zeitabhiingige Randbedingungen aus
der grof3skaligen Simulation auf lokale Detailbereiche iibertragen. Die Meth-
ode wird numerische verifiziert und experimentell validiert. Der Multiskale-
nansatz erlaubt die prizise Vorhersage lokaler Temperaturverldufe und Effekte
wie Grenzflichenfestigkeiten innerhalb ganzer Bauteile.

Insgesamt liefert die Arbeit einen Beitrag zur physikalisch fundierten Sim-
ulation von MEX-Prozessen. Die entwickelten Methoden ermoglichen eine
prizisere Abbildung prozessinduzierter Effekte und bilden die Grundlage fiir
effiziente virtuelle Prozessketten zur Auslegung und Fertigung individualisierter
Polymerbauteile.
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1 Introduction

In an era of increasing product personalization, manufacturing systems must
balance flexibility and efficiency. Customers increasingly demand tailored
solutions in sectors such as medical technology, aerospace, and consumer goods.
This trend is driving the shift toward mass customization, which combines the
efficiency of mass production with the adaptability of individual manufacturing
[5,6] and enables companies to offer customized products economically [7, 8].
However, realizing this potential requires flexible manufacturing technologies
that ensure consistent product quality. Additive Manufacturing (AM) offers
promising capabilities in this regard [9, 10]. By building components layer
by layer directly from digital models, AM enables the production of complex
geometries, functionally integrated structures, and individualized components
without the need for tool-specific setup. As such, AM is particularly suited
for cost-effective manufacturing of customer-specific products in small batches,
even down to single-piece production [11].

One well-established AM process is material extrusion (MEX), in which a
thermoplastic polymer is deposited layer by layer along predefined paths [12].
The process stands out for its simple machine technology, low material costs,
and comparable minimal safety requirements. These advantages make it highly
attractive for an efficient implementation across various industries, particularly
for customized components [11].

Despite these strengths, the industrial application of MEX faces significant
challenges: Numerous adjustable process parameters, such as extrusion tem-
perature, print velocity, and path strategies, directly influence component qual-
ity [13]. The complex interplay between these parameters, material behavior,
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and machine-specific influences can lead to process-induced defects, such as
poor strand adhesion [14] or process-induced deformation (PiD) [15], also
known as warping, which may ultimately result in print failure [16, 17]. More-
over, the layer-by-layer deposition creates a characteristic mesostructure, defined
by strand orientation, interlayer bonding, and voids [18, 19]. This structure in-
duces significant anisotropy in mechanical properties, which depend heavily
on material and process parameters [14,20,21]. To address these challenges
during manufacturing, the process is often adjusted using trial and error, a
method that is inefficient, especially for customer-specific tasks, and does not
guarantee optimal results. This underscores the need for both experimental and
simulation-based approaches across multiple scales to reliably predict process
outcomes and develop robust process design methods.

Many experimental studies have investigated how different process parameters
affect material properties in MEX [14,20,21]. However, considerable variation
in the reported results complicates comparability between studies and limits
the transferability of material data from coupon-level specimens to real printed
components.

To predict process-related effects using simulation methods, various models
have been proposed in the literature, each addressing specific aspects of the
MEX process. Microscale approaches focus on polymer melt flow near the
nozzle, capturing effects such as air inclusions or additives [22,23]. On a
higher level, mesoscale models explicitly represent the typical material struc-
ture, including voids and strand geometries [24—26], and are suitable for predict-
ing local temperature profiles, crystallization, and welding processes between
strands [27,28]. Macroscale simulations represent the entire component in a
homogenized form and are suited for predicting PiD [29,30]. However, at this
scale, mesostructural anisotropy, particularly the directional dependence of me-
chanical properties, is often simplified or neglected. As expected, locally altered
mesostructures affect deformation behavior during manufacturing, highlighting
a key research gap. Moreover, macroscale models cannot accurately capture
local effects like interfacial strength or crystallization, which depend on local
thermal history and mesostructure. These can only be adequately represented
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with high-resolution mesoscale models. Yet, consistent multiscale coupling
remains a major challenge. Existing approaches are typically limited to trans-
ferring effective stiffnesses from idealized mesostructures, failing to reflect the
complex structural effects in real components [31].

In addition, machine-specific influences are often overlooked. Printer firmware
translates the given machine code (G-Code) into actual machine movements.
Parameters such as acceleration limits and motion smoothing can alter the nozzle
velocity, affecting local process conditions and thus the resulting component
quality [32,33]. Most current simulation approaches do not consider this aspect.

Building on the research gaps outlined above, this thesis aims to enable more
accurate predictions of process-induced effects and poses the following key
research questions:

1) How does the firmware’s interpretation of G-Code affect the nozzle mo-
tion in the MEX process and the resulting local process conditions?

2) How can material properties be reliably characterized under realistic
MEX processing conditions?

3) How can mesostructure-induced anisotropy be effectively captured in
homogenized macroscopic process simulations?

4) What constitutes a suitable multiscale simulation framework that couples
high-resolution mesoscale models with component-level simulations?

The following Chapter 2 provides an overview of the fundamental principles
and current state of research related to the MEX process. It covers characteristic
mesostructures, the material behavior of MEX-manufactured components, and
simulation approaches at the micro-, meso-, and macroscale. Additionally, it
addresses firmware-related influences on nozzle motion. Based on this analysis,
key research gaps are identified, which form the foundation for the objectives
and structural outline presented in the subsequent Chapter 3.






2 Fundamentals and state of
research

2.1 Material extrusion process (MEX)

Additive Manufacturing (AM) is a group of manufacturing processes that build
components directly from 3D digital models by adding material in layers. In
contrast to subtractive processes, where material is removed (e.g. milling), or
formative processes (e.g. injection molding), AM is based on an additive build-
up principle. This allows for a high degree of design freedom, the creation
of complex geometries, and resource-efficient production because only the
material needed is used. [12, 34]

Material extrusion (MEX) is one of the seven main categories of additive
manufacturing as defined by the American Society for Testing and Materials
(ASTM) [12]. If the feedstock for MEX is a thermoplastic material, the material
is joined by thermal reaction bonding (TRB) and the process is referred to as
MEX-TRB/pASTM/IS0529002021. The p stands for polymer. In the further
course of the work, the term MEX-TRB/p is abbreviated to MEX.

In MEX, a feedstock is selectively extruded through a nozzle or orifice and
deposited layer by layer. Figure 2.1 shows a schematic illustration of a MEX
system. The extrudate is deposited onto a build platform or onto previously
deposited material. The previously extruded material is melted by the newly
extruded material, creating a bond that forms the process-typical interfaces
between adjacent extruded strands. For large overhangs, additional support
structures can be added at appropriate locations. The feedstock is melted in
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Figure 2.1: Schematic illustration of a MEX system.
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a heating system. To prevent the feedstock from overheating before entering
the heater, a cooling element is usually installed between the heater and the
feedstock inlet. Depending on the system, the build platform may be heated
or unheated, and some machines include an additional heated build chamber.
Some specialized systems also provide advanced process and material handling
features, such as multi-material printing or adaptive zone heating.

The feedstock can be provided as pellets or filament. When provided as ther-
moplastic filament, the process is called Fused Filament Fabrication (FFF) and
has been commercialized under the name Fused Deposition Modeling. In addi-
tion to pure thermoplastics, composite materials can also be processed. Short
fiber reinforced filaments and pellets with carbon, glass or aramid fibers are
commercially available. MEX can also be used to produce structures with local
continuous fiber reinforcement. The movement of the nozzle along the x and y
axes and the relative movement of the build platform and the nozzle along the z
axis allows the production of a component based on a given 3D digital model.
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2.1.1 Process chain

A typical MEX process chain is shown in Figure 2.2.

. " »

1. Design 2. Slicing 3. Manufacturing 4. Postprocessing

Figure 2.2: Schematic representation of the MEX process chain. Component design (1), slicing
and process parameter definition (2), manufacturing (3), and various post-processing
steps (4).

It can be described as follows [34]:

1. Design: Creation of the component design using CAD software. In
most slicer programs, the component geometry is transferred in STL
format, which only contains information about the outer contour of the
component. However, some slicers can also transfer step files or other
formats.

2. Slicing: The design is sliced into individual layers, the nozzle trajectory
within these layers is defined using a slicer software. The information
about the nozzle path and the process parameters are transmitted to
the printer in the form of a G-Code. The contour is followed by any
number of paths to create the shape of the component. How the inner
component (infill) is constructed can be freely defined. The infill is
essentially determined by its density, orientation, and general pattern
shape. Figure 2.3 shows three examples of infill patterns with different
infill densities. The infill angle v and perimeter are highlighted.
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Figure 2.3: Three examples of infill patterns with different infill densities. The fill angle o and the
perimeter are highlighted.

3. Manufacturing: The firmware interprets the G-Code according to
printer-specific constraints such as possible nozzle velocity, accelera-
tion, and cornering. The limitation of cornering is described by the
so-called jerk. In physics this refers to the maximum change of accelera-
tion per unit of time (the third derivative of position). In many 3D printer
firmwares the term is used differently and usually defines the maximum
allowed velocity change at a corner without requiring an intermediate
deceleration. There are various firmware solutions, some of which are
available as open source and some of which build on each other. De-
pending on the firmware used, the jerk is interpreted differently and thus
influences the actual movement of the printhead in curves. The printer
then builds the component according to the specifications in the G-Code.
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4. Post-Processing: The component is detached from the build platform
and the support structures are removed. The printed component can
then be finished in a variety of ways. For example, it can undergo
surface treatment or annealing to improve thermal stability or mechanical
properties.

2.1.2 Factors affecting component quality

The resulting component quality combines not only the thermal and mechani-
cal properties but also the dimensional accuracy [13]. This in turn determines
the overall manufacturability. The quality of the manufacturing result is deter-
mined by a large number of influencing factors. The most important ones are
summarized in the Ishikawa diagram in Figure 2.4 [35,36]. The selected ma-

Process parameters Material

- - Nozzle temperature T
- - Build platform temperature T, q
- — - Print velocity v,

— — - Infill settings

- — - Layer hight lpeigtn

- - Thermal properties
- - Thermomechancial properties
- — - Cooling properties

— — -~ Extrusion rate Vextrusion
— — - Cooling

Component
quality

— — - Nozzle diameter dn

- — - Properties of the installed mechanics
- - Build platform leveling

- - Printer age and wear

— — - Stepsize of the motors
~ — - Cornering

- - Maximum velocity ¥ max
— - Nozzle acceleration an

Firmware settings Hardware constraints

Figure 2.4: Ishikawa diagram with the most important parameters that influence the resulting
quality of a MEX component [35,36].



2 Fundamentals and State of the research

terial largely determines the resulting specific component properties. Thermal
properties such as heat conductivity and heat capacity, as well as thermome-
chanical properties such as stiffness and thermal expansion, are crucial for the
performance and reliability of the final component [13]. However, material-
and component-specific convection and radiation effects during the process can
influence the final component quality and dimensional accuracy [15]. After
material definition, the process parameters set in the slicer have the most sig-
nificant impact on component properties and quality. In particular, the nozzle
temperature Ty and build platform temperature 73, the selected infill, and the
layer height [j,cignt should be mentioned here [13]. The infill density, infill an-
gle «, and infill pattern have an enormous influence on the subsequent thermal
and mechanical properties [14]. The printing velocity v, and the settings of a
cooling system (e.g. fans) can also be predefined and influence the process and
the component quality. The process parameters set in the slicer are interpreted
by the printer-specific firmware before printing starts. This firmware translates
the G-Code, considering the firmware settings. The resulting nozzle movement
is directly influenced by these settings. The maximum possible axis velocities
Umax, the given nozzle acceleration ay, and the possible cornering therefore
have a direct influence on the process conditions and the resulting component
quality [32]. Another important factor is the diameter of the nozzle dy installed
in the printer. This is specified as a parameter in the slicer, but can usually be
changed. There are also variables that are directly related to the mechanics of
the components installed in the printer, whose influence on component quality
can vary depending on the printer. An example of this is the stiffness of the
individual printer components. In addition, the general condition of the printer
plays arole. Increasing age and mechanical wear can reduce reproducibility and
lead to deviations in the dimensional accuracy of the manufactured components.
Furthermore, the quality of the build platform leveling is critical, since even
small misalignments between nozzle and platform can cause adhesion prob-
lems and irregularities in the first layers, which in turn propagate throughout
the component. These hardware-related aspects, together with the material,
process, and firmware parameters, therefore represent practical constraints that
must be considered in order to ensure consistent component quality.

10
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2.1.3 Typical process errors

Apart from the many factors that influence component quality, there are addi-
tional reasons why a printing process may not be considered successful. One
key factor is process-induced deformation (PiD), often referred to as warpage.
PiD arises during the MEX process due to complex thermomechanical inter-
actions. As the molten polymer is extruded and deposited layer by layer, it
undergoes rapid cooling and solidification [37]. This transition is accompa-
nied by thermal expansion during heating and shrinkage during cooling, which
leads to internal stresses. These stresses are often unevenly distributed due
to temperature gradients across the component and the sequential nature of
layer deposition. Additionally, anisotropic thermal conductivity of the material
and the lack of uniform support during printing can exacerbate deformation.
The accumulation of these effects results in warping or dimensional inaccu-
racies, particularly in regions with large overhangs or insufficient adhesion to
the build platform. [15,17]. This phenomenon is particularly pronounced in
semi-crystalline polymers due to their crystallization behavior, but it can also
occur in amorphous thermoplastics depending on the specific material.

Figure 2.5 provides a schematic representation of these mechanisms during the
MEX process. As the extruded filament is deposited, the temperature distribu-
tion within the component (illustrated from blue to red) gives rise to thermal
gradients. Heat is dissipated through conduction, convection, and radiation,
which drive different cooling rates across the layers. As shown, thermal shrink-
age (orange arrows) and solidification shrinkage (green arrows) occur during
different stages of cooling and both contribute to internal stress formation.
These shrinkage phenomena act together to generate residual stresses that can
result in deformation. The spatial and temporal variation in shrinkage leads to
complex stress distributions, particularly in the lower layers where accumulated
shrinkage and restricted movement can cause PiD, as indicated by the arrows.
This illustration highlights the dynamic interplay between temperature evolu-
tion and material behavior, which ultimately governs the onset and severity of
PiD.

11



2 Fundamentals and State of the research

convection / diati
radiation
a1 /

PiD B Temperature (low to high)
, Thermal shrinkage
L> [ Solidification shrinkage

Figure 2.5: Schematic illustration of process-induced deformation (PiD) mechanisms during the
MEX process. The extruded polymer experiences rapid cooling after deposition,
leading to thermal gradients and uneven shrinkage across layers. Heat dissipation occurs
through conduction, convection, and radiation. Thermal shrinkage (orange arrows)
and solidification shrinkage (green arrows) contribute to residual stress formation and
component deformation. The PiD arrows indicate typical deformation behavior due to
the accumulated stresses, especially in the lower layers.

PiD can result in failure to achieve the required dimensional accuracy of the
finished component, which is particularly problematic for high-precision ap-
plications. In addition, PiD can cause serious problems during the printing
process. A typical problem is component detachment from the build plat-
form (cf. Figure 2.5), causing the printing process to stop prematurely [17].
Similarly, if PiD accumulates during printing, the nozzle can collide with the
component [16]. Such collisions can not only interrupt the printing process but
also cause damage to the nozzle or the component itself.

Another known problem is the inadequate bonding of adjacent strands [14].
If process control is not optimized, there may be insufficient fusion between
the individual strands. This results in reduced mechanical strength of the
component and can significantly affect its functionality and durability in later
use [14]. A more detailed discussion of the thermal and mechanical properties
of MEX components and the influence of the process parameters described is
given in Section 2.4.

12
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2.1.4 Used printer systems

The printers used in this work for characterization and validation are the Ulti-
maker 2+ from Ultimaker, the Prusa Mini from Prusa3D, and the Composer A4
from Anisoprint. All are FFF systems and therefore use filament as feedstock.
The printers are briefly described below. The selected process parameters are
specified in the corresponding sections.

Ultimaker 2+ This printer system can process unreinforced and short fiber-
reinforced thermoplastic filaments with processing temperatures ranging from
180°C — 260 °C. The build volume is 223 mm x 223 mm x 205 mm. The
Ultimaker 2+ has a heated build platform and the standard glass build platform
has been replaced by a FilaPrint build platform from Filafarm. The Ultimaker
2+ firmware is based on Marlin with some proprietary customizations. The
firmware is open source and the source code can be found on GitHub in the
official Ultimaker repository [38]. The jerk parameter and motion control are
configurable in the firmware. Table A.l1 in Appendix A.1 lists the firmware
settings that were set at the time of use.

Prusa Mini The Prusa Mini is a compact extrusion-based printing system
capable of processing both unreinforced and short-fiber-reinforced thermo-
plastic filaments at temperatures up to 280°C. It offers a build volume of
180mm x 180 mm x 180 mm and includes a heated build platform equipped
with a flexible spring steel sheet coated with PEI, which can be heated up to
110°C. The firmware is derived from Marlin and has been extensively mod-
ified by Prusa Research. The open-source code is available in the official
Prusa3D GitHub repository [39]. Motion control parameters, including jerk,
are adjustable. Table A.2 in Appendix A.1 provides the firmware settings used.

Composer A4 In addition to unreinforced and short fiber-reinforced struc-
tures, the printer can also print locally continuous fiber-reinforced structures.

13
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Thermoplastics with a processing temperature of up to 270 °C can be pro-
cessed. The build volume is 297mm X 210mm x 140mm. The Aniso-
print Composer A4 features a heated build platform. The standard glass build
platform has been retained. The Composer A4 uses a customized version
of the MK4duo firmware developed specifically for the requirements of this
printer. The MK4duo firmware is an evolution of the Marlin firmware and of-
fers advanced features optimized for Anisoprint’s Composite Fiber Coextrusion
(CFC) process. The firmware source code is open source and can be found on
GitHub [40]. Table A.3 in Appendix A.1 lists the firmware settings that were
set at the time of use.

2.2 Polylactic Acid (PLA)

Polylactic Acid (PLA) is one of the most commonly used materials in MEX
due to its ease of processing, biodegradability and good mechanical properties.
PLA is mainly used for prototyping and modeling, but is increasingly used for
functional components. In this work, PLA filament is used as an application
example for the developed methods and models as well as for their validation.
The chemical structure of PLA and its general thermal, mechanical and kinetic
properties are described below. Finally, the material Ultrafuse PLA black from
JforwardAM used in this work is presented.

2.2.1 Chemical structure and its variants

PLA is a bio-based polymer produced by the polymerization of lactic acid
(lactide). PLA consists of long macromolecules that repeat the monomers of
lactic acid (C3HgO3). Lactic acid can exist in two isomeric forms: L-lactide
and D-lactide. These isomers determine the structure and properties of the
resulting polymer: Poly-L-lactide (PLLA) is formed by the polymerization of
L-lactide, Poly-D-lactide (PDLA) by the polymerization of D-lactide. They are
semi-crystalline and have comparable properties due to their enantiomerism.

14
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In most applications, however, PLA is not used as a homopolymer because of
the high cost. Instead, a copolymer PLA is produced and processed. In this
case, a PDLLA copolymer is formed when a mixture of L- and D-lactide is
polymerized. In this copolymer, the molecular structure is mainly based on L-
lactic acid with a certain amount of D-lactic acid monomers. As the content of
D-lactic acid increases, the crystallizability of PDLLA decreases [41]. PDLLA
with a D-lactic acid content of more than 8 mol% is considered completely
amorphous, while PDLLA with a D-lactic acid content between 4 mol% and
8 mol% is classified as very slow crystallizing.

The properties of the PLA types depend on the molecular weight, molecular
structure (e.g. linear/branched) and molecular configuration (e.g. D-lactic
acid fraction) [42,43]. All these factors influence the melting properties of
PLA, crystallization kinetics, processability and mechanical properties of the
material. In general, the homopolymers PLLLA and PDLA have better thermal
stability and strength than the copolymer PDLLA due to their higher potential
crystallinity. Therfore, PDLLA is more compliant (cf. following Subsec-
tion 2.2.2).

When PLLA and PDLA are mixed in a 1:1 molar ratio to form a PLLA/PDLA
blend, stereocomplex PLA (sc-PLA) can be generated [42]. In this case, the
two homopolymers form stable stereochemical structures in which the enan-
tiomeric monomers of PLLA and PDLA are incorporated into stereocomplex
(sc) crystals in a highly regular, alternating arrangement. This stereocomplex
structure is more thermodynamically stable than the homochiral (hc) crystals of
PLLA or PDLA, resulting in higher thermal stability and improved mechanical
strength. Due to these properties, sc-PLA is particularly advantageous for appli-
cations requiring high thermal and mechanical stress. However, its production
is significantly more expensive than that of the copolymer PDLLA [42].

15
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2.2.2 Properties of PLA

Homopolymers of PLA have a tensile strength of approx. 50 MPa — 70 MPa,
a tensile modulus of 2.7 GPa — 4.2 GPa, an elongation at break of 2 % — 10 %
[42,44-47]. According to Perego et al. [43], the differences in the measured
properties can be attributed to the molar mass and the degree of crystallinity of
the test specimens. The degree of crystallinity depends heavily on the processing
of the PLA. The results in [43] show that injection-molded specimens exhibit
only a crystallinity of 3% — 9% depending on the molar mass. Subsequent
annealing of the specimens yielded a degree of crystallinity of 70 %. This shows
the slow crystallization kinetics of PLA compared to other thermoplastics.
PLLA and PDLA and PDLLA differ in their mechanical properties mainly due
to their different crystallinities.

According to Zhang et al. [48], the glass transition temperature T of the
homopolymer PLLA ranges from approximately 49 °C to 68 °C, depending on
the molar mass. For the copolymer PDLLA, they measured 7 slightly lower,
at approximately 43 °C to 61 °C. In both cases, Tz increases systematically
with increasing molar mass. [48]

The thermomechanical properties of PLA materials depend strongly on the
degree of crystallinity. Amorphous PLA exhibit a significant loss of stiffness
and strength above T, whereas semi-crystalline specimens show enhanced heat
resistance and improved mechanical performance [49]. Figure 2.6 schematically
illustrates the storage modulus E’ of quenched (nearly amorphous) and annealed
semi-crystalline PLLA as a function of temperature. The sharp drop in the
modulus of amorphous PLLA above T and the subsequent increase due to
cold crystallization are clearly visible. In contrast, crystalline PLA shows no
such increase, as crystallization has already occurred, and the modulus remains
significantly higher across the entire temperature range.
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Figure 2.6: Schematic representation of the storage modulus £’ over temperature for a quenched
and thus almost amorphous PLLA (solid line) and an annealed PLLA (dashed line).
(Adapted from [49])

2.2.3 Filament used in this work

The material used is the commercial Ultrafuse PLA filament in black from
JorwardAM [50]. The recommended processing parameters and selected ma-
terial properties, shown in Table 2.1, are specified in [50]. forwardAM does
not explicitly state which PLA types are involved. Furthermore, the manu-
facturer does not provide information about the molecular mass or the precise
chemical composition of the PLA used, such as whether it is PLLA, PDLA, or

Table 2.1: Recommended processing parameters and selected material properties of forwardAM
Ultrafuse PLA filament [50].

Process parameter Value Unit
Nozzle temperature Ty 210-230 °C
Build platform temperature Ty, 50-70  °C
Nozzle diameter dn >04 mm
Printing velocity v, 40-80 mm/s
Density p 1248 kg/m?
Glass transition temperature 7T 61 °C
Melting temperature T, 151 °C

17
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PDLLA with a specific D-lactide content. This lack of detail makes correlating
mechanical and thermal material properties with values found in the litera-
ture difficult, as these values can vary significantly depending on the polymer
structure, molecular mass, and the presence of additives such as pigments (cf.
Section 2.2.2), since pure PLA is typically whitish in appearance.

2.3 MEX typical material structure

Components manufactured by MEX consist of layers divided into an outer
perimeter and an inner infill area. The orientation and arrangement of the
strands differ depending on the type of area. In the perimeter, the strands
follow the component surface because they determine the component’s outer
geometry and volume [51]. In contrast, the infill can be designed flexibly. The
orientation of the printing paths can be adjusted by selecting specific process
parameters. While the perimeter is printed with a filling degree of almost 100 %,
a lower density is often used inside to reduce weight or production time [52].
This creates defined cavities inside the component that influence its mechanical
and thermal properties. The material structure is characterized by interfaces
between adjacent strands and cavities. These lead to the overall porosity of the
structure typical for this process [14,52,53].

The resulting material structure is significantly influenced by the selected strand
orientation, the layer thickness, and other process-specific parameters such as
temperature and printing velocity. Figure 2.7 shows a typical MEX material
structure for a unidirectional trajectory along the x-axis with a nominal infill
density of 100 %. Figure 2.7a shows a schematic structure and Figure 2.7b a
microscopic image of the cross-section in the y-z plane. The process parameters
used influence not only the shape of the strands themselves, but also their relative
arrangement. Insufficient fusion can lead to interfaces between adjacent strands,
which represent potential weak points [14]. A distinction is made between
interfaces within the same layer (intralayer, IV) and those between layers lying
on top of each other (interlayer, III), as shown in Figure 2.7b. Since the degree

18



2.3 MEX typical material structure
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(a) The illustration highlights various structural (b) Microscopic view of the MEX structure analyzed
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ered arrangement. It depicts triangular (I) and is visible between the layers at the interlayer
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the layers (III) and those found within the layers strands within the layers at the intralayer bonding
themselves (IV) interfaces (IV).

Figure 2.7: Typical MEX material structure for a unidirectional trajectory along the y-axis. (Re-
produced from [1])

of fusion and the contact area differ in both cases, the strength and stiffness also
vary locally. Another key aspect is the voids between the strands, which are
also marked in Figure 2.7a (I and II). Depending on the filling strategy, these
voids can have different geometries, which affects the local stress peaks and
thus the failure behavior.

In addition to the geometric arrangement, the process control also affects the
material behavior within the strands. For example, it influences the crystallinity
of the polymer and, in the processing of fiber-reinforced filaments, also the fiber
orientation [54,55]. In continuously reinforced systems, the infiltration of the
fibers also depends heavily on the process used [56].

The process-typical material structure described above leads to the well-known
anisotropy of the mechanical properties [14], which has been described in many
publications (cf. Section 2.4.2). Due to the large number of process parameters
and the complex interaction between trajectory, material properties and cooling
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conditions, there is a wide range of possible material structures, which makes
the mechanical evaluation of printed components difficult.

As discussed, the material structure is influenced by the process control on
different length scales. The resulting properties can therefore also be observed
on different size scales. For example, the influence of the process control on
the resulting interface strength between two adjacent strands or on the resulting
strength of the entire component can be examined. In the following, a scale
separation is introduced in order to be able to classify the size scales considered
in the further course of the work. Figure 2.8 illustrates the three characteristic
scales introduced for this thesis, which will be used in the following:

Microscale: Resolving a single deposited strand, whereby the polymer and
all fibers or other inclusions are individually observed.

Mesoscale: Description of the material structure of the individual strand
geometry and voids. The effective contact areas between the strands are
explicitly represented. Polymer and any fibers or inclusions in the single
strand are considered as homogenized.

Macroscale: Description of the material structure as a homogenized contin-
uum. Voids and strand geometry are not resolved individually.

Macroscopic Mesoscopic Microscopic

Figure 2.8: Schematic illustration of the scale separation introduced into macro-, meso- and mi-
croscale.
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2.4 MEX characteristic material behavior

2.4.1 Thermal behavior

The thermal behavior of MEX-printed components, particularly their thermal
conductivity and heat capacity, is strongly influenced by their anisotropic and
porous structure. Commonly used methods for characterizing these proper-
ties are described below, together with a summary of key studies on thermal
conductivity in MEX structures and heat capacity in MEX materials.

2.4.1.1 Experimental methods

Measurement of thermal conductivity To characterize thermal conduc-
tivity x, the measurement methods can be devided into two main categories:
steady-state methods and transient methods. [57, 58]

Steady-state methods, such as the guarded hot plate and the heat flow meter, are
based on Fourier’s law [57]. These methods determine thermal conductivity
by measuring the temperature gradient under a steady heat flow through the
specimen [58]. They are particularly well suited for materials and composites
with low thermal conductivity. A key advantage of steady-state methods is
that they allow the direct determination of thermal conductivity in each di-
rection, making them especially suitable for anisotropic materials. However,
these methods typically require relatively large specimen dimensions, longer
measurement durations, and are sensitive to heat losses and contact resistances
at the temperature sensors, which can affect measurement accuracy [57].

Transient methods, such as the Transient Plane Source (TPS), Laser Flash,
Transient Hot Wire, or modulated Differential Scanning Calorimetry (DSC) use
a time-dependent supply of heat [57]. The heat is applied either as a pulse or
periodically, causing the temperature in the material to change over time. These
methods measure the thermal diffusivity and calculate the thermal conductivity
from the density and heat capacity of the material. A major advantage of
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transient methods is the short measurement time (within a few minutes) and the
ability to work at high temperatures and pressures [58]. However, the accuracy
of transient methods is lower than that of steady-state methods, and calculation
of thermal conductivity requires additional measurements of density and heat
capacity. [57]

Measurement of specific heat capacity The specific heat capacity de-
scribes the amount of heat required to raise the temperature of a substance.
DSC (cf. Section 2.4.3.1) and Drop Calorimetry are the main methods used to
measure the specific heat capacity in the temperature range of 25°C to 400 °C,
which is of interest for the MEX process. DSC is particularly suitable for this
temperature range because it offers both high temperature resolution and short
measurement times. The difference in heat flow between the specimen and the
reference is recorded during a defined temperature program. The specific heat
capacity can then be determined as a function of temperature. [59-61]

The DSC measurement of heat capacity is standardized in DIN EN ISO 11357-
4 [62], which describes the determination by comparison with a calibration
sample. Commonly used reference materials are sapphire or synthetic calcium
fluoride, whose heat capacities are well known. The standard also specifies
requirements for heating rate, sample size, and calibration.

2.4.1.2 Thermal conductivity

Thermal conductivity x in MEX structures is influenced by the polymer’s
intrinsic properties and the printed component’s specific mesostructure [63—
67]. Typically, polymers have a low thermal conductivity compared to metals
[68]. In MEX structures, thermal conductivity can also be anisotropic, i.e.
it varies depending on the global direction within the material [64, 65]. This
anisotropy results from the mesostructure formed by the extrusion process, in
which the thermal conductivity along the extrusion direction is higher than
perpendicular to it. On the one hand, this is controlled by the strand geometry
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and volume fraction of voids [64]. On the other hand, thermal contact resistance
between layers and strands due to incomplete fusion or air inclusions can lead
to a reduction in conductivity perpendicular to the extrusion direction [65].
The thermal conductivity is thus determined by the underlying trajectory, the
associated material structure, and the total internal interface area of the strands.
This weld quality is in turn determined by the factors that influence the local
temperature profile at the interface. The longer the interface is exposed to higher
temperatures, the better the weld will be. Such factors are listed in Section 2.1.2
and include print velocity, print temperature, heating plate temperature, and
firmware settings.

Figure 2.9 schematically shows the description of the thermal conductivity
of a MEX structure for the finer-resolved mesoscale and the homogenized
macroscale. To consider the characteristic influence of the MEX structure in
models at the mesoscale, a conductivity x must be assigned to the polymer
and the air, and the contact resistance R.ontact at the interfaces must also be
taken into account. For macroscale models, a homogenized effective thermal
conductivity kg is used, which takes into account the material structure and
contact resistances [2. To account for the anisotropic character, the thermal
conductivity can be written as a second-order tensor Keg, Whose trace entries
are written as the effective thermal conductivities £, k7%, k%% in the direction
of the corresponding global axis.
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Figure 2.9: Schematic description of the thermal conductivity of a MEX structure for the fine-
grained mesoscale and the homogenized macroscale.
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There are several publications dealing with the thermal conductivity of MEX
structures. Since unreinforced PLA is used as an example in this work, some
publications on thermal conductivity characterization are presented below,
which provide information on the thermal conductivity of unreinforced PLA
structures and the influence of the mesostructure. Regarding the influence of
fibers or other fillers on the resulting thermal properties, Shanmugam et al. [69]
provide a detailed overview of published work in their review article.

Laureto et al. [70] used the guarded heat flow method of ASTM F433 using
a Holometrix TCA300 Through-Plane Thermal Conductivity Tester to quan-
tify the thermal conductivity in PLA-metal composites. They used printed
specimens. For pure PLA, they measure a thermal conductivity of K =
0.185W/(m - K) at 50°C. An influence of the material structure on this
conductivity was not measured or discussed.

Flaataetal. [71] published a test setup specifically designed to characterize spec-
imens with very low thermal conductivity. They used the steady-state method
and examined specimens made of Acrylonitrile butadiene styrene (ABS), neat
PLA and PLA with different fillers, which were produced with MEX. The cold
plate was maintained at 20 °C, and the samples were allowed to reach steady-
state conditions before measurements were taken. No information is given about
the trajectory used, so the measured values cannot be interpreted in terms of
material structure. For the ABS specimens the mean value is 0.433 W/(m - K)
and for PLA 0.435 W/(m - K). These values are very high compared to the
rest of the literature and also compared to the values expected from the bulk
material conductivities.

Elkholy et al. [64] experimentally and numerically investigated the influence of
layer height and grid spacing to characterize the effective thermal conductivity
of 3D printed components and to analyze the thermal anisotropy of unidirec-
tionally printed components. For this purpose, a special test apparatus was
developed based on a modified guarded hot plate technique as described in
ASTM C177, which is based on the steady-state method. The thermal conduc-
tivity measurements were conducted at room temperature. The results show
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that increasing the layer height and grid spacing leads to a decrease in the ef-
fective thermal conductivity of up to 65% compared to the pure polymer. In
addition, the thermal conductivity was measured for different PLA compounds.
It was found that the anisotropic ratio can reach a value of 2. Finally, the
effective thermal conductivity of several commercially available PLA compos-
ite filaments was experimentally determined. Elkholy et al. [64] provide the
thermal conductivities of pure PLA for all three global spatial directions. At
room temperature these are £** = 0.195 W/(m - K), s¥¥ = 0.135 W/(m - K)
and x** = 0.181 W/(m - K). Here, the z-direction corresponds to the extru-
sion direction of the strands, y is the in-plane direction perpendicular to it,
and z denotes the build direction. The higher conductivity in z compared to y
can be explained by the larger overall interfacial area in build direction, which
facilitates heat transport across adjacent layers.

Bute et al. [72] investigated the thermal conductivity of a total of 14 differ-
ent commercially available filament materials, including three different unre-
inforced PLA filaments. They measured the conductivities to determine the
three-dimensional thermal conductivity tensor using a self-developed method
that combines the TPS method with numerical simulation and inverse solu-
tion. All measurements were conducted at room temperature. The conductiv-
ities K = 0.229 — 0.247W/(m - K), k%Y = 0.189 — 0.231W/(m - K), and
k?* = 0.206 — 0.229W /(m - K) were measured for the three PLAs.

Lendvai et al. [73] investigated the influence of the extrusion multiplier k£ on the
thermal conductivity of printed PLA structures, where k is a process parameter
in MEX printing that controls the material feed rate relative to the nominal value.
Adjusting k changes the deposited volume, where values below 1 reduce the
amount of extruded material and increase porosity, while values above 1 lead
to higher deposition, which may reduce voids but can also cause dimensional
inaccuracies. In their study the conductivity in the build-up direction was mea-
sured using the flash diffusion test on a Netzsch LFA467 Hyperflash, a transient
test method, at a temperature of 25 °C under an inert No atmosphere. A range
of 97—105 % (k = 0.97—1.05) was examined. The investigations show that, as
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the number of defects decreases, the thermal conductivity of the components
increases from £”* = 0.157 W/(m - K) to k”* = 0.188 W/(m - K).

The presented works show that the characteristic mesostructure influences the
resulting thesrmal conductivity. It is expected to be different from the bulk
material [73]. The process-typical voids and the contact resistance of the
interfaces between the strands and layers lead additionally to an anisotropic
thermal conductivity. The papers dealing with the thermal conductivity of PLA
all show a comparable value in the direction of build-up, with the exception of
Flaata et al. [71] who greatly overestimate it, also in comparison to the typical
value for the bulk material. Elkholy et al. [64] and Bute et al. [72] are the only
ones to report the conductivities in the extrusion direction and transverse to it
in one layer.

Table 2.2 provides an overview of publications on the thermal conductivity of
unreinforced MEX structures.

Table 2.2: Overview of publications on the thermal conductivity of unreinforced PLA MEX struc-
tures. In addition to the measured values, the materials investigated and the general test
methodology are listed.

Publication Testing method Results (W/(m - K))

Bute et al. [72] Transient K =0.229 — 0.247
k¥ =0.189 — 0.231
Kk = 0.206 — 0.229

Elkholy et al. [64] Steady state K =0.195
kY =0.135
K =0.181
Flaata et al. [71] Steady state k=0.45
Laureto et al. [70] Steady state rk=10.185
Lendvai et al. [73] Transient k“ = 0.157 — 0.188
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2.4.1.3 Specific heat capacity

In the mesoscopic view of a MEX structure, the polymer is assigned a separate
specific heat capacity cp polymer and the air is assigned a specific heat capacity

Cp,air-
For macroscopic descriptions, however, the MEX structure is often considered
a homogenized, continuous medium with effective material parameters. This

requires an effective specific heat capacity cgﬁ to model the thermal behavior
of the structure as a whole.

The effective heat capacity c;ff of a mixture based on mass fractions is derived
from the principle of heat balance [74]. When two substances are mixed and
heat is added or removed, the total heat exchanged is the sum of the heat
exchanged by each substance. Thus, cfff of the mixture is a weighted average of
the heat capacities of the individual components. In the case of MEX structures,
consider two substances: Polymer and Air, with masses M polymer and Mmair,
and specific heat capacities ¢ polymer and cp air, respectively. The heat @
exchanged by each substance is therefore given by:

onlymer = mpolymercp,polymerAT and Qair = maircp,airAT7 (21)
where AT is the temperature change. The total heat exchanged by the system is
Qtotal = onlymer + Qair = (mpolymercp,polymer + maircp,air)AT~ (22)

The total heat Q1 can also be written in terms of the effective specific heat
capacity c;ff of the mixture as

Qtotal = (mpolymer + mair)C;ffAT- (23)
Equating the two expressions for Qo yields

eff
(mpolymer + mair)cp = MypolymerCp,polymer + MairCp,air- (24)
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. . ﬁ‘ . . .
By resolving according to ¢, the formula for the effective specific heat capacity

c;ff of the mixture is obtained with:

eff MpolymerCp,polymer + MajrCp,air (2 5)

%
Mpolymer + Mair

Due to the low density of air and its low specific heat capacity compared to
the polymer, its influence on the effective heat capacity is very low. Even with
high porosities, air only contributes a small proportion of the mass and has a
minimal influence on the effective heat capacity of the overall system. Thus,
assuming that the mass of air is negligible,

eff . "MpolymerCp,polymer

Cp ~ = Cp,polymer (26)
Mpolymer

follows. This simplification is permissible, especially at low porosities, such as
those found with a nominal infill density of 100%.

It is important to note that the specific heat capacity of thermoplastics is
temperature-dependent and typically increases with temperature [75]. Accord-
ing to Pyda et al. [75], the specific heat capacity c;, of PLA at room temperature
is approximately 1.2J/(g - K), rising to approximately 2.1J/(g-K) at the
melting temperature. However, it is important to note that the specific heat
capacity can vary depending on the molar mass and composition of the PLA
(cf. Section 2.2).
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2.4.2 (Thermo)mechanical properties’

MEX components exhibit complex deformation and failure behavior, primarily
due to the intrinsic heterogeneity of their material structure, as described in
Section 2.3 [20,76,77]. This heterogeneity results from the layer-by-layer
manufacturing process and the specific deposition strategy within each layer
[21], which together govern the anisotropic nature of both the quasi-static and
the temperature- and time-dependent mechanical behavior [14,78].

Moreover, factors such as reduced interfacial strength between strands and
layers [19,79, 80], voids between deposited strands [18], and surface waviness
caused by strand geometry significantly influence the mechanical response.
These effects are closely tied to various process parameters, whose influence
on mechanical properties is discussed in Section 2.1.2 and further examined
here, with a focus on tensile behavior under different loading and environmental
conditions.

In this section, the thermomechanical performance of MEX components is
discussed based on selected literature, with particular attention given to unrein-
forced material systems and specifically to PLA, which is the focus material in
this study. While this work emphasizes unreinforced PLA, the general trends
and parameter dependencies can also be extended to MEX structures incorpo-
rating discontinuously reinforced strands. A comprehensive overview of the
mechanical behavior of fiber-reinforced MEX components can be found in the
review by Penumakala et al. [77].

The subsequent sections present the methodology used for specimen prepa-
ration and mechanical testing, followed by a discussion of quasi-static tensile
properties, temperature- and time-dependent behavior, and thermal expansion.

I Extracts from Section 2.4.2 have been previously published in [1], © CC BY 4.0, i.e. Felix
Frolich, Lennart Bechtloff. Benedikt M. Scheuring, Anselm L. Heuer, Florian Wittemann,
Luise Kérger, Wilfried V. Liebig. Evaluation of mechanical properties characterization of
additively manufactured components. Progress in Additive Manufacturing, 10(2):1217-1229,
2025 - Reproduced sections and paragraphs are marked with .
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Finally, procedures for deriving engineering material constants relevant for de-
sign and simulation purposes are introduced.

2.4.2.1 Specimen Preparation’

The study of the various influences of structural features requires an appropri-
ate characterization method. Cuan-Urquizo et al. [78] even defines the selected
characterization method itself as an influencing parameter. First, different spec-
imen geometries can be distinguished. For example, both a dogbone and a
rectangle shape allow the investigation of mechanical parameters. For charac-
terization in the injection molding process, standards such as DIN EN ISO 527-
2 [81] for testing tensile properties by using dogbone specimens are available.
However, these standards do not define how the specimens should be produced
in polymer-based AM. Cuan-Urquizo et al. [78] show, for example, that if the
specimens are printed directly in the corresponding geometry, the perimeter
and turning points of the nozzle trajectory influence the effective orientation in
the measuring range of the specimen. For small specimens, this can lead to the
methodological error that, despite the desired 90° orientation of the strands to
the loading direction, there is no pure 90° orientation. In addition, pores formed
at the turning points between the perimeter and the filling lead to an additional
internal notch effect [18]. If the ratio of specimen width to strand width is
not an integer, other geometrically induced pores and notch effects may occur.
These influences may explain the different tensile strengths of two specimen
shapes (ASTM D638 [82] Type I and Type I'V) that Laureto et al. [83] observed
in a large-scale measurement campaign. When the specimens are examined
after specimen post-processing, further differences become apparent. Zhang et
al. [84] used waterjet cutting to cut specimens from additively manufactured
plates and showed that both the stiffness and strength of the cut specimens were
on average 50 % lower than those of the directly manufactured specimens. This
was explained by the absence of perimeters, which have a strengthening effect

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 29 for details.
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in the load direction. In contrast, the cut specimens failed more often within
the measurement length due to the lack of process-related notches in the conical
area. This increase in validity was also observed from Park et al. [85], where the
validity increased from about 27 % to 62 %. Validity was also assessed based
on the crack initiation point. Park et al. [85] uses a laser cutter for specimen
preparation.

2.4.2.2 Experimental Methods

Tensile test Tensile tests are used to determine quasi-static properties such
as Young’s modulus, tensile strength, and elongation at break. Tensile testing is
typically performed in a universal testing machine. Test actuators (hydraulic or
electric) apply a controlled tensile force to the specimen while clamping jaws
grip the specimen at both ends. The strain of the specimen is measured by an
extensometer and the tensile force is measured by a load cell.

In addition, Digital Image Correlation (DIC) can be used to optically monitor
the strain and deformation of the specimen during the test. This involves
applying special markers to the surface of the specimen. Cameras capture
high-resolution images during the tensile test, which are then analyzed by
software. This analysis provides precise information about deformation, strain
patterns, and even local material defects. The results include detailed stress-
strain diagrams that visualize mechanical properties such as Young’s modulus,
elongation at break, and even local strains, which is particularly useful for more
complex materials and components.

Both DIN and ASTM standards exist for tensile testing and provide specific
guidelines. ASTM D638 [82] describes the procedure for determining the
tensile properties of reinforced and unreinforced plastics. The standard also
defines specimen shapes and dimensions, the test procedure including environ-
mental conditions, and requirements for testing machines and extensometers.
ASTM D3039/D3039M [86] is specifically used for tensile testing of fiber-
reinforced composites. It allows the determination of elastic properties such as
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tensile modulus and Poisson’s ratio, as well as the tensile strength of compos-
ites, including unidirectional and multidirectional fiber-reinforced laminates.
DIN EN ISO 527-1 [87] defines the general principles for determining the
tensile properties of plastics, DIN EN ISO 527-2 [88] defines the special test
conditions for molded and extruded materials, DIN EN ISO 527-4 [89] defines
the test conditions for isotropic and anisotropic fiber-reinforced plastics, and
DIN EN ISO 527-5 [90] defines the test conditions for unidirectional fiber-
reinforced plastics.

Although ASTM D638 [82] and DIN EN ISO 527 [87-90] have similar objec-
tives, there are differences in specimen dimensions, test velocitys, and strain
measurement requirements. For example, ASTM D638 uses Type I specimens
that are 3.1 mm thick and 50 mm long, while ISO 527-2 uses Type 1A speci-
mens that are 4 mm thick and 75 mm long. In addition, the test and strain rates
specified in the standards may vary.

Dynamic mechniacal analysis (DMA) DMA is used to study tempera-
ture and frequency dependent behavior. It helps to understand material tran-
sitions such as the glass transition temperature 7. DMA characterizes the
viscoelastic properties of materials such as storage modulus E’, loss modulus
E”, and damping behavior as a function of temperature 7', and frequency f.
DMA is typically performed using a dynamic mechanical analyzer that applies
a sinusoidal stress or strain to the specimen and measures the response. De-
pending on the material and application, an average load is applied to test the
specimen in either tension or compression. Depending on the type of DMA
measurement (e.g., tensile, bending, or shear), the specimen is typically clamped
between two jaws or placed on a cantilever.

The storage modulus (elastic response) and loss modulus (viscous response) of
the material are determined from both the amplitude and the phase difference
between the applied stress or strain and the resulting strain or stress. Other
properties can be derived from these measurements, such as the damping factor
(tand), which provides information about the energy dissipation of the material.
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DMA testing is guided by the ASTM D4065 [91] standard for determining the
dynamic mechanical properties of polymers. This standard describes the test
procedures, specimen dimensions, and equipment requirements for measuring
storage and loss moduli. In addition, DIN ENISO 6721 [92-94] provides guide-
lines for measuring viscoelastic properties and is widely used to test polymers
and polymer-based composite materials.

Thermomechanical analysis (TMA) TMA is a technique used to mea-
sure the dimensional changes of a material as a function of temperature, time,
and applied force. In a typical TMA experiment, a constant force is applied
to the specimen and the resulting dimensional changes are monitored as the
temperature is varied. This allows the determination of thermomechanical
properties, such as the coefficients of thermal expansion and the glass transition
temperature 7. The change in length, width, or height of the test specimen
is measured under controlled application of force at increasing or decreasing
temperature. TMA can be performed in various modes, such as compression,
tension, or penetration, depending on the specific test configuration and the
material being analyzed. Dimensional changes are plotted against temperature
and provide valuable information about the thermal behavior of the material.
TMA can also be used to evaluate the effects of additives, fillers, or processing
conditions on material behavior.

TMA testing is guided by several standards, including ASTM E831 [95], which
provides procedures for measuring the coefficient of thermal expansion and
other thermomechanical properties of materials. It should be noted that the
T determined by TMA can differ from that obtained by DSC. This is because
TMA measures the macroscopic dimensional response of the material under a
small applied force, whereas DSC detects changes in heat flow associated with
molecular mobility.

Creep and Stress Relaxation Testing Creep and stress relaxation ex-
periments are techniques to study the time-dependent deformation of materials
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under constant load or constant strain. For thermoplastics, such tests are typ-
ically carried out on universal testing machines, often with temperature- and
humidity-controlled chambers. In creep testing, a constant stress is applied and
the resulting strain is measured over time, while in stress relaxation experiments
a constant strain is imposed and the decay of stress is recorded. These methods
provide important information on the viscoelastic behavior and dimensional
stability of thermoplastic components. Creep and relaxation tests are guided by
standards such as ASTM D2990-17 [86].

2.4.2.3 Quasistatic tensile properties

The structure—property relationships of MEX structures, have been investigated
extensively since the early 2000s. Bertoldi et al. [96], Es-Said et al. [21], and
Ahn et al. [97] were among the first to explore the dependence of mechanical
properties, such as strength and stiffness, on the orientation of printed strands.
The infill angle and thus the strand orientation, the infill pattern, and the infill
density significantly determine the resulting mesostructure and therefore the
mechanical properties. For this reason, the influence of the infill geometry
on the quasi-static tensile properties of MEX structures is first examined be-
low. Subsequently, further process settings such as layer height, temperature
conditions, nozzle diameter, and printing velocity are investigated.

Influence of the infill geometry The choice of infill pattern has a direct
influence on the resulting mechanical properties and their anisotropy. While
aligned infill exhibits the most pronounced anisotropy, more isotropic infill
patterns such as triangular or gyroidal infill show comparatively low anisotropy
and more homogeneous mechanical properties [98]. Increasing the infill density
enhances mechanical properties, particularly stiffness and tensile strength [98,
99]. In the case of an aligned infill, it has been demonstrated that components
with unidirectional strand orientation and 100 % infill density are generally
orthotropic in nature [96, 98, 100—107]. It should be noted that a 100% infill
density is only achievable with aligned infill patterns. While aligned infill

34



2.4 MEX characteristic material behavior

with alternating angles between layers can provide more balanced mechanical
properties across different directions, the highest stiffness and strength in a
specific loading direction is typically achieved with a unidirectional 0 °-aligned
infill.

The outcome of the main published work on the orientation-dependent proper-
ties of aligned mesostructures using PLA filament is summarized below:

* Stiffness: For unidirectionally printed, orthotropic mesostructures, stiff-
ness in the extrusion direction (« = 0 °) typically ranges from 1.0 GPa
to 4.0 GPa [98, 108-115]. In the transverse direction, the stiffness is
reduced by 2 % to 23 % [108, 110-113], and by up to 42 % in the build
direction [98,109,114,115].

* Tensile strength: Tensile strength also follows an anisotropic pattern,
with values between 36 MPa and 77 MPa in the extrusion direction
[98,99,108-116]. Strength reductions of 10 % to 35 % are observed in
the transverse direction [99, 108, 110-113, 116], and up to 90 % in the
build direction [98,109, 114, 115].

* Elongation at break: In the extrusion direction, elongation at break
values between 4.2 % and 5.4 % are reported [98, 112-114]. In the
transverse direction, elongation at break is typically reduced by 17 % to
74 % relative to these values.

Influence of further process parameters In addition, other process
parameters defined in the slicer influence the mechanical properties of MEX-
printed components:

e Layer height: Increasing the layer height lpign: from 1mm to 2mm,
with a correspondingly increased material flow rate, improves stiffness in
extrusion direction by 1.7 % t0 6.9 % [111, 112,114, 115], though tensile
strength in the same direction decreases by 1.6 % to 15.2% [99, 111,
112,114-117]. Further increases to 3 mm result in additional stiffness
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gains of up to 4.6 % [110, 118], but strength declines by 4.1 % to 24.2 %
[99,110,117,118].

e Build platform and nozzle temperature: Higher build platform tem-
peratures (13,;,) and nozzle temperatures (1) are generally associated
with enhanced mechanical properties, including increased stiffness and
strength [111,113,114].

e Nozzle diameter: Increasing the nozzle diameter dy from 0.4 mm to
0.8 mm can result in an increase in strength due to the reduction in the
relative interface area between the strands [117]. For the same lnight,
the volumetric flow rate must be reduced accordingly to prevent over-
extrusion, since a larger nozzle naturally deposits more material per unit
time at the same printing velocity.

* Print velocity: Most studies report little to no significant effect on stiff-

ness or strength with varying print velocitys [109, 112, 113]. However,
Pachauri et al. [112] observed an 8 % increase in strength when print
velocity was increased from 20 mm/s to 60 mm/s at 80 % infill density.
Heuer et al. [80] demonstrated that interfacial strength, which is crucial
for the overall strength of a component, only improves once a critical
print velocity threshold is exceeded. At low velocitys, excessive cool-
ing between strand deposition negatively impacts bonding quality. This
threshold velocity depends on the component size and geometry as well
as the chosen trajectory.
It should be noted that there is also a practical upper limit for print ve-
locity. If the velocity exceeds the extruder’s capacity to supply material
at the required volumetric flow, the extruded strand may become thinner,
leading to under-extrusion and reduced bonding. This maximum veloc-
ity depends on nozzle diameter, filament properties, and printer heating
performance.

Summary In summary, the infill pattern and layer height are critical factors
that determine the quasistatic tensile properties of MEX-printed components.
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Process parameters such as nozzle and build platform temperatures, as well
as increased infill density, contribute to enhanced stiffness and tensile strength.
However, the mechanical properties reported in the literature are highly variable,
which highlights the complexity of the MEX process and the interconnected
nature of its influencing factors. Discrepancies in experimental methodologies
and inconsistent documentation also impede the comparability of results across
studies.

2.4.2.4 Determination of engineering material constants

To describe the orthotropic behavior of MEX structures with an aligned infill
pattern numerically, nine independent engineering constants must be identified.
A common approach involves mechanical testing on specimens with varying
orientations, in which both the infill angle and the build direction relative to
the loading axis are systematically modified [100, 104, 106]. This enables the
determination of direction-dependent Young’s Modulus F;; and Poisson’s ratios
v;j. The shear moduli G;; are typically identified through specialized shear
tests [98, 106].

Troger et al. [106] conducted a comprehensive study comparing different
strategies for the identification of orthotropic material parameters for MEX-
manufactured structures. These include conventional analytical methods based
on tensile and shear tests, as well as numerical approaches using full-field
measurement techniques like DIC in combination with FE simulations within
a nonlinear least-squares framework (NLS-FEM-DIC). While all methods pro-
vided plausible results, the study highlighted limitations of numerical proce-
dures due to parameter correlations and uncertainties in the evaluation. Based
on their findings, Troger et al. [106] recommend a purely experimental ap-
proach [104, 105], in which the elastic moduli £; and Poisson’s ratios v;; are
derived from tensile tests in different orientations. The shear moduli G;; can
then be obtained analytically by considering the rotation of the orthotropic
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compliance matrix within the layers, as commonly formulated in Classical
Laminate Theory (CLT), by

4 1 1 2\
Gij = (E45,ij—p1ane By ﬁ * Ly ) ' @7)

where E45-—plane jq the Young’s modulus of specimens rotated in the i-j plane
by 45 ° relative to the load direction. In this approach, the specimens are
interpreted as laminate-like layered structures, which allows a simplified but
accurate determination of G;;. This approach originates from the description
of fiber reinforced composites and shows according to the investigations of
Troger et al. a high degree of agreement with experimental reference data and
proves to be particularly robust and practical for the calibration of orthotropic
material models in additively manufactured structures.

2.4.2.5 Temperature- and time-dependent behavior

The temperature- and time-dependent behavior of polymers is typically char-
acterized by quasi-static tests at varying strain rates or temperatures [119-124],
DMA [102,114,125-133], or creep and stress relaxation tests [134—136]. TMA
can also be employed to study creep behavior, although it is generally applied
for determining thermal expansion, which will be discussed separately (cf.
Section 2.4.2.6).

Strain rate sensitivity Numerous studies consistently report a strain rate
sensitivity in MEX-printed structures [119-124]. With increasing strain rate,
both stiffness and strength tend to rise significantly, which is attributed to the
limited time available for molecular relaxation and polymer chain mobility. Luo
et al. [120] confirmed this behavior through uniaxial tensile testing, demonstrat-
ing a distinct increase in mechanical performance at higher strain rates. Similar
findings are reported by Vidakis et al. [123] and Slavkovi¢ et al. [122], who con-
ducted extensive mechanical testing specifically on PLA-based MEX-structures.
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Their results likewise show a strong dependence of stiffness and strength on
the applied strain rate, further validating the viscoelastic nature of PLA and its
sensitivity to time-dependent loading conditions.

Frequency-dependent behavior and damping In addition to quasi-
static tests at varying strain rates, DMA is widely used to assess the viscoelastic
behavior of polymers. A substantial number of studies have applied DMA
to characterize the mechanical response of MEX-printed structures. However,
these investigations predominantly focus on the influence of process parameters
on the storage modulus E’, often without considering variations in excitation
frequency. While E’ characterizes the elastic stiffness of the material, it provides
only limited insight into how process parameters influence the time-dependent
viscoelastic behavior. This aspect is more accurately captured by analyzing
the loss factor tan d and the frequency dependence of the material response.
Consequently, the following discussion is limited to studies investigating the
influence of process parameters on damping behavior (quantified via tan §) and
its frequency dependence. Overall, such investigations remain scarce.

The viscoelastic behavior of MEX-printed structures is primarily governed by
the intrinsic rheological and viscoelastic properties of the polymer. However,
processing parameters can modulate the extent to which these effects manifest in
the printed component. Among the most influential parameters are the printing
trajectory, including the number of perimeters, infill angle, and air gap, as well
as the nozzle temperature, all of which have been shown to affect the loss factor
tan d. The impact of these parameters on the frequency-dependent viscoelastic
response has, however, been explored only in a few studies: Dhanapal etal. [125]
conducted DMA tests on PEEK specimens with different infill patterns across
multiple frequencies. For the storage modulus E’, they reported only marginal
variations in the glass transition temperature between infill patterns and no
significant influence of the pattern on the frequency dependence. In contrast,
the loss modulus E” and the loss factor tand showed a clear sensitivity to
the infill geometry: line and grid patterns exhibited higher energy dissipation
and tand values compared to cubic and hexagon patterns, which demonstrated
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lower damping due to their more uniform stress distribution. Domingo-Espin et
al. [102] evaluated the frequency response of MEX-printed specimens without
modifying processing parameters and reported an overall low sensitivity to
frequency. In contrast, Huang et al. [127] performed a more comprehensive
study, combining process parameter variations, such as raster angle and raster
width, with frequency sweeps. Their findings revealed a frequency dependence
of both storage and loss moduli and indicated that these properties can be
influenced by processing conditions. However, the individual contributions of
specific parameters to this dependence were not quantitatively isolated.

Temperature-dependent behavior Similarly, the temperature-dependent
mechanical behavior of MEX structures essentially follows the thermal proper-
ties of the polymer. At the glass transition temperature 7, most thermoplastics
exhibit a significant drop in stiffness and strength [132]. This effect is particu-
larly pronounced in amorphous and weakly crystalline polymers such as PLA
(cf. Figure 2.6). The low crystallinity leads to a pronounced softening around
the T, resulting in strong relaxation processes and a significant drop in me-
chanical properties. In dynamic mechanical analysis, this is indicated by a rapid
drop in the storage modulus £’ and a pronounced peak in the loss modulus £
and loss factor tan d [126,127,132,133,137].

In contrast, semi-crystalline polymers such as PEEK show less temperature
sensitivity because the crystalline phase above the 7 contributes to mechanical
stabilization [125]. The extent of these effects depends strongly on the printing
parameters: higher nozzle temperatures and suitable cooling conditions promote
crystallization within the filaments, while the interlaminar bonding zones often
remain amorphous [131]. Thus, both the polymer structure and the process
control influence the temperature dependence of the mechanical behavior of
MEX-printed components made of semi-crystalline polymers.

Numerous studies have shown that PLA has a pronounced temperature- and
time-dependent mechanical behavior . In the T range (about 55 °C to 65 °C),
PLA shows a significant softening (cf. Figure 2.6). At temperatures above
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70°C, a slight increase in the storage modulus has been observed in some
cases, which is attributed to restructuring in the polymer and the onset of cold
crystallization. To date, only limited data are available on the high-temperature
behavior of MEX-printed PLA structures. However, conventionally produced
PLA specimens have shown comparable behavior, such as significant softening
near Tz and, in some cases, a slight increase in storage modulus at higher
temperatures due to polymer restructuring and the onset of cold crystallization.
For completeness, the melting temperature of PLA is typically around 150 °C to
180 °C for partially crystalline specimens, depending on the isomer composition
and processing conditions [126].

2.4.2.6 Thermal expansion

One of the key properties of polymers, that significantly affects PiD is thermal
expansion [126, 138—140] (cf. Section 2.1.3). It is specified by the coefficient
of thermal expansion (CTE) ayy. This describes the relative change in length
of a material as a function of temperature and can typically be characterized
using TMA (cf. Section 2.4.2.2) or alternatively with a dilatometer.

Several studies have investigated the CTE of MEX printed structures, with the
choice of material and the microstructure of the components having a significant
influence [69,72, 141]. When using unreinforced filaments, the CTE of printed
structures can usually be considered nearly isotropic [126, 138, 141]. This
means that the CTE in different spatial directions differs only slightly, due to
the relatively homogeneous material distribution and the lack of directional
reinforcements.

In contrast, fiber-reinforced structures show a distinctly anisotropic expansion
behavior. For example, embedding glass fibers, carbon fibers, or carbon nan-
otubes reduces the CTE in the extrusion direction because the fibers have higher
stiffness and lower thermal expansion than the polymer matrix [126, 142, 143].
At the same time, the aligned orientation of the fibers, a direct result of
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the MEX process, leads to strong directional dependence of thermal expan-
sion [69, 141, 144]. The influence of the fibers is comparatively small in the
build-up direction, which is why higher CTE values are often observed here.

The literature consistently shows that CTE increases above the glass transition
temperature T [72, 138, 142]. Below T, thermoplastics are in an energy-
elastic state in which the molecular chains are severely restricted in their move-
ment. This results in comparatively low CTE values. However, when the T
is exceeded, the polymers enter an entropy-elastic state in which the macro-
molecules have significantly more freedom of movement. This results in a
significant increase in thermal expansion. This effect has been observed in nu-
merous studies and is independent of the polymer or fiber reinforcement used.
Accurate determination of the CTE in both temperature ranges is therefore cru-
cial, especially when MEX components are subjected to thermal stresses near
or above 1.

Several studies report typical CTE values for unreinforced PLA of approxi-
mately o, = 63 - 1075 — 100 - 107°1/K below T and significantly higher
values of up to ayy, = 217 - 107¢ 1/K above T [72,126, 138].

2.4.3 Thermal phase transitions and crystallization

During the MEX process, polymers undergo thermal transitions. These tran-
sitions influence the polymers’ thermomechanical properties, such as elasticity
and viscosity, during processing. Understanding these varying properties is
essential for adjusting process parameters optimally, particularly to prevent PiD
or achieve the best possible bonding of adjacent strands. Additionally, heat
management during processing affects the crystallization behavior of semi-
crystalline polymers. Because the resulting degree of crystallinity directly af-
fects the material’s thermomechanical behavior, a comprehensive understanding
of the relevant thermal transitions and crystallization kinetics is essential for
robust process control and precise numerical modeling.
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2.4.3.1 Experimental methods

A thermal analysis technique commonly used to study thermal phase transition
phenomena and crystallization kinetics is called DSC. A DSC measures the
flow of heat into or out of a material as a function of temperature or time. It is
primarily used to study phase transitions such as glass transition temperature 7,
melting temperature 7,,,, crystallization behavior, and, and thermal properties
such as heat capacity. DSC is widely used to analyze polymers, composites, and
other materials, providing information on their thermal stability and behavior
during heating and cooling cycles.

In a typical DSC experiment, a small specimen is placed in a specimen pan and
subjected to a controlled temperature program. The temperature of the specimen
is compared to that of a reference material, and the difference in heat flow
between the specimen and the reference is measured. The resulting heat flow is
plotted against temperature and reveals endothermic or exothermic transitions
such as melting, crystallization, or decomposition. These transitions can be used
to identify important thermal properties, including glass transition temperature,
melting point, and heat of fusion. Figure 2.10 shows a schematic DSC curve
illustrating typical thermal transitions during heating and cooling, including
glass transition, cold crystallization, melting, and crystallization peaks.

DSC can also be used to determine the degree of crystallization present within
a specimen (absolute crystallinity) and thus to examine the thermal history of
the polymer. The absolute crystallinity of a specimen . can be calculated by:

AHy — AHg

where A H, is the absolute melting enthalpy, A H. is the absolute cold crys-
tallization enthalpy (both of them are illustrated in Figure 2.10), and AH? is
the absolute melting enthalpy of 100 % crystalline polymer.

DSC testing is guided by several standards, including ASTM D3418 [146],
which provides procedures for determining 7Tz and other thermal properties
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Figure 2.10: Schematic representation of a typical DSC thermogram of a semi-crystalline polymer
during heating and cooling. The heating segment (upper curve) shows the glass
transition temperature 7 as a step change in the baseline, followed by an exothermic
cold crystallization peak with its maximum at the cold crystallization temperature
Tec and corresponding enthalpy AHcc, as well as an endothermic melting peak
with its maximum at the melting temperature 7}, and associated enthalpy AHy,.
The cooling segment (lower curve) reveals the crystallization peak with a maximum
at the crystallization temperature 7. and corresponding enthalpy AH.. (Adapted
from [145])

of materials using DSC. In addition, DIN EN ISO 11357 [147-149] pro-
vides guidelines for performing DSC tests, specifying requirements for spec-
imen size, heating rates, and test conditions. Both ASTM D3418 [146] and
DIN EN ISO 11357 [147-149] ensure reproducible results by defining test
parameters such as temperature range, calibration, and choice of reference ma-
terial.

44



2.4 MEX characteristic material behavior

2.4.3.2 Thermal transitions

Various thermal transitions can be determined using a DSC measurement. The
most relevant ones for the temperature range prevailing in the MEX are:

* Melting temperature (7},): The melting temperature for PLA generally
ranges from 150 °C to 180 °C, reflecting the point at which crystalline
regions melt [126].

* Crystallization temperature (7;): The crystallization temperature, typ-
ically ranging from 90 °C to 130 °C for PLA [43], is a critical point at
which the polymer begins to crystallize. This temperature, and in the
case of non-isothermal processes, the cooling rate, plays an important
role in controlling the degree of crystallization during the cooling phase
in the MEX process.

* Glass transition temperature (7¢): For PLA, the glass transition tem-
perature is typically observed between 55°C and 65 °C, marking the
transition from a rigid, glassy state to a more flexible, rubbery state [43].

* Cold crystallization temperature (7;.): In PLA, this transition occurs at
temperatures between 90 °C and 130 °C, indicating when crystallization
begins during heating [43].

2.4.3.3 Degree of crystallization

The degree of crystallization of MEX structures is determined by the crystalliza-
tion kinetics of the polymer used. Both the achievable degree of crystallization
and the rate of crystallite formation during cooling are material dependent and
vary with process conditions. DSC can be used to characterize these properties
(cf. Section 2.4.3.1). The degree of crystallization can be determined from the
initial heating process, while the crystallization kinetics can be analyzed from
cooling curves at different cooling rates. In this way, the influence of thermal
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processes on the structure development and the resulting material properties
can be studied in detail.

Due to the small strand dimensions in the MEX process, high cooling rates
occur throughout the volume compared to other manufacturing processes. For
fast-crystallizing thermoplastics, a flash DSC measurement must be performed.
However, in thermoplastics with slow crystallization kinetics, the high cooling
rates lead to incomplete crystallization during the printing process. This results
in limited mechanical properties and lower heat resistance. Subsequent heat
treatment (annealing) can counteract this effect. PLA is one of the slowly
crystallizing polymers. Perego et al. [43], for example, have demonstrated a
degree of crystallinity of up to 9 % [43] in injection-molded PLA components.
Giani et al. [126] investigated the crystallization kinetics of PLA filaments
and also found a degree of crystallinity of approximately 3 % in additively
manufactured PLA structures.

2.5 Process simulation?

As illustrated in Figure 2.8, the simulation approaches reported in the literature
can be classified according to different length scales. In the following, these
methods are discussed starting with the microscopic approaches.

2.5.1 Microscopic approaches

Microscale numerical methods that consider the polymer melt and the fibers
or other reinforcing elements within the extruded strands separately are found

Extracts from this Section have been previously published in [2], i.e. F. Frolich, M. E. Di
Nardo, C. Krauf3, A. Heuer, W. V. Liebig, F. Wittemann, P. Carlone, L. Kérger. An orientation-
based homogenization approach for predicting process-induced deformations in extrusion-
based additive manufacturing. Additive Manufacturing, 113:105023, 2025 - Adapted sections
and paragraphs are marked with 2.
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only sporadically in the literature, and are limited to the polymer melt within the
nozzle and the region immediately after the nozzle exit. Coupled methods are
usually used, where either finite volume method (FVM) [150] or smoothed par-
ticle hydrodynamics (SPH) [22,23] is combined with discrete element method
(DEM) to map the multiphase interactions between the matrix and the reinforc-
ing fibers [151].

Yang etal. [151] present a coupled SPH-DEM model, where the viscous polymer
matrix is modeled with SPH and the fibers are modeled as DEM particles.
The model allows for the representation of fiber motion, deformation, and
interaction, but is currently limited to 2D and does not yet account for thermal
effects.

Zhang et al. [22] developed a three-dimensional FVM-DEM model to simulate
the flow of rigid short fibers in polymer melts. The model is experimentally
validated and shows that fiber length and fiber content contribute significantly
to nozzle clogging, while low-viscosity matrix materials can mitigate this effect
for short fibers.

Guo et al. [23] extended Zhang’s model to flexible fibers. The study shows
that flexible fibers adapt much more to geometric changes in the nozzle and
therefore tend to form fiber bridges. This extension leads to a more realistic
description of the microstructure evolution, but is associated with an increased
numerical effort.

2.5.2 Mesoscopic approaches

Mesoscale models that represent the extruded strands as homogeneous units
or explicitly map the resulting mesostructure allow the prediction of important
properties of printed structures. These include strand geometry and the result-
ing material structure, interfacial strength, and the degree of crystallinity within
the strands. The models range from numerical predictions of the extrusion of
a single strand to simulations of larger-scale mesostructures representing the

47



2 Fundamentals and State of the research

deposition of multiple adjacent strands. These approaches can be broadly di-
vided into fluid mechanical models, such as those based on FVM or SPH, and
solid mechanical models, typically employing the finite element method (FEM).
While fluid mechanical models are well-suited for simulating the flow behavior
of molten polymer during single-strand extrusion, their high computational cost
limits their scalability. In contrast, solid mechanical models enable the simula-
tion of larger mesostructures involving multiple deposited paths. In these cases,
extrusion is modeled by progressive activation of initially inactive elements
along a predefined trajectory that closely replicates the actual deposition path
of the material.

While mesoscale models provide important insights into the formation of lo-
cal material properties, they are inherently limited in their applicability to full
component behavior. In particular, fluid-mechanical approaches that resolve
the extrusion of single strands deliver highly detailed results, but their computa-
tional expense restricts them to very small domains and prevents direct upscaling
to entire components. Solid-mechanical models based on FEM with element
activation are more efficient and, in principle, allow a link to the component
scale by representing the deposition of several adjacent strands. However, in the
existing literature these models have so far only been applied to relatively small,
idealized sections due to computational restrictions, and not in the context of
the process conditions encountered during the printing of full components. For
the purpose of this work, detailed simulations of isolated strands are not further
pursued, as the main objective is the prediction of process-induced effects at the
component level. However, for completeness within the state of the art, the most
relevant mesoscale models and their main capabilities are briefly summarized
in the following sections.

Since this work focuses on unreinforced PLA, models for predicting fiber orien-
tation are not discussed in detail. Such approaches are mainly found in studies
that combine flow simulations with orientation tensors [152,153] to predict fiber
orientation within extruded strands during the MEX process [24,154—158]. Fur-
thermore, only publications dealing with the numerical prediction of MEX from
the moment the polymer exits the nozzle are considered. Models dealing with
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polymer flow within the nozzle are not discussed here. The main models in the
literature that predict the above MEX characteristics are presented below.

2.5.2.1 Strand deposition and the resulting material structure

There are several mesoscale modeling approaches to predict the deposition
of a single strand, its resulting shape, and the resulting material structure.
In most cases, these approaches use numerical methods such as the FVM
[24-26, 159, 160], SPH [158, 161, 162] and FEM [27, 28, 163, 164], each of
which takes into account different physical aspects of the process such as flow,
heat transfer, and material solidification.

The FVM is commonly used for detailed prediction of the extrusion of individ-
uval strands. Xia et al. [25] combine the FVM with the front tracking method
to simulate the flow, temperature distribution, and viscosity in the polymer
flow. Mollah et al. [159] use the volume-of-fluid method (VOF) to analyze
the behavior of polymer flow in corners with different angles and to investigate
differences between different extruder types. Galloway et al. [26] couple the
VOF method with overset meshing to explicitly model nozzle motion and sim-
ulate complex pressure scenarios such as inclined surfaces. Pricci et al. [160]
use FVM to optimize the ironing process to reduce porosity and improve the
mechanical properties in the surface layer of printed PLA structures. Serdeczny
et al. [24] also use FVM in combination with the volume-of-fluid and level-set
methods to simulate the flow of molten polymer at the free surface during strand
deposition. The resulting material structure is derived from the geometry of
the individual strands. The model allows detailed predictions of strand shape,
porosity, weld line density, and surface roughness and shows good agreement
with experimental observations.

SPH is also used to simulate strand extrusion. Makino et al. [161] use it to ana-
lyze strand formation and identify viscosity and volume flow from the nozzle as
important influencing factors. Ouyang et al. [162] use a SPH model to study the
thermomechanical behavior of fiber-reinforced materials and their anisotropic
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thermal conductivity during printing. Pibulchinda et al. [158] implement an
anisotropic viscous flow model using SPH in Abaqus to investigate the influence
of process parameters such as nozzle height, velocity ratio, and strand overlap
on strand geometry, fiber orientation, and strand-to-strand contact. The model
is validated against experimental strand shapes and provides insight into the ef-
fect of flow conditions on the internal structure of printed strands. However, the
approach does not solve for temperature, and therefore cannot capture thermally
induced effects such as crystallization or residual stresses.

Agassant et al. [163] first used FEM simulations to model the propagation of the
polymer melt. Based on these numerical results, they developed an analytical
approximation to estimate the influence of process parameters such as layer
thickness and nozzle pressure. In addition, FEM is used in combination with
element activation to simulate strand extrusion and the resulting mesostructure.
Studies such as those by Barocio et al. [27], Lepoivre et al. [28], and Pibulchinda
et al. [164] demonstrate the application of this method to simulate the extrusion
of individual strands into a mesostructure and to predict the resulting interfacial
strength between the individual strands. In this case of mesoscopic modeling,
the geometry of each individual strand is fixed. Within a strand the geometry
is discretized into multiple elements across its width and height, allowing for a
highly accurate representation of the temperature distribution within the strand.

In addition to the frequently used numerical methods, however, other approaches
are also used in the literature: The material point method (MPM) is used in
the work of Yildizah et al. [165] to represent viscous material flow with phase
change. The model allows the influence of parameters such as nozzle distance,
cooling rate, and nozzle movement on the print quality to be investigated. Meng
et al. [166] applies a reduced thermo-viscoelastic filament model based on
discrete differential geometry and solves the resulting dynamic system using
a Newmark implicit time integration method. The approach models filament
kinematics, thermal transport and deformation during and after extrusion. A
collision detection and response strategy is integrated, and the influence of
printing parameters such as print velocity, layer height and nozzle temperature
on filament sagging and temperature distribution is investigated. Elmoghazy et
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al. [167] used the multiphase field method in combination with a finite difference
method (FDM) to investigate the influence of process parameters such as nozzle
and bed temperature, viscosity, and layer height on the porosity and Young’s
modulus of PLA structures. It was found that at higher temperatures, the
porosity decreased, resulting in a linear increase in the elastic modulus.

Although these approaches provide detailed insights into strand geometry and
mesostructure formation, they are computationally intensive and limited to
isolated strands or small representative sections, preventing direct application
at the component scale.

2.5.2.2 Predicting interfacial strength

The published methods for predicting the resulting interface strength are mainly
based on the non-isothermal healing model of Yang and Pitchumani [150],
which is based on polymer reptation process and examines the effects of tem-
perature changes on interface strength. The published papers generally use FEM
in combination with element activation [27,28, 164, 168, 169], finite difference
method (FDM) [170] or FVM [171].

Barocio et al. [27] developed a non-isothermal FE model for fiber-reinforced
semi-crystalline polymers based on Yang and Pitchumani’s healing model,
which simulates the interactions between polymer chain diffusion and crys-
tallization during cooling. Benarbia et al. [168] also published a multiphysical
FEM model based on Yang and Pitchumani [150] that takes into account the
effects of crystallization on bonding. Mahmoud et al. [169] used a combina-
tion of heat transfer simulations in Abaqgus and statistical modeling to analyze
layer bonding as a function of various process parameters. Lepoivre et al. [28]
complemented these approaches with a transient 2D heat transfer model to
determine heat fluxes and the evolution of bonding at interfaces. Coogan et
al. [170], on the other hand, used the FDM to simulate interlayer bonding, in-
corporating real-time melt pressure and temperature data to calculate interlayer
strength through contact and diffusion.
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While the above work focused on interlayer bonding, i.e., bonding between
individual layers, the work of Pibulchinda et al. [164] focuses on bonding
between strands, i.e., intralayer bonding. Pibulchinda et al. [164] build on the
work of Barocio et al. [27] and use FEM-based heat transfer analyses as well as
geometric models to investigate the influence of layer geometry and layer times.

Oskolkov et al. [171] developed a real-time control system for the heating cycle
in the FFF printing process based on the FVM. Through segmented heating
control, he was able to optimize weld quality, reduce thermal stresses, and
improve process stability.

All models highlight the importance of temperature, time and process parame-
ters on the quality of the bond and provide valuable approaches for optimizing
bonding in MEX. However, because each strand and interface must be explicitly
resolved, the high spatial resolution required for accuracy prevents these mod-
els from being directly applied to coarser, component-scale simulations while
maintaining the same level of predictive fidelity.

2.5.2.3 Stress formation in the printed strand

Several numerical studies deal with the analysis of stress formation in printed
strands during the MEX process. In two consecutive studies, Xia et al. [172,
173] use FVM in combination with the front tracking method to simulate the
flow, cooling, solidification, and resulting residual stresses in extruded polymer
filaments. While the first study extends the modeling approach of Xia et al. [25]
to include shrinkage and solid-state stresses, the second publication focuses
on viscoelastic effects that have a decisive influence on the shape and recovery
behavior of the filaments. Both models allow detailed prediction of temperature
distributions, filament shapes and residual stresses, but are computationally
intensive and therefore limited to simple and small structures. An FEM-based
stress analysis method is presented by Lukhi et al. [174]. They simulate the
material flow using the arbitrary Lagrangian-Eulerian technique and analyze
the influence of printing parameters such as velocity and nozzle temperature
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on the stress distribution in the strand. Using viscoelastic material models, it
is shown that non-uniform stresses build up during cooling, which can lead
to deformation. Experimental validations with PLA show that higher printing
velocities lead to higher internal stresses and larger bending deformations.

As with other mesoscale approaches, these models are restricted to single strands
or small geometrical domains and cannot be applied directly to entire printed
components.

2.5.2.4 Crystallinity within the strands

Methods based on numerical techniques have been developed and published
for predicting crystallinity within a deposited strand during the MEX process:
Brenken et al. [175] used the FEM to simulate both the temperature profile and
the crystallization behavior of a fiber-reinforced, semi-crystalline thermoplastic.
By coupling a transient heat transfer model with a non-isothermal crystallization
model, they were able to predict the temperature and crystallinity distribution
during the printing process and predict the evolution of residual stresses as a
function of thermal and crystalline history. Elmoghazy et al. [167] used the
Nakamura model [176—178] in combination with the multiphase field method
to simulate crystallization in PLA during the MEX process. Mcllroy et al. [179]
extended an existing model using the finite difference method (FDM) and the
Rolie-Poly equation [180] to simulate crystallization kinetics in semi-crystalline
polymers, such as PLA. They showed that at low printing temperatures, so-called
"flow-enhanced crystallization" occurs, in which strain at the filament surface
leads to accelerated crystallization, while the interior of the filament crystallizes
more slowly.

Although crystallization can be predicted in detail within individual filaments,
such predictions cannot be directly extended to full components. The strong
dependence of crystallization on local thermal history means that both a much
finer discretization and consideration of the different process conditions in an
entire component would be required for accurate component-scale predictions.
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2.5.2.5 Summary

Published work on numerical prediction of single strand extrusion allows predic-
tion of strand geometry, the resulting degree of crystallinity, or stress formation
within the strand. To predict the influence of process parameters on the result-
ing material structure, individual strands are combined into a MEX structure.
However, this influence can only be studied on a small scale and not at the
component level.

Overall, mesoscale models provide valuable insights into local mechanisms
but are computationally limited and therefore restricted to small geometrical
sections. Fluid-mechanical models, while very detailed, are not suitable for
representing process conditions at the component scale due to their prohibitive
computational cost. In contrast, FEM-based approaches with element activation
are more efficient and, in principle, offer a route to link mesoscale phenomena
with the component scale. However, in the literature they have so far only been
applied to representative volume elements or very small components, rather
than under real process conditions of full component printing.

2.5.3 Macroscopic approaches?

In recent years, several numerical approaches have been developed to simulate
and predict thermo-mechanical phenomena such as PiD or resulting residual
stresses during the MEX process at the component level. The FEM is the most
widely used approach for simulating additive manufacturing processes. The
basic MEX process simulation approach was first introduced by Zhang and
Chou [181, 182]. As mentioned above, it is based on the progressive activation
of initially inactive elements along a predefined trajectory. Figure 2.11 illustrates
the schematic structure of this simulation framework.?

2 Adapted and revised from [2], © CC BY 4.0, cf. footnote p. 46 for details.
2 Adapted and revised from [2], © CC BY 4.0, cf. footnote p. 46 for details.
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Figure 2.11: Schematic representation of the FE-based simulation framework for MEX process
simulation on macro scale. The approach based on the progressive activation of
elements that are initially inactive along the deposition path defined by the G-Code.
The simulation incorporates process parameters, the material deposition strategy, and
temporal activation in order to predict PiD and residual stresses at the component
level. (Adapted from Trofimov et al. [30])

The simulation begins with defining the component to be printed and its corre-
sponding G-Code, which specifies the deposition strategy and other adjustable
process parameters. In a preprocessing step, the component is discretized using
hexahedral or tetrahedral finite elements. These elements are initially inactive
and activated step by step according to the deposition path defined in the G-
Code. The activation schedule is also determined during preprocessing. This
element activation approach is implemented, for example, in Abaqus (provided
through the so-called AM Modeler [183, 184]), but also in other simulation
platforms, such as Digimat-AM [185] and Ansys Additive [186]. The specific
implementation of the activation step varies depending on the commercial FE

55



2 Fundamentals and State of the research

software used. Since Abaqus is used in this thesis, please refer to the official
Abaqus documentation for detailed information on element activation [183].2

Abagqus uses a so-called event series to control the deposition strategy, specify-
ing the timing, path and extrusion status. Inactive elements do not contribute
to the global solution of the FE model. However, they can be included in the
solution process and adapt to the deformation of the already printed structure
during the PiD simulation. This approach helps to prevent excessive defor-
mation of inactive elements and improves numerical stability. Furthermore,
Abaqus supports partial element activation, allowing multiple strands or lay-
ers to be represented within a single element. In such cases, the element
mass is scaled proportionally to the actual printed volume, enabling a more
accurate representation of the material distribution. Moreover, this simulation
strategy is not limited to MEX processes. Similar element activation-based
approaches are employed in the simulation of other additive manufacturing
technologies, such as Laser powder bed fusion (LPBF) and Directed energy
deposition (DED) [183, 186]. In these processes, the PiD is also computed by
activating elements in accordance with the energy input and material consoli-
dation path.?

In addition to thermal modeling, the material model used to describe the poly-
mer’s mechanical behavior plays a crucial role in the accuracy of PiD predic-
tions. Consequently, published simulation approaches primarily differ in their
choice of material model and its complexity. Most studies employ a linear elas-
tic model with either temperature-independent stiffness [181, 182, 187-191] or
temperature-dependent stiffness [192—-195].

More advanced approaches incorporate viscoelastic behavior [29, 196, 197] or
elastoplastic effects [30, 198-200]. Notably, Corvi et al. [199] and Trofimov et
al. [30] build upon the modeling framework proposed by Cattenone et al. [198].
Brenken et al. [201] demonstrated that viscoelasticity and stress relaxation
significantly influence the accuracy of PiD predictions. Additionally, several

2 Adapted and revised from [2], © CC BY 4.0, cf. footnote p. 46 for details.
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studies have examined the crystallization behavior of semi-crystalline polymers
because it can affect the deformation of printed components [190,192,196,197].

The influence of the developing mesostructure on stiffness and anisotropic
structural properties has been discussed in the previous sections. Nevertheless,
in most simulations the material is still modeled as temperature-dependent but
isotropic. For example, Zhou et al. [195] employ a thermoelastic isotropic
polymer model, while Cattenone et al. [198] use a thermoelastoplastic model
without accounting for process-induced anisotropy. Abaqus-based studies (e.g.,
Brenken et al. [29,201] and Trofimov et al. [30]) rely on the ORIENT subroutine
to assign an orientation vector along the deposition path. In the implementation
provided by the Abaqus AM Modeler [183], the orientation vector is defined
once based on the initially deposited volume fraction and is not updated when
additional material with different orientations is added to the same element.
As a consequence, a component with alternating 0°/90 © infill and an element
height that is an even multiple of the layer height may be represented as hav-
ing effectively unidirectional material properties (e.g., entirely 0 °). The actual
mixture of orientations within the element is therefore neglected. This simpli-
fication can introduce significant errors in predicting stiffness and deformation
behavior. Furthermore, the approach is inherently limited, as it considers only a
single orientation vector rather than a full orientation tensor, thereby restricting
the representation of more complex orientation states.”

2.5.4 Multiscale MEX-simulation

As discussed in detail in the previous sections, numerous simulation approaches
have been developed to describe the MEX process at individual size scales
(micro, meso, and macro). The challenge in this context is how to effectively
link these scales to accurately predict local component-level properties, such as

2 Adapted and revised from [2], © CC BY 4.0, cf. footnote p. 46 for details.
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degree of crystallization or interfacial strength between strands, under realistic
process conditions.

In the context of multiscale simulation of the MEX process, modeling ap-
proaches at different scales have mostly been linked sequentially. Microscale
or mesoscale information (e.g., mesostructure) is used as input data for compo-
nent simulations (macrosimulation). These approaches are commonly used to
homogenize stiffness tensors with representative volume elements (RVEs) and
are typically utilized in structural simulations (cf. Section 2.6). Castello-Pedro
et al. [31], however, transferred this principle to process simulation using the
commercial software Digimat-AM. Using RVE models with explicitly mapped
fiber orientation, they generated material data for component simulations to
predict residual stresses and PiD. Besides this work, the author is not aware
of any other publication on other sequentially coupled multiscale approaches
for predicting local properties, such as degree of crystallization or interfacial
strength, at the component level.

Xia et al. [202] addressed the consistent coupling of different scales in their
research. They developed a multiscale, multiphysics model for MEX that con-
siders temperature gradients, crystallization effects, and process parameters.
The model enables the numerical simulation of temperature distributions and
shape changes at the macroscale, filament formation at the mesoscale, and
thermal stresses and crystallization processes at the microscale. For the nu-
merical implementation of the multiscale approach across the different scales,
the model uses the pressure correction method in combination with a parallel
Poisson solver and fast fourier transformation (FFT) to calculate temperature
and phase changes at the macroscale. The system is solved in a decoupled ellip-
tical framework, where temperature and phase fields are treated separately. At
the microscale, the invariant energy quadratization method is employed, which
linearizes the system and ensures unconditional energy conservation, enabling
larger time steps with stable computation. However, integrating existing nu-
merical methods into the multiscale approach poses significant challenges. The
mathematical and numerical methods typically employed at the macro, meso,
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and micro scales (e.g., FEM, FVM, or SPH) differ in their underlying char-
acteristics, making seamless coupling and the direct application of previously
published approaches difficult. These challenges are particularly due to the
varying requirements of each method in terms of time and spatial resolution.

In summary, coupling different scales is essential for quantitatively predicting
local properties, such as the degree of crystallization or interfacial strength, at
the component level.

2.6 Structural simulation?

Since the local mesostructure determines final component performance, studies
have examined typical mesostructures in structural simulations of MEX compo-
nents using sequentially coupled multiscale approaches to formulate stiffness.
The selected overarching approaches in this area are therefore summarized and
evaluated with regard to their applicability in process simulations for predicting
PiD. Published work in this area aims to capture the anisotropic stiffness prop-
erties and mechanical characteristics of MEX components, typically through
multiscale modeling techniques. These approaches include homogenization
based on classical laminate theory (CLT) [101,203-205], representative vol-
ume elements (RVEs) [206-208], coupled RVE and CLT approaches [209], and
fast fourier transform homogenization [210].2

CLT estimates the effective elastic properties of MEX components by modeling a
laminate composed of multiple layers with different infill angles and combining
the stiffness contributions of each layer. This approach efficiently captures the
variation of material properties across the laminate thickness and is suitable
for simulating the overall structural behavior at the laminate scale. However,
in process simulations at the component level, where elements are activated

2 Adapted and revised from [2], © CC BY 4.0, cf. footnote p. 46 for details.
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successively and the material structure evolves over time, CLT cannot directly

account for these dynamic changes during the manufacturing process.”

Homogenized models based on RVEs provide a more detailed mesoscale
description, making it possible to capture evolving material structures and
temperature-dependent properties throughout the process. Despite this advan-
tage, RVE simulations in FEM-based process models face significant com-
putational challenges: for each element and time increment where the local
mesostructure or temperature differs, a separate RVE calculation would be re-
quired. Continuous recalculation of RVEs throughout the simulation is highly
demanding, which severely limits their practical applicability for real-time pro-
cess simulations with element activation.”

FFT-based homogenization methods are a promising approach for efficiently
calculating effective material properties in heterogeneous systems, such as
MEX structures. These methods are particularly effective for modeling ma-
terial behavior in complex microstructures because they can accurately capture
material distribution and spatial variations. FFT-based homogenization rapidly
and accurately accounts for structural variations through Fourier transforma-
tions, allowing for the calculation of material properties at the mesoscale.
Liu et al. [210] developed an FFT-based homogenization approach that accu-
rately captures the anisotropic material properties of MEX components. Their
model uses a coupled geometry-material description in which the anisotropic
properties of materials along the extrusion paths are represented by a rotation-
transformed transversely isotropic material model. For macro-homogenization,
the researchers applied a Green’s functional approach and an FFT-based solution
to the Lippmann-Schwinger equation to determine effective material stiffness.
However, this approach is limited for real-time process simulations with ele-
ment activation because it requires recalculating the material properties at each
time step to account for temperature variations and changes in the mesostruc-
ture. The resulting high computational demand complicates integration into

2 Adapted and revised from [2], © CC BY 4.0, cf. footnote p. 46 for details.
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commercial FE software, such as Abaqus, and renders its practical application
in real-time process simulations virtually impossible.”

In summary, various approaches exist for accounting for the influence of
mesostructure on anisotropic stiffness. However, these methods are primar-
ily designed for the final, static stiffness of components. Consequently, they are
either unsuitable or extremely computationally costly when applied to process
simulations with element activation, wherein mesostructures and temperature
distributions change continuously.?

2.7 G-Code interpretation

The G-Code contains instructions for the movement of the print nozzle, extru-
sion rates, nozzle velocity, and other process parameters, such as temperature
and layer height. These parameters are crucial for printing the component step
by step. Additionally, the G-Code is interpreted by printer-specific firmware,
which considers hardware-related restrictions, such as acceleration and corner-
ing, as well as other physical limitations depending on the installed hardware.
During this motion planning, the nozzle velocity and trajectory are adjusted
according to these constraints, which can lead to deviations from the originally
specified path. Figure 2.12 illustrates this typical workflow from a CAD model
to an extruded polymer. As shown in the figure on the right, the discrepancy
between the planned and actual nozzle position can lead to local over-extrusion,
potentially impairing the functionality of the final component.

Although G-Code is the standard programming language, only little research has
been conducted on how printer firmware interprets G-Code and its influence on
the printing result. Yadav et al. [32] demonstrate that parameters in the firmware,
such as velocity, acceleration, and jerk (the rate of change of acceleration, which
in firmware settings controls curve behavior and smoothness), can impact the

2 Adapted and revised from [2], © CC BY 4.0, cf. footnote p. 46 for details.
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Figure 2.12: Typical workflow from CAD model to extruded polymer. The interpretation of the
G-Code through motion planning, including variations of the nozzle velocity along
the trajectory (indicated by the color gradient), results in a different nozzle position
compared to the trajectory specified in the slicing. As illustrated in the figure on the
right, this discrepancy can lead to local over-extrusion, impairing the functionality of
the final component.

surface roughness of components. However, only the influence on surface
quality was considered, while other possible effects on mechanical properties
or process conditions were not taken into account. Propst and Mueller [33] also
highlight the limitations of G-Code. They demonstrate that G-Code’s sequential
line interpretation makes integrating complex control commands difficult and
can potentially lead to defects. These findings illustrate that, while G-Code
provides basic path information, it must be translated into motion sequences
by printer firmware. This, in turn, can influence the manufacturing process. A
systematic investigation of this effect in relation to the MEX of thermoplastic
filaments is still lacking.

Since the nozzle movement affects both the effective material flow and the
temperature distribution within the component during the process, it also has a
direct impact on the development of internal stresses and PiD. Therefore, it is
essential to account for nozzle movement in process simulations. Commercial
simulation software for additive manufacturing adopts different strategies to
incorporate nozzle motion as a boundary condition. Some solutions, such as
Digimat-AM and Ansys Additive, allow direct import of G-Code files [185,186],
while others, such as Abaqus, require trajectory information to be provided in a
software-specific format [183].
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Digimat-AM first converts the G-Code into layer-by-layer path segments, which
are then prepared for thermomechanical simulations. The motion paths are
segmented and the process parameters are extracted and converted into a form
suitable for simulation. However, the Digimat-AM user manual does not detail
how the G-Code is interpreted internally. Nor does it explicitly state whether
hardware restrictions are taken into account. Therefore, it can be assumed
that the software derives the nozzle movement for each path segment from the
positions and feed rates defined in the G-Code and uses this information to
determine layer activation for the simulation. [185]

Ansys Additive, a software for simulating metal-based additive manufacturing
processes (e.g. DED), also allows users to import G-Code files directly. The
G-Code is read by the software, which translates motion and laser commands
into clusters that are used for thermal and mechanical simulation of the weld
seams. These clusters then serve as the basis for layer-by-layer simulation of
material application and component development. However, there is no detailed
information available on how the G-Code is interpreted with regard to interven-
ing firmware. Alternatively, machine paths and other relevant information that
are typically included in the G-Code can also be manually specified. [186]

In contrast, Abaqus requires an event series for process simulation that describes
the temporal activation of individual component segments. For the material
extrusion process (MEX), this means that information on position, time, and
extrusion status must be specified for each linear motion segment. Users are
responsible for generating this event series from the G-Code, which requires
additional preprocessing steps. Currently, there are no standardized interfaces
for this within Abaqus. [183]

Since Abagqus is used in this work, the following section explains the extent
to which information from the G-Code was extracted and interpreted for the
event series in previously published studies, provided that such details were
specified. In literature, the process of generating the required event series
from nozzle movement is rarely described explicitly. Barocio [211] records
nozzle movement directly during the printing process and converts it into an
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event series . Cattenone et al. [198], on the other hand, generate the neces-
sary information line by line from the G-Code using a Matlab script, without
considering additional influencing factors or making any further interpretations
of the firmware-specific implementation. One advantage of the approach by
Barocio [211] is that it includes firmware effects, such as acceleration profiles
or cornering, in the recorded motion data. However, this method requires the
component to be physically printed before simulation can begin.

In summary, a systematic interpretation of the G-Code that takes relevant
firmware limitations into account has not been performed to achieve the most
realistic representation of nozzle movement possible. Additionally, the im-
pact of firmware settings on nozzle movement, process conditions, and final
component behavior has not been extensively studied.

2.8 Literature summary and research gap

Summary MEX is a widely used additive manufacturing process. It is
characterized by simple handling, low cost, and a high degree of design freedom.
During the process, a thermoplastic filament is melted in a heated nozzle and
built up layer by layer to form a component. The quality of the resulting
component is determined by the interaction of material properties, process
parameters, and printer-specific influences. To ensure reliable dimensional
accuracy and reproducible component properties, all process steps and their
interactions must be thoroughly understood, from filament feeding and melt
cooling to process-induced deformation behavior of the entire component.

PLA is one of the most commonly used materials in the MEX process. It
is biodegradable and easily processed. However, its thermal and mechanical
properties vary widely due to differences in its chemical composition, partic-
ularly with regard to the stereochemical form used (PLLA, PDLA, or racemic
PDLLA), as well as additives, molecular weight, and crystallinity. The thermo-
mechanical behavior of PLA is highly temperature-dependent. Several studies
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have shown that PLA crystallizes poorly under typical cooling conditions in the
MEX process, as well as in other processes such as injection molding. rapid
cooling prevents the formation of an ordered crystal structure, resulting in PLA
predominantly being present in an amorphous form in these applications. This
affects its strength, stiffness, and thermal stability.

The layered, strand-based arrangement resulting from the MEX process cre-
ates a characteristic mesostructure. It is defined by inter-strand bonding, pores,
and deposition-induced interfaces. These features significantly influence the
component’s mechanical properties, particularly its anisotropy in stiffness and
strength. The orientation and cross-linking of filament strands cause substantial
variation in mechanical behavior depending on the measurement direction. For
instance, components with unidirectionally aligned strands tend to be stronger
and stiffer along the printing direction, whereas transverse directions demon-
strate reduced performance. Thus, the anisotropic properties are strongly influ-
enced by the printing parameters and the chosen deposition path. Many studies
have examined these effects, but the results vary considerably due to differences
in specimen preparation and processing conditions. This variability, together
with the lack of standardized guidelines for specimen preparation and testing,
makes it difficult to compare mechanical properties across studies in a consistent
and reliable manner.

Several process simulation approaches have been published for predicting
process-induced effects such as fiber orientation, strand geometry, interfacial
strength, crystallization, or residual stresses and PiD. Microscopic models cap-
ture polymer dynamics and flow behavior in the nozzle area, explicitly resolving
individual fibers. However, due to the level of detail required, these models are
limited to small geometries and are computationally intensive. Mesoscopic
approaches consider the local strand geometry and voids within the mesostruc-
ture. This enables the detailed prediction of temperature profiles and local
phenomena, such as interfacial strength and crystallization. However, they are
usually only applicable to smaller components or representative volume ele-
ments, making it difficult to simulate normal-sized components. Macroscopic
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models homogenize the complex mesostructure, enabling the simulation of en-
tire components. They are therefore useful for predicting residual stresses and
PiD. These models usually follow a basic FE approach of element activation.
The approaches differ mainly in the material model chosen. Due to computing
time requirements, the complex mesostructure and its effects are often combined
into a single element. However, the influence of these mesostructures on the
simulation results is often not adequately considered, which can affect the accu-
racy of the predictions. To predict local component properties, such as degree of
crystallization or interfacial strength, under realistic process conditions, the dif-
ferent scales must be linked. Most multiscale approaches in process simulation
sequentially couple these scales, using micro- or mesoscale information (usually
the mesostructure) as input for macroscopic component simulations. However,
only stiffness information is typically transferred. Moreover, in macroscopic
simulations with stepwise element activation, the local mesostructure evolves
continuously during the process, which makes an efficient and accurate transfer
of mesoscale information particularly challenging. Currently, there is no multi-
scale approach that connects mesoscale methods for predicting local properties
with FE simulations at the component level.

In the field of structural simulation, multiscale modeling approaches have been
developed to capture the anisotropic stiffness and mechanical properties of MEX
components. These methods aim to understand how the complex mesostruc-
ture of the material influences the overall mechanical behavior of the component
across different scales. These include classical laminate theory (CLT)-based
homogenization, representative volume elements (RVEs), coupled RVE and
CLT methods, and fast Fourier transform (FFT)-based homogenization. CLT
and RVE models provide insight into material behavior but have limitations in
real-time process simulations due to difficulties in accurately modeling temper-
ature and mesostructure changes. FFT-based homogenization is a more efficient
approach for complex microstructures but still struggles with the high compu-
tational requirements necessary for element activation in process simulations.

The so called G-Code contains instructions for nozzle motion and other pa-
rameters of the MEX process. The printer’s firmware then interprets these
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instructions. However, due to hardware limitations, such as acceleration and
cornering capabilities, the firmware may modify these instructions. This af-
fects the actual motion of the nozzle and, consequently, the properties of the
final component. While some simulation programs allow G-Code import, it
is often unclear how firmware limitations are considered. Little research has
been conducted on integrating firmware effects into nozzle motion and their
influence on surface quality. Consequently, the complete effect of firmware on
MEX simulations and component behavior remains unclear.

Research gap and challenges Despite substantial progress in the field
of MEX, several critical challenges remain that limit the accurate prediction
and control of process-induced effects. The interpretation of G-Code by printer
firmware can modify nominal commands due to hardware constraints, leading
to deviations in nozzle motion, local deposition rates, and thermal histories.
These deviations influence strand bonding, crystallization, and process-induced
deformations (PiD), yet no systematic study has quantified these effects or
investigated their impact on component properties. A thorough analysis of
firmware-induced deviations is therefore essential to understand and predict
local process conditions accurately.

Mechanical property data for MEX structures often exhibit considerable vari-
ability, resulting not only from differences in filament chemistry but also
from variations in specimen preparation. Without standardized, process-
representative characterization methods, simulations cannot reliably reproduce
component behavior. Establishing methodologies for characterizing material
properties under realistic MEX process conditions is thus crucial to provide
consistent and reliable input data for both experiments and computational
analyses.

The strand-based mesostructure of MEX components evolves dynamically dur-
ing printing, strongly affecting anisotropic stiffness and and the resulting PiD.
Current macroscopic models for predicting PiD largely neglect these evolving
mesostructures, limiting their predictive accuracy. Homogenization frameworks
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that account for mesostructural evolution are therefore required to capture global
deformations while remaining computationally efficient.

Although high-resolution mesoscale models can resolve local phenomena such
as interfacial strength and crystallization, these models are rarely coupled con-
sistently with component-level simulations. Existing multiscale approaches
typically transfer only stiffness information, failing to capture how local vari-
ations influence overall component performance. Developing multiscale mod-
eling strategies that integrate detailed mesoscale simulations with macroscopic
models is necessary to enable accurate prediction of local material behavior
under realistic process conditions.

Overall, there is a pressing need to systematically capture and model the effects
of firmware interpretation, process-representative material properties, evolving
mesostructures, and multiscale interactions to enable reliable prediction of
process-induced effects in MEX components.
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3.1  Objectives

A thorough evaluation of the relevant research in the field of MEX reveals
that, despite substantial progress, there are still key research gaps. Signifi-
cant advances have been made in understanding the underlying manufacturing
processes, the effects of process-specific mesostructures on structural prop-
erties, and the development of simulation approaches across different scales.
However, several open questions still hinder the accurate prediction of process-
induced effects in MEX-manufactured components. These include systemati-
cally investigating G-Code interpretation by printer firmware, ensuring repre-
sentativeness in experimental characterizations, and considering dynamically
evolving mesostructures when predicting PiD. Additionally, consistent multi-
scale modeling approaches that effectively link small-scale system models with
component-level representations are lacking.

This thesis addresses these challenges by developing novel methodological ap-
proaches and numerical models that accurately represent process conditions,
with the aim of improving the understanding of the underlying physical mecha-
nisms and enhancing the prediction accuracy of process-induced effects. Based
on the identified research gaps, the following four main objectives have been
derived for this thesis:
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Objective O-1. Systematic investigation of the influence of firmware
interpretation of G-Code on nozzle motion during the MEX process,
including quantification of deviations from theoretical motion paths and
analysis of their impact on local process conditions.

Objective O-2. Development and evaluation of methodologies for
characterizing material properties under real process conditions, specif-
ically for PLA-based MEX components. This aims to ensure that
the measured mechanical properties accurately reflect those of actual
components, providing reliable data for both experimental studies and
computational analyses of MEX structures.

Objective O-3. Development of a homogenization framework for MEX
process simulations that incorporates the dynamically evolving local
mesostructures and anisotropic stiffness characteristics at the macro
scale. This enables efficient prediction of process-induced deformations
at the component level, accounting for mesostructural effects without
requiring full-resolution mesoscale simulations.

Objective O-4. Development of a multiscale simulation approach
that couples high-resolution mesoscale FE models with macroscopic
component-level models. This approach enables accurate prediction of
local material behavior under component-specific process conditions,
capturing phenomena that homogenized macro models cannot resolve.

Delimitation This thesis focuses on the MEX process, addressing research
gaps related to the effects of firmware, the characterization of representative
materials, the homogenized consideration of evolving MEX mesostructures in
component simulations, and the coupling of detailed mesoscale models with
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macroscopic simulations to predict local material behavior under realistic pro-
cess conditions. The methods and numerical approaches are developed and
validated using PLA filaments. More complex material systems, such as multi-
material prints or materials with additives or fiber reinforcements, are not con-
sidered. Post-processing effects, such as annealing or heat treatments, which
can influence final material properties, are also neglected. These aspects require
further investigation and lie beyond the scope of this thesis.

3.2 Outline

This thesis is structured according to its objectives into four main chapters
(Chapters 4-7), followed by a conclusion and recommendations for future
research in Chapter 8.

Chapter 4 deals with the discrepancy between the nominal and actual nozzle
motion during the MEX process, addressing objective O-1. First, Section 4.1
introduces a methodology for predicting motion deviations. Next, the method-
ology is validated using experimental printing data (Section 4.2). Then, metrics
to quantify deviations are presented (Section 4.3), and the influence of firmware
settings on final process conditions is investigated (Section 4.4).

Chapter S examines the representativeness of mechanical characterization in
MEX structures, addressing objective O-2. Requirements for suitable specimen
preparation are defined and translated into hypothesis that can be validated
experimentally (Section 5.1). These hypotheses are verified through tensile
tests and SEM analysis (Sections 5.2-5.4). Based on these results, guidelines
for specimen preparation are derived (Section 5.5).

Chapter 6 addresses the influence of the process-typical mesostructure on
the numerical prediction of PiD, focusing on objective O-3. After outlining
the general modeling procedure (Section 6.1), experimental studies are con-
ducted to identify the relevant thermomechanical and kinetic effects of the PLA
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mesostructure (Section 6.2). Subsequently, the PLA material modeling is de-
scribed (Section 6.3), and typical mesostructures are categorized (Section 6.4).
Section 6.5 presents homogenization approaches, including an isotropic method
and a technique that accounts for the development of local mesostructures and
the resulting anisotropic stiffness. The corresponding implementation workflow
is outlined and verified, and subsequent numerical studies investigate material
orientation, its evolution, and element size effects. Finally, the anisotropic ho-
mogenization method is validated experimentally and compared to the isotropic
approach (Section 6.6).

Chapter 7 addresses objective O-4 by coupling macroscale process simulations
with finely resolved mesoscale FE models using a submodeling approach. The
necessary modeling steps to apply the methodology to the MEX process are
outlined in Section 7.1. The considerations used for PLA as an example material
are described in Section 7.2. Section 7.3 presents a sensitivity analysis of mesh
size and time increment for the most accurate prediction of the temperature
history. The approach is then verified numerically in Section 7.4 and validated
experimentally in Section 7.5.
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Prediction and evaluation of
accurate nozzle motion using
G-Code simulation

Outline

The following chapter presents a methodology for G-Code simulation to
analyze the discrepancy between the nominal nozzle motion defined by
the slicer and the actual nozzle motion during manufacturing. As part
of this work, a simulation framework named pyGCodeDecode (pyGCD)
was developed and published as open-source software [212,213]. The
methodology replicates the printer-specific firmware’s interpretation,
taking into account the different procedures used by different firmware
versions. First, the methodology for analyzing deviations in nozzle
motion is presented in Section 4.1 considering firmeware settings like
maximum velocity, acceleration sequences, and cornering. Second, the
methodology is validated using experimentally measured printing times
in Section 4.2. Section 4.3 presents metrics for quantifying deviations
between defined and actual process conditions within the printed compo-
nent. Finally, Section 4.4 shows the influence of firmware settings on the
final process conditions using the introduced metrics with simple com-
ponent geometries and different infills. The main objective of G-Code
simulation is to provide information on the current nozzle motion for pro-
cess simulations, as well as a methodology for predicting how firmware
settings influence current process conditions. Section 4.5 summarizes
the results and discusses possible applications of the methodology.
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4.1 G-Code simulation

The goal is to translate the G-Code generated by the slicing software into the
actual nozzle motion [212] in order to reconstruct the event series for process
simulation, and to subsequently analyze the influence of the firmware settings
on the realized nozzle motion compared to the specified target motion. The final
nozzle motion is determined by the target nozzle position and velocity specified
in the slicing software and stored in the G-Code. This is done in conjunction with
accelerations sequences and maximum possible velocities for each axis, as well
as any curve motion algorithms implemented in the printer’s firmware. In most
applications, each nozzle motion represents a straight-line movement between
two specified coordinates in the build space. Therefore, a curve is defined
by the turning angle 6 of the direction vectors of two consecutive movement
sections. As part of this work, a simulation framework named pyGCodeDecode
(pyGCD) was developed and published as open-source software [212,213].
The basic concept and implementation of pyGCD were first published in [212].
pyGCD interprets G-Code similarly to firmware and predicts resulting nozzle
motion while accounting for printer-specific hardware restrictions and firmware
behavior. The following sections describe the general modeling framework and
how to calculate the resulting velocity profiles. This involves comparing various
common firmware versions.

4.1.1 Trajectory modeling framework

For each motion m, the nozzle positions and relevant motion parameters are
extracted from the G-Code. These include the scalar target velocity vy ,, in
the G-Code, which specifies the magnitude of the desired feedrate along the
planned motion path, as well as the nozzle acceleration a, .

A continuous motion path is reconstructed by linking the nozzle positions as
defined in the G-Code. Each movement is associated with its own real velocity
profile v, (t) [212] (hereinafter referred to as v,,, ), which is influenced by vy ,,, of

74



4.1 G-Code simulation

the G-Code as well as the kinematic constraints from preceding and subsequent
motions.

The printer-specific firmware optimizes v,, by considering the accelerations
aN,m, the maximum allowable velocities vmax for each axis, and limitations
on direction changes (corners), often characterized by the maximum permissi-
ble jerk j .. [38-40,214,215]. The entry and exit velocity vectors v'!

unc,m
and vﬁ)ﬂlﬁc,m of each motion m are computed using firmware-specific cjorner-
ing methods. These methods take into account the preceding and following
movement sequences to ensure smooth transitions and optimal performance.
To realistically simulate the execution of the G-Code, this behavior is replicated

virtually within the presented framework and described in detail in Section 4.1.3.

To determine the axis-specific velocities, the scalar velocity v,, is projected onto
the direction of the current motion m and a normalized extrusion component.
The motion direction is defined by the normalized displacement vector of motion
m, i.e., scaled to unit path length. Similarly, the extrusion value represents the
amount of material to be deposited during motion m, also normalized by the
path length of that motion. This projection yields a velocity vector v,, € R* at
each time, with the first three entries corresponding to the velocities along the
X-, Y-, and Z-axes, and the fourth entry representing the extrusion rate vg:

Vi = (vx,vy,vz,vE) " 4.1

The projection approach is based on the assumption that all axes involved must
move proportionally to one another in order to produce a linear trajectory in
cartesian space. By projecting v,,, onto the normalized motion and extrusion
value, it is ensured that both the axis velocities and the extrusion rate remain
consistently coupled to the actual nozzle velocity. This guarantees uniform
material deposition along the intended linear path.

Each successive motion in the G-Code is represented as a so-called planner
block with an individual velocity profile v,,, which comprises segments with
constant acceleration [212]. The firmware-specific cornering algorithm defines
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how adjacent planner blocks interact with each other. A detailed description of
the modeling approach of these velocity profiles follows in Subsection 4.1.2.

4.1.2 Velocity profile

A velocity profile within a planner block describes the velocity profile v,,, as a
function of time. The scalar target velocity vy ,, is specified for each movement
via the G-Code. vy, in each motion starts from the initial velocity [|vj},. ..l
with a given acceleration an ,, until v¢ ,, is reached. This defines the acceler-
ation phase (ap). This is followed by a uniform phase with constant velocity
(v,m). To reduce vy, to the exit velocity [[v§yy. [l a deceleration is applied,
which defines the braking phase (bp). Figure 4.1 shows four different types
of velocity profiles. If a movement starts and ends at standstill and the target
velocity vy ,,, can be reached, a trapezoidal profile is produced (Figure 4.1 top
left). If multiple movements are linked together, the initial and final velocities
out

| and [[v$, || may be non-zero. Provided the available distance

}ﬁnc,m
is still sufficient, the target velocity vy ,,, can still be reached, as illustrated in

[[v

the top right of Figure 4.1. However, if the available distance is too short to
reach vy ,,, using the maximum acceleration and deceleration, a triangular pro-
file results (Figure 4.1 bottom left). In extreme cases, the movement is limited
to a single acceleration or braking phase, resulting in a linear velocity profile
without a constant-velocity segment (Figure 4.1 bottom right).

Since a change in the path orientation occurs between segment m and m-+1
(i.e., at the corner), the two velocity vectors vy, and v}ﬁm’m 41 generally
differ in direction, even if their magnitudes are identical. While the G-Code
specifies vy ,,, the firmware calculates these transition velocities using special
curve algorithms. This behavior has been replicated in the simulation, which is

explained in more detail in the following Subsection 4.1.3.
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4.1 G-Code simulation
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Figure 4.1: A variety of representative velocity profiles within a planner block are shown, with the
target velocity vt indicated by a dotted line. Upper left: A profile that starts and
ends at rest and reaches the target velocity during motion. Upper right: A planning
block with non-zero initial and final velocities due to adjacent motion segments that
allow the target velocity to be reached. Lower left: A scenario with non-zero initial
and final velocities where the target velocity is not attained. Lower right: A planning
block that terminates at rest. The entire distance is required for deceleration, and the
target velocity remains unattained.

4.1.3 Cornering method

At the transition between two linear motion segments with different orientation,

the movement is governed by a continuous change in the velocity vector. The
. . . ¢

key quantities are the exit velocity vj.,. ., from segment m, and the entry

velocity v}ﬂnc’m .1 into the subsequent segment m + 1. To ensure a smooth and
dynamically consistent transition, both vectors must have the same magnitude,

denoted by vjunc.

The goal is to calculate vjunc so that the transition time between consecutive
segments is as short as possible. However, this must be done within the limits
imposed by the system’s dynamic capabilities, particularly the lateral forces
resulting from directional changes, to avoid vibrations or instability. Figure 4.2
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4 Prediction and evaluation of accurate nozzle motion using G-Code simulation

illustrates the motion across multiple segments, including the translational target
velocities V¢ m—1, Vt,m, and V¢ m,m+1, as well as the corresponding junction
velocities. The directional change between segments is quantified by the turning
angle 0, defined between v{\\  and v}ﬁncym 41. Larger angles 6 generally

require lower values of vjunc, as higher accelerations are needed to redirect the
motion within physical constraints.

There are two commonly used approaches to compute the junction velocity
Vjunc When a change in movement direction occurs. In both methods, the scalar
magnitude of the junction velocity vjuy,c is determined first. By projecting this
scalar value onto the direction of motion, i.e., onto the direction of the current
motions m and m + 1, the resulting vectorial junction velocities 'Uj)llfgc,m and

VI e m 1 AT€ Obtained.

The first approach is the Classic jerk method. In this method, vjunc is de-
termined by scaling the target velocity vectors vy, and vy 1 such that the
maximum instantaneous change in their individual axis components does not
exceed a predefined limit.

Vim—1
in v out
Ujunc,m Lv"n\ ’UjunCA,’m
> PRI R
out i
C in
junc,m—1 Ujuu(-jerl

’Utm+1

Figure 4.2: Visualization of successive linear motion segments and their associated velocity vec-
tors. The transition between segments is characterized by the turning angle 6, defined
. . A . : -
petween the exit ve]oglty vl cm z.md the entry. velom.ty v;f‘m c,m41- The diagram
illustrates how 6 describes the directional change in motion and serves as a key param-

eter for determining admissible cornering velocities.
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4.1 G-Code simulation

The second approach, called Junction deviation, models direction changes as
virtual circular arcs. The velocity at the junction is limited to ensure that the
resulting centripetal acceleration does not exceed the maximum acceleration
specified in the firmware. The following provides a basic introduction to both
approaches.

Classic jerk In the Classic jerk method, the velocity change at the junction
between two consecutive motion segments is evaluated based on the instanta-
neous difference between the corresponding velocity vectors. The resulting jerk
vector 7 is defined as a function of the incoming and outgoing target velocities
Vy,m and v ,41, €ach in R* including all relevant axes (commonly X, Y, Z,
and F):

J=F@umVems1), F:R*xR*—R? 4.2)

The function F' typically computes the element-wise difference between the
velocity components of the motions, i.e., J = V¢ m41 — V¢,m. If the mag-
nitude of 7 exceeds the magnitude of the predefined axis-specific jerk limit
vector J . = (jz,max,jy,max,jz,max,je,max)T, the velocity must be reduced
to comply with these constraints.

Accordingly, a scalar junction velocity vju,c is computed as a function of the
actual jerk vector j and the maximum allowable jerk 7, ..:

Vimne = V(Jmaxr )y Jmaod ERY, ViR*xR* 5 R (4.3)

The function V effectively scales down the velocity until the jerk remains within
the allowed thresholds. Due to differences in segment orientation, the projection
of vjunc onto the direction of motion produces varying axis-wise velocity com-
ponents before and after the junction. The resulting discontinuities, so-called
axis jumps, are an inherent consequence of this projection step. However, they
are explicitly limited by the Classic jerk formulation: since vjunc is computed
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4 Prediction and evaluation of accurate nozzle motion using G-Code simulation

under the constraint that the resulting jerk vector must remain within axis-
specific bounds, the magnitude of these discontinuities is kept within physically
acceptable limits.

Various firmware implementations define their own specific realizations of the
functions F' and V' based on the Classic jerk principle [216-219]. While the
general concept remains the same, the actual computation of the permitted
junction velocity differs across systems. For the printers used in the scope of
this work, the behavior of the respective firmwares has been implemented in
the simulation framework: the Prusa firmware (for Prusa machines) [216], the
MKA firmware (for the Anisoprint Composer A series) [218], and the Ultimaker
firmware (Marlin Ultimaker edition) [217]. The corresponding algorithms are
described in Appendix A.2. Notably, Prusa and MKA firmwares apply a similar
jerk limitation in an axis-wise manner. In contrast, the Ultimaker firmware uses
a vector-based evaluation that constrains the overall change in velocity for the
XY -plane, rather than evaluating each axis separately.

Junction deviation The Junction deviation method is based on a geometric
interpretation of direction changes between consecutive motion segments [220,
221]. Instead of assuming an instantaneous change in direction, the transition
is modeled as a virtual circular arc connecting the two linear motion segments.
This arc introduces a defined lateral deviation from the nominal corner, referred
to as the Junction deviation and denoted as §. It represents a user-defined
tolerance and indirectly determines the radius R of the virtual arc [220,221].
Figure 4.3 illustrates the geometric principle behind this approach. The two
linear target velocity vectors vy ,,, and v ,,,41 enclose an angle w, and a circular
arc with radius R is inserted to smooth the corner transition. The virtual
deviation § represents the distance from the ideal corner to the centerline of the
circular segment. To ensure that the physical acceleration limit a,,x (defined
in the firmware) is not exceeded during the curved transition between two linear
segments, the junction velocity vjunc is limited by the centripetal acceleration

Vjunc = V HamaxH -R. (44)

condition:
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4.1 G-Code simulation

Figure 4.3: Geometric interpretation of the Junction deviation method. The velocity transition is
modeled as a circular arc with radius R and lateral deviation ¢. (Adapted from [221])

The radius R of the virtual arc is defined by the user-specified junction deviation
¢ and the half-angle w/2 between the motion directions:

sin(w/2)

ft=0o- 1—sin(w/2)

4.5)
The angle w between the velocity vectors v,, and v,,+; is determined via the
cosine formula:

Vt,m * Ut,m+1

cos(w) (4.6)

vemll vemell
To avoid evaluating trigonometric functions numerically, the sine of the half-
angle is rewritten using the identity:

sin (%) - 1_%05(”) 4.7)

By substituting Equations 4.6 and 4.7 into Equation 4.5, and inserting the result
into the expression for vju,c in Equation. 4.4, the final formula becomes:

1— Vi, m Vi, m—+1
_ wemlllvempa

4.8)

Vjunc = ||amax|| -

_ Yt,m Vt,mAl

2
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4 Prediction and evaluation of accurate nozzle motion using G-Code simulation

This expression allows for computing the maximum admissible junction veloc-
ity using only vector operations and basic arithmetic, without explicit trigono-
metric function evaluation, which improves computational efficiency on em-
bedded systems with limited processing capabilities, such as typical printer
controllers.

To determine the maximum allowable velocity at the junction, the following
expression is applied:

'Ujunc,ﬁnal = min ('Ujunm min (”vt,mHa ||vt,m+1||)) ) (49)

which ensures that the junction velocity does not exceed the target velocities at
either the entry or exit segments, thereby preserving continuity. This method
yields smooth and continuous velocity profiles while ensuring that the ma-
chine’s mechanical limits, especially a,,x, are respected. For small direction
changes (i.e., large w), higher junction velocities are allowed; whereas for sharp
transitions, velocity is reduced accordingly.

The tuning parameter of the Junction Deviation, J, can generally be described
by Jmax Used in the Classic jerk approach. This relationship is expressed as
follows:

5= 0414 Fmaxl (4.10)
l@max||

where the value of 0.414 may vary slightly depending on the firmware used.
This reference was chosen such that, for a turning angle of # = 90 °, where the
velocity vectors vy ,, and v ,,,4-1 are aligned exactly along the X and Y axes of
the global coordinate system, the junction velocity vjuy. is identical in both the
Classic jerk and Junction deviation approaches. This ensures a level of inter-
operability across different motion planning methods and allows user-defined
printer profiles to remain somewhat compatible between firmwares.

Comparing cornering methods Figure 4.4 presents a comparison of dif-
ferent cornering methods and their impact on the junction velocity vjunc as a
function of the turning angle §. The graph illustrates how vj,n. decreases as ¢
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4.1 G-Code simulation

increases, highlighting the different behaviors of several widely used firmware
approaches, including the Junction deviation approach and four common im-
plementations based on the Classic jerk approach (Marlin, Prusa/MKA, and
Ultimaker firmware). The curves clearly show the different velocity profiles,

60
§|t — = Junction deviation
= 50— —— Marlin firmware
é 40+ \-\ Prusa/MKA firmware
S PO ELEEE Ultimaker firmware
z 30/
3
-q—; 201
,§ 101
|5}
E
10030 60 90 120 150 180

Turning angle € in deg

Figure 4.4: Comparison of firmware with regard to their implemented cornering method for a
range of turning angles 6 from 0° to 180°. Target velocity is v¢,,, = 50 mm/s, the
acceleration an,, = 1000 mm/s? and jerk 10 mm/s for all entries in j ..

with the most notable differences occurring at higher turning angles. Specif-
ically, the Junction deviation approach reduces vjunc to zero not exactly at a
direction change of § = 180 °, but already at a firmware-dependent threshold
angle (here about 162 °), in order to avoid undershooting a minimal permissible
velocity. In contrast, the Classic jerk-based firmwares allow a velocity jump,
with the Prusa/MKA firmware exhibiting the highest jump.

The Junction deviation approach maintains higher vj,,. at smaller 6, which
progressively decrease as the turning angle increases. Compared to Marlin
firmware, the Junction deviation approach and the Ultimaker firmware show
a more continuous decrease in vjuuc.. The observed discontinuity in vjync is
a result of the axis-dependent calculation in Marlin, where vjun. for a given
turning angle depends on the position of the direction change in the global
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4 Prediction and evaluation of accurate nozzle motion using G-Code simulation

coordinate system. This dependency is visible in Figure 4.5, which shows vjunc
at a 90 ° turning angle with a rotating global coordinate system, where the global
coordinate system is rotated by the angle ©.

Since the Prusa/MKA firmware follows a similar axis-dependent implementa-
tion, its calculations are also affected by the global coordinate system, leading
to a similar discontinuity, as seen in Figure 4.5. In Figure 4.4, the discontinu-
ity is not directly apparent, due to a 45 ° shift compared to Marlin firmware.
Figure A.1 in Appendix A.2 shows vjunc as a function @ for rotated global
coordinate systems, based on Figure 4.4.

Under certain conditions, the dependence of vj,, on the position of the curve in
the global coordinate system can lead to undesired effects, since a simple rotation
of the component on the building plate may change relevant properties of the
printed component, such as surface quality or layer adhesion. This limitation
does not apply to approaches such as Junction Deviation or the Ultimaker
implementation, which determine vj,n. independently of the orientation in the
global coordinate system.

16
El"’ — = Junction deviation
14} —— Marlin firmware
Prusa/MKA firmware
------ Ultimaker firmware
12+

Junction velocity Vjunc in

0 60 120 180 240 300 360
Rotation angle ® in deg

Figure 4.5: Comparison of the firmware with regard to the implemented cornering method for a
turning angle of 6 = 90° and a rotating global coordinate system by the angle ©.
Target velocity is v, = 50 mm/s, the acceleration ax,,, = 1000 mm/s2 and jerk
10 mm/s for all entries in ...
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4.2 Validation

Velocity coupling The velocity magnitudes of adjacent junction vectors,

||v_(jjl;lI§C,m || and H'v;r&nc,m-‘rl

, must be continuous (equal to the scalar vjuyc
defined in Equation. 4.3 or Equation 4.9), while their directions can exhibit
discontinuities, which are limited by the curve-motion approaches presented
above. Therefore, chaining planner blocks can cause reduced velocity to spread
to adjacent movements. This is particularly true with limited acceleration
capabilities and short movements. A segment may be too short to reach the
target or interface velocity. This results in discrepancies between the target and
out

actual process parameters. If the final velocity ijuncm || is less than the initial

velocity [|v}} .. .|| and the segment is too short to brake in time, then the initial

velocity [|vil,,. ,,, | must be reduced. This has a retroactive effect on previous
segments. After forward planning the velocity profiles, the simulation performs
a correction step in reverse order, based on the firmwares implementation of

forward and reverse passes within the motion planning.

4.2 Validation

Two validation cases were designed to evaluate the accuracy of the simulation,
focusing solely on the nozzle movement without material extrusion. Each test
consisted of repeated motion cycles, returning the nozzle to its starting point.

1) Influence of turning angle 6:
This case aimed to validate the influence of the turning angle 6 on the
nozzle velocity and, consequently, the required manufacturing time. To
achieve this, a nozzle movement that included a corner with a defined
0 was executed. Figure 4.6a illustrates this validation case. The layer
included a variable turning angle as well as acceleration and deceleration
phases related to a = 180 °.

2) Influence of jerk parameter j . .:
To evaluate the effect of the maximum jerk value firmware parameter

85



4 Prediction and evaluation of accurate nozzle motion using G-Code simulation

Jmax» and thus the cornering algorithm implemented, a symmetric tri-
angle was printed. Figure 4.6b illustrates this validation case. The test

was repeated across different 5, .. configurations. j, .. was adjusted

ax

identically for all axes. This validation experiment was already presented
in [212].

The total printing duration of ten repetitions was used as the validation metric.
The validation tests were performed on the Prusa Mini, using the corresponding
Prusa firmware and cornering method (Prusa jerk junction velocity algorithm
(cf. Appendix A.2)). The process and firmware parameters applied are sum-
marized in Table 4.1.

Figure 4.7 shows the results of Validation Case 1, illustrating the printing
duration ¢, as a function of the turning angle 6. The experimentally measured
t, were accurately predicted using the simulation framework presented in this
chapter. For small 0, vy, is highest, resulting in the shortest ¢,. As 0 increases,

G1 X50 Y50 G1 X100 Y50
N0 024
Op
G1 X75 Y100

(a) (b)

Figure 4.6: Experiments designed to validate the time-accurate simulation of nozzle motion. (a):
Path with varying turning angle 6 to evaluate its influence on nozzle velocity and
printing time. For this study, d = 30 mm was chosen. (b): Symmetric triangular
path used to investigate the effect of the maximum jerk parameter j .. on cornering
behavior and layer duration. The coordinates of the corner points are specified in the
form of a G-Code excerpt.
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4.2 Validation

Table 4.1: The process and firmware settings used for validation.

Setting Case 1 Case 2 Unit

Vb, m 30 30 mm/s

Jmax 8 {1, 5, 7, 10, 15, 20, 30} 14 -mm/s

an,m 50 50 mm /s’
60

557
501
451

40| --mmmmmmm e

&— Experiment

Printing duration £, in s

35+ —e— Simulation
-=-=- Const. velocity

300730 60 90 120 150 180

Turning angle 0 in deg

Figure 4.7: Validation of the simulation by measuring the printing duration ¢}, with different turning
angles 0 at a constant jerk setting with jmax,; = 8 mm/s for all axes. The underlying
validation geometry is shown in Figure 4.6a. In addition, ¢, for a constant velocity
Vt,m is plotted, which would result if the G-Code was not interpreted by the firmware.

vy, decreases, leading to an increase in ¢,,, which then converges at higher 6.
This trend corresponds well with v,,, profiles shown in Figure 4.4. Between
approximately # = 120 ° and 6 = 140 °, a slight decrease in ¢;, can be observed
before it rises again for larger f. This behavior is attributed to the axis-wise jerk
limitation in the Prusa firmware. Within this 6 range, the resultant motion is
distributed evenly across the involved axes, which reduces the effective velocity
change per axis. This effect arises from the dependence of the Classic jerk
formulation on the global coordinate system (see Fig. 4.5). Consequently, the
jerk constraint is less restrictive, enabling higher v,,,. However, for larger 6,
the direction change increasingly concentrates on individual axes. This causes
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4 Prediction and evaluation of accurate nozzle motion using G-Code simulation

the jerk limits to be reached more quickly, necessitating a stronger reduction
in velocity. The comparison with the hypothetically required printing duration
for an unlimited curve movement (v,, = vy ,,) emphasizes the necessity of
taking the firmware interpretation of the G-Code into account in the process
simulation.

Figure 4.8 shows the results of Validation Case 2 and presents the printing
duration ¢, plotted as a function of jerk values ranging from 1 mm /s to 30 mm/s
[212]. The upper value matched the target velocity specified in the test G-Code.
In the considered scenario, ¢}, is significantly affected by the selected jerk setting.
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Figure 4.8: Validation of the simulation by measuring the printing duration ¢, with different jerk
settings at constant turning angles 6 as shown in Figure 4.6b. The jerk settings are
the same for each axis. In addition, ¢}, for a constant velocity is plotted, which would
result if the G-Code was not interpreted by the firmware. (Reproduced from [212])

When the jerk value equals the target printing velocity, the expected ¢, closely
aligns with the constant velocity solution determined by analysis. In this case,
the acceleration and cornering algorithms do not impact the overall ¢,. This
reflects current standard practice, in which no additional modeling is performed.
Conversely, when the jerk value is close to zero, the printer decelerates almost
completely at every corner of the path. This behavior resembles the simplest
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case of a velocity trapezoid, where the entry and exit velocities are both zero.
Analytical calculations confirmed the printing time ¢, for this limiting case.
Comparing this with experimental data for jerk values between these extremes
shows that the implemented algorithm accurately replicates the behavior of the
Prusa firmware.

4.3 Error measures

To evaluate the difference between the target process velocity vy ., specified
in the G-Code and the velocity actually achieved, an error metric has been
introduced. Due to the modeled acceleration processes (cf. Section 4.1),
the desired velocity is not immediately reached when a movement begins or
ends. The resulting error describes the transient deviation between the target
velocity vy ,, and the actual velocity v,,,. Figure 4.9 shows the resulting nozzle
velocity when printing a c-shaped component using the proposed framework.
The component was sliced in Prusa Slicer 2.5.1 using the settings listed in
Table 4.2. As can be seen, vy, is only achieved in the perimeter and locally in
the infill due to the acceleration and deceleration processes.

=)

S
mm

S

Velocity v in

Figure 4.9: The nozzle velocity, mapped onto the trajectory, is displayed for a C-shaped component.
The highlighted layer indicates the position within the component. It was sliced using
the settings from Table 4.2 in Prusa Slicer 2.5.1.
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4 Prediction and evaluation of accurate nozzle motion using G-Code simulation

Table 4.2: Printing & slicer settings for example component.

Setting Value Unit
Perimeter Count 2 -

Infill density 100 %
Perimeter target velocity 50 mm/s
Infill target velocity 80 mm/s
an,m 1000 mm/s?
Jimax 10 1, -mm/s
Cornering Method Prusa firmware —

A local and a global error measure are introduced. The local error is calculated
at all locations in the component, while the global error provides an overall
value per segment or component, describing a general deviation.

4.3.1 Local error measure

The local error €, is defined as the relative difference between the target
velocity vy ,, and the current velocity vy, at each location in the component by

loe = —bm —tm @.11)
Vt,m

This error value can be mapped onto the component to identify areas with
different process velocities. Unwanted artifacts can particularly easily occur at
these positions. Figure 4.10 illustrates a visualization of local error €, for the
c-shaped test component. Overall, the outer contours (perimeter) are printed
efficiently, as evidenced by the few areas with increased errors. The infill, on
the other hand, shows significantly larger areas with severe velocity errors €joc.
The narrow geometry and short movement paths make it difficult to achieve the
target velocity vy ,,. The increased target velocity for the infill exacerbates this
effect.
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f=1
=S
Error €} in -

Figure 4.10: The local error €),., mapped onto the trajectory, is displayed for a C-shaped compo-
nent. The highlighted layer indicates the position under investigation. It was sliced
using the settings from Table 4.2 in Prusa Slicer 2.5.1.

4.3.2 Global error measures

The local deviation from the actual velocity can be aggregated to form a global
erTor measure €gl0,. ©This measure quantifies how strongly the actual process
deviated from the conditions set in the slicer during production. As aggregation,
an averaging method is proposed to estimate inefficiencies over the course of
production, or spatially, to evaluate the uniformity of material application.

4.3.2.1 Time-averaged global error measure

When averaged over time, the time-averaged global error g1, ¢ s formulated

as
1 tmove

€glob,t = 7 €locdt, (4.12)

tmove 0
with the movement duration t,,ove. This measure can be interpreted as an
indicator of the time efficiency of the planned trajectory with respect to the

specified process parameters.
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4 Prediction and evaluation of accurate nozzle motion using G-Code simulation

As shown in Figure 4.11, this integral weights the deviation according to the
dwell time in a particular operating state, making it particularly suitable for
analyzing and optimizing production time. For instance, a time-averaged global

V. f Elocdt

Vt,m A

»
~t

m

tmove

Figure 4.11: Normalized velocity over normalized time with time-averaged error €g)01, ¢ as marked
area.

error of eg101 ¢ = 25 % indicates that, on average, only 1 — €10 ¢ = 75% of the
target velocity is achieved. Accordingly, for a distance of spove, the effective
printing duration is

Smov
tmove = _ omove W 4.13)
vt,, (1 — €glob,t)

4.3.2.2 Space-averaged global error measure

Alternatively, the local velocity error can be averaged along the path length to
obtain a distance-based measure, where the space-averaged global error €gjo1,
is expressed as

1 Smove
otobs — / €rocds, 4.14)
0

Smovc

with spmove representing the total distance traveled.

As illustrated in Figure 4.12, this formulation weights the error by the actual
distance covered, acknowledging the correlation between travel distance and the
amount of extruded material in the MEX process. When this error is evaluated
specifically for extrusion segments, it effectively captures the average deviation
in process velocity relative to the extrusion amount, providing a valuable metric
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Figure 4.12: Normalized velocity over normalized space with space averaged error egiop,s-

for assessing component uniformity and compliance with process specifications.

For instance, a space-averaged global error eg101 s = 25 % indicates that, relative
to a specific amount of extruded material, the material is, on average, extruded
at only 1 — €g10b,s = 75 % of the target extrusion velocity. In principle, the
extrusion velocity is continuously adapted to the commanded v,,, which would
ensure correct material flow in the case of an ideal, inertia-free extruder. In
practice, however, effects such as slip, compliance, and actuator inertia lead to
deviations during dynamic phases, so that changes in extrusion rate can cause
temporary over- or under-extrusion (cf. Fig. 4.13). Consequently, the goal is to
maintain stationary operating conditions as much as possible to minimize such
unpredictable effects.

4.3.2.3 Averaging Differences

To emphasize the differences between the two definitions, the space-averaged
EITor €glob,s Shown in Figure 4.12 can be compared with the time-averaged
EITOT €glob,¢ presented in Figure 4.11. Initially, the large gap between vy ,,, and
the actual velocity v, quickly diminishes in the case of the space-averaged
eITor €4]0h,s as the motion accelerates. By contrast, in the time-averaged global
EITOT €g4l0b, 1, this gap decreases linearly as time progresses. Consequently, the
time-averaging approach tends to overweight slower movements because they
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4 Prediction and evaluation of accurate nozzle motion using G-Code simulation

persist for longer durations, while the space-averaged approach assigns equal
importance to all extruded material, regardless of how long it takes.

Figure 4.13 illustrates an initial extruded move, highlighting the non-linear
relationship between space and time. It can be observed that after 0.7 s only
half of the total distance has been covered, even though the entire distance is
completed in just 1s. At the start or end of an extrusion move, issues such

Figure 4.13: The process times at the start of an accelerated move are shown, with overextrusion
at the beginning indicated by the dark grey area. This area exceeds the dotted target
region, where material is intended to be deposited.

as overextrusion or underextrusion may arise, caused by various factors related
to the extruder and nozzle system. These effects can be minimized through
careful parameter tuning. Figure 4.13 also depicts an example of overextrusion.
By refining the trajectory to achieve the shortest possible distance or time for
acceleration and deceleration, the uniformity of the printed component can be
improved, as well as the time efficiency of the manufacturing process.

4.4 Influence of firmware settings on process
conditions for different component sizes
and infill patterns

The introduced error metrics (cf. Section 4.3) allow for a detailed analysis
of how firmware settings impact actual process conditions. As shown in Fig-
ure 4.10, this analysis can be performed locally on the component using the
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patterns

local error €, introduced in Section 4.3.1. In contrast, the global error metrics
allow, described in Section 4.3.2, allows for the comparative visualization of
different firmware configurations via heat maps.

Figure 4.14 presents a heat map of the spatially averaged global error €giopal,s
for the component depicted in Figure 4.10, using the process parameters and
firmware settings listed in Table 4.2. Figure 4.14 illustrates €g1ohal,s for various

108 1.0

~
%]
o7

o
o0

102

I
=y

10!

o
N
Error egjons in -

Target velocity v in mm/s
o
o

o
o

100+ : . :
10 102 10° 10
Acceleration ay in mm/s?

Figure 4.14: Heat map of the spatially averaged global error €g1obal,s for the component shown on
the left, based on the process parameters and firmware settings provided in Table 4.2.
It illustrates €global,s for various target velocities v, (equal for all motions) and
different accelerations an (equal for all motions).

target velocities vy, (equal for all motions in the component), which can be
set in the slicer, and for different accelerations ay (equal for all motions in
the component). It is evident that a significant high €go1a1,s may occur at low
values of ayn. Notably, €g10ba1,s increases with higher vy ,,, and can approach a
value of €g1obal,s = 1 in extreme cases, which is especially relevant for big size
printer systems with large, heavy print heads. Additionally, €g1ona1,s decreases
with increasing ax. This underscores the importance of printer systems with the
capability to achieve high accelerations to ensure process accuracy and economic
potential. However, it should be noted that the heat map varies depending on
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the component and is directly influenced by the length of the single segments
of the trajectory. Therefore, it depends not only on the component’s geometry,
but also on its overall size. Due to the significant impact of segment length, the
selected infill pattern affects the resulting process conditions as well.

Figure 4.15 illustrates this with heat maps of a single layer of a rectangular
component sliced with three different infill patterns, each with the same infill
density of 50 %. Variations in component size are also shown. As can be seen,
the choice of infill pattern directly affects how the firmware settings influence
the process conditions. While component size plays a role, its impact is less

pronounced.
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Figure 4.15: Heat maps illustrating the spatially averaged global error €gionbal,s as a function of vt
(equal for all motions) and an (equal for all motions), evaluated for a single layer of
a rectangular component with varying dimensions. The jerk setting is 8 mm//s for
all axes and motions. Results are shown for three different infill patterns at an infill
density of 50 %.
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4.4 Influence of firmware settings on process conditions for different component sizes and infill
patterns

Figure 4.16 shows that with constant vy ,,,, variations in the jerk setting affect
the impact of component size on the actual process condition more strongly than
comparable variations in vy ,,, as shown above (cf. Figure 4.15). Nevertheless,
the effect of the infill pattern remains dominant.

The studies demonstrate that both the firmware settings such as acceleration
and jerk and the selected infill pattern influence nozzle motion and thus process
conditions, component behavior, and printing time. Inappropriate combinations
can lead to local fluctuations in polymer flow, causing over- or under-extrusion
and resulting in inhomogeneous material properties, including features like
seam lines in highly stressed areas. For more complex geometries, such as
the component shown in Figure 4.10, the infill angle affects segment lengths,
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Figure 4.16: Heat maps illustrating the spatially averaged global error €g1ohal,s for various jerk
settings (equal for all axes and motions) and an values (equal for all motions), for a
single layer of a rectangular component with varying dimensions and three different
infill patterns, an infill density of 50 %, and vy = 100 mm//s? (equal for all motions).
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4 Prediction and evaluation of accurate nozzle motion using G-Code simulation

which further influences required printing time. Choosing an appropriate infill
pattern can reduce the extent of such inhomogeneities relative to component
volume, improving both local material uniformity and production throughput.
The global error metric €giobal,s introduced in this work provides a quantitative
measure of these deviations, allowing assessment of their potential impact on
local mechanical properties and overall component quality.

4.5 Summary and conclusion

This chapter introduces a comprehensive methodology for simulating and eval-
uating nozzle motion in MEX through G-Code interpretation. The simulation
framework replicates printer firmware behavior by accounting for hardware-
specific constraints, such as maximum acceleration, maximum velocity, and
cornering algorithms (e.g., Classic jerk and Junction deviation). It recon-
structs actual nozzle trajectories and velocity profiles, which often deviate from
the nominal G-Code due to physical limitations. The open-source software
pyGCodeDecode (pyGCD), developed in this work, further facilitates integra-
tion into both research and industrial workflows.

The methodology was validated experimentally using a Prusa Mini printer,
demonstrating high agreement between the simulated and measured printing
durations across different turning angles and jerk settings. To quantify devia-
tions between the target and actual process conditions, local and global error
metrics were introduced. These metrics enable spatial and temporal analyses
of velocity discrepancies, providing insight into potential quality issues, such
as over- or under-extrusion, as well as their impact on actual process times and
overall manufacturing efficiency.

The effects of firmware parameters on process accuracy were systematically ana-
lyzed using the introduced metrics as a function of infill patterns and component
size. Heat maps of global errors revealed that low accelerations combined with
high target velocities can result in substantial deviations. It became clear that
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4.5 Summary and conclusion

parameters such as acceleration and velocity must always be evaluated relative
to component or segment size. For instance, a large-format printer combined
with G-Code and large segment lengths can execute motion with sufficient pro-
cess accuracy despite comparatively low acceleration because the acceleration
is sufficient relative to the segment length. Additionally, it became evident
that the choice of infill pattern, along with other slicing parameters that affect
the straight-segment length of the toolpath, has a dominant influence on the
resulting process conditions and overall printing time.

The presented G-Code simulation framework is a tool for predicting and analyz-
ing actual nozzle motion in MEX processes. By incorporating firmware-specific
motion planning and physical constraints, the framework bridges the gap be-
tween nominal slicing parameters and real-world execution. The introduced
error metrics provide a quantitative basis for evaluating process fidelity and
identifying regions of potential quality degradation.

The results show that firmware settings, especially acceleration and jerk, greatly
affect the achievable process conditions. Additionally, the infill pattern and
component geometry are crucial in determining the uniformity and efficiency
of material deposition. These findings underscore the importance of considering
machine capabilities and slicing strategies when optimizing print quality and
production throughput.

Ultimately, this methodology enables more accurate process simulations and
supports the development of adaptive slicing and control strategies that account
for machine dynamics. This paves the way for improved reliability and economic
efficiency in additive manufacturing.
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Evaluation of mechanical
properties characterization to
accurately reflect the printed
mesoscopic structure’

Outline

This chapter examines the representativeness of the mechanical charac-
terization of MEX structures. Section 5.1 defines requirements to en-
sure test specimens reflect the process conditions. Hypotheses meeting
these requirements are formulated and verified through tensile tests and
scanning electron microscopy in Sections 5.2-5.4. Section 5.2 details
specimen manufacturing, while Section 5.3 describes the characteriza-
tion methods. The results are analyzed in terms of representativeness
and repeatability. Initial experimental work and results were developed
in the context of a Bachelor’s thesis [222,223] guided within the course
of this dissertation. Finally, Section 5.5 formulates practical guidelines
for specimen preparation, and Section 5.6 summarizes the findings and
discusses further research possibilities.

Extracts from Chapter 5 have been previously published in [1], © CC BY 4.0, i.e. Felix
Frolich, Lennart Bechtloff. Benedikt M. Scheuring, Anselm L. Heuer, Florian Wittemann,
Luise Kérger, Wilfried V. Liebig. Evaluation of mechanical properties characterization of
additively manufactured components. Progress in Additive Manufacturing, 10(2):1217-1229,
2025 - Reproduced sections are marked with !
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5 Evaluation of mechanical properties characterization to accurately reflect the printed
mesoscopic structure

5.1 Requirements and hypotheses'

This chapter investigates the manufacturing of test specimens to represent the re-
sulting structures within additively manufactured components accurately. This
ensures that the structural properties of the component can be effectively charac-
terized at the specimen level. To guarantee that the specimens faithfully reflect
the structure to be tested and that no additional process-specific properties dis-
tort the structural properties, the following requirements for a representative
specimen are defined and briefly explained:

R 1. The process-related material orientation must be accurately replicated
within the specimen according to the structure intended for investigation.

As demonstrated in numerous publications [14, 18-21, 76—80], material orien-
tation significantly influences the resulting mechanical properties. Therefore,
when characterizing these properties, it is crucial to ensure that specimen prepa-
ration does not distort the material orientation.

R 2. A constant process velocity must be maintained within the specimen
test area to account for the influence of process velocity fluctuations and the
associated time interval between two deposited strands.

Hardware velocity and acceleration limitations can lead to deviations from the
nozzle velocity specified in the slicer. Additionally, the time interval between
the deposition of two adjacent strands can influence the degree of welding and,
consequently, the resulting strength [19, 80].

R 3. The uncertainty in specimen preparation with notable influence on char-
acterization results should be minimized.

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.
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5.1 Requirements and Hypotheses

The resulting mechanical properties of additively manufactured structures can
be sensitive to changing process conditions and external influences [78, 224].
Thus, uncertainties in printing and further processing of specimens may lead to
fluctuating resultant properties that are not representative of the actual properties
being tested.

In the following, hypotheses are formulated, and their validity is tested and
evaluated within the scope of this publication to fulfill the above-mentioned
requirements for a test specimen:

H 1. Directly additively manufactured specimens involve non-constant process
velocity due to the printer-specific lower curve velocity and acceleration after
changes in trajectory direction.

H 2. Directly additively manufactured specimens may exhibit an additional,
unrepresentative material orientation due to the perimeter and the turning points
of the deposited strands.

H 3. By separating the specimens from a printed plate, the areas of turning
points and lower printing velocity are not present in the specimens. Thus, the
effects formulated in H 1 and H 1 can be avoided.

H 4. A dogbone specimen geometry results in more valid characterization tests
compared to a rectangular geometry.

H 5. The size of the printed plate used to produce the test specimens influences
the mechanical properties and their uncertainty.

The hypotheses were investigated and evaluated based on tensile tests to assess
the influence of process-related material orientation on mechanical properties,
along with SEM images of fracture surfaces and cut edges.
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5 Evaluation of mechanical properties characterization to accurately reflect the printed
mesoscopic structure

5.2 Specimen manufacturing

5.2.1 Material?

For the experiments, commercially available Ultrafuse polylactic acid (PLA)
filament from BASF [50] was employed, as described in Section 2.2.3. PLA is
particularly suitable for additive manufacturing due to its low melting and glass
transition temperatures, minimal warping tendency, and relatively high surface
hardness [225]. Its good printability makes it an ideal choice for demonstrating
the processes examined in this work.

5.2.2 Process parameters

The test specimens for this study were manufactured using the Ultimaker 2+
from the company Ultimaker (refer to Section 2.1.4). The slicer and printer
settings detailed in Table 5.1 were chosen based on prior printing studies to
ensure a uniform and repeatable microstructure. The cooling fan was activated
starting from the second layer.

5.2.3 Specimen geometries’

In this study, experimental investigations were conducted on test specimens with
a dogbone geometry and rectangular shape, following DIN EN ISO 527-2 [81]
standards as illustrated in Figure 5.1.

Adapted and revised from [1], © CC BY 4.0, cf. footnote p. 101 for details.
1" Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.

104



5.2 Specimen manufacturing

Table 5.1: Slicer and process parameters selected for the manufacturing of all specimens. [1]

Process parameter Value Unit
Nozzle temperature Tx 210  °C
Build platform temperature Tt,, 60 °C
Layer height leight 0.2 mm
Extrusion width ewiqtn 0.4 mm
Infill printing velocity vingn 50 mm/s
Perimeter printing velocity vperi 40 mm/s
Flow rate (Slicer) Vpoly 95 %
Maximum acceleration @max 750  mm/s?
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Figure 5.1: Dimensions for a dogbone and rectangular specimen shape in mm according to DIN
EN ISO 527-2 [81]. (Reproduced from [1])

5.2.4 Specimen preparation’

PLA structures with 100% fill density and varying intralayer material orien-
tations are printed. This includes unidirectional structures oriented along the
load direction (0°), structures oriented transverse to the load direction (90°),
and structures with alternating material orientations of +45°. Each preparation
configuration undergoes a minimum of five valid tests for evaluation. To investi-
gate the mechanical properties and failure behavior of direct printed specimens,
both dogbone and rectangular specimens are fabricated using the process pa-
rameters detailed in Table 5.1. All direct printed specimens are printed with
a perimeter. To compare directly additively manufactured test specimens with
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5 Evaluation of mechanical properties characterization to accurately reflect the printed
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specimens cut from additively manufactured plates, large square plates were
utilized. Five specimens were cut from each square plate by waterjet cutting.
Additionally, small rectangular plates were produced to accommodate exactly
one dogbone specimen, allowing for an assessment of the effect of plate size.
Figure 5.2 provides an overview of the specimen variants. Finally, specimens
were cut from the smaller plates using various cutting methods to quantify the
influence of the cutting method on the mechanical properties.

dogbone
rectangle

small plate

big plate

Figure 5.2: Illustration of the different approaches of preparing the specimens to be tested. Directly
printed and cut from plates of different sizes. (Reproduced from [1])

5.2.4.1 Plate dimensions'

In addition to the material allowance due to the cutting method, an additional
distance deqge at the edges of the plate (see Figure 5.3) must be considered when
dimensioning the plates. This is crucial due to the printer-specific acceleration
after changing the extrusion direction and the perimeter. It ensures that the
resulting print velocity in the test area of the specimen matches the velocity
set in the slicer, as illustrated in Figure 5.3 and previously discussed in [223],

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.
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5.2 Specimen manufacturing

|

dedge

O

————e~ll eemmm—

1
Normalized print velocity

Figure 5.3: Resulting nozzle velocity vy, 0,1, Normalized to the specified infill velocity v;, 511, con-
siders hardware limitations such as acceleration and possible curve velocities. This cal-
culation and visualization are performed using the Python package pyGCD [212,213].
The additional required width deqge is indicated in the visualization. (Reproduced
from [1])

confirming hypothesis H 1. The additional distance d.qge On each edge of the
plate can be estimated by

”12nﬁ11 sin(B155)

5.1
2||@maxl

dedge = NperidN +
Here npe,i represents the number of specified perimeters, dy denotes the nozzle
diameter, vi,a1 signifies the print velocity under investigation, § stands for
the angle between the extrusion direction and the load direction, and @,ax
represents the maximum possible acceleration of the printer. It is assumed
that the nozzle velocity vyoz,10 at the edge of the specimen, i.e., at the turning
point, iS vnozze = 0mm/s, which is considered conservative. Equation 5.1,
alongside the process parameters detailed in Table 5.1, the specified specimen
dimensions, the number of specimens, and the cutting width for cutting, results
in the minimum plate sizes listed in Table 5.2. Five specimens were cut from
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Table 5.2: Minimum plate sizes, dimensioned using Eq. 5.1, the process parameters listed in
Table 5.1, the specified specimen dimensions, the number of specimens and the cutting
width for cutting. [1]

Plate type Dimensions x-y in mm

B=0° B=90° B==£45°

Large 155 x 122 152 x 125 154 x 124
Small 155 x 22 152 x 25 154 x 24

the large plates. 5 mm of material was provided between each specimen for the
separation process.

5.2.4.2 Cutting methods'

Waterjet cutting (WJC) was selected for the initial investigations due to its ca-
pability to produce specimens of any geometry within the required tolerances.
The potential influence of moisture on the mechanical properties of PLA result-
ing from the cutting process can be disregarded based on the short WJC process
time and the findings of Banjo et al. [226]. To assess the impact of different
cutting processes, laser cutting and milling were chosen in addition to WIC,
as they can introduce additional influences on the specimens. Laser cutting
subjects the specimens to direct thermal stress, whereas milling subjects them
to mechanical stress.

Waterjet cutting (WJC) The iCUT water smart WIC system from imes-
icore was utilized for the experiments. The manufacturer specifies a positioning
accuracy of 80 pm/m and a repeatability of less than 40 pm/m. Cutting sand,
specifically Classic Cut 120 garnet from GMA, was employed as the cutting
medium. The parameters employed for processing additively manufactured
PLA structures are detailed in Table 5.3.

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.
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5.2 Specimen manufacturing

Table 5.3: Parameters for waterjet processing of additively manufactured PLA structures. [1]

Process parameter Value Unit
WIC-nozzle velocity 5 mm/s
Pressure 1450 bar

Flow rate of cutting sand 250  g/min

Laser cutting The Trofec speedy 400 was used. A cutting study was per-
formed to determine the lowest possible temperature effect on the specimens.
The study resulted in process parameters corresponding to 100 % of the ad-
justable power and 0.4 % of the adjustable traverse velocity.

Milling A customized holder tailored to the specimen geometry was designed
and manufactured for fixation in the milling machine. The milling process was
executed in a total of six steps:

1. Milling the outer contour with a tolerance of +0.15 mm to the nominal
dimension in four steps, removing 1 mm of material at each step.

2. Precisely milling the contour to nominal dimensions over the full height
of the specimen.

3. Sawing to the nominal length.

To prevent the specimen from heating up and the cutting edge from melting,
water cooling was employed throughout all milling operations.

Table 5.4: Parameters for milling of additively manufactured PLA structures. [1]

Process parameter Value Unit

Feed rate 8 mm/s
Milling head speed 13000 R /min
Milling infeed 1 mm
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5.3 Characterization Methods'

5.3.1 Tensile test’

The tensile test was selected to achieve a uniaxial stress state, allowing for a clear
interpretation of individual effects such as material orientation or failure mech-
anisms. A Zmart.Pro 200 kN universal testing machine from ZWICK/Roell,
equipped with a 20kN load cell, was employed for testing. The specimens
were clamped using hydraulic jaws featuring a finely ribbed surface. For pre-
cise strain evaluation using virtual extensometers, the commercial DIC system
ARAMIS Adjustable from GOM Metrology GmbH, with a recording frequency
of 2 Hz, was utilized. The force signal from the testing machine was simulta-
neously integrated into the system. All experiments were performed at a room
temperature of RT" = 23 °C.

5.3.2 Microstructure characterization’

In various studies, both non-destructive methods like computer tomography
[80,227] or X-ray tomography [228, 229] and destructive methods are em-
ployed for microstructure characterization. In this work, the destructive method
scanning electron microscopy (SEM) [18, 80, 84] was chosen as the preferred
method. This decision was driven by the necessity to examine fracture surfaces
in greater detail, in addition to assessing the influence of cutting methods on
the microstructure. The SEM analysis was conducted using a LEO EVO 50 and
a LEO 1530 microscope from Carl Zeiss AG. The specimens were first cut to
size, attached to a slide using conductive tape, and then sputtered with gold for
25s at a voltage of 20mV. To ensure sufficient conduction from the surface
to the slide, a thin layer of conductive varnish was applied. The LEO EVO 50

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.
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5.4 Results and Discussion

operated with an accelerating voltage of 20kV, while the LEO 1530 operated
with an accelerating voltage of 5kV.

5.4 Results and discussion’

5.4.1 Validity of the experiments'

To evaluate which specimen geometry and specimen preparation are more likely
to result in valid tests and thus more effective characterization, the validity of
the tests is recorded in addition to the mechanical properties, thereby checking
H 4. This is achieved by verifying if the failure location is within the valid gauge
length of the specimen. The validity refers to minimum 10 tests performed.
The results are depicted in Figure 5.4, which has been partially presented in
preliminary investigations in [223]. Itis evident that only the dogbone geometry

. 0 . 90° [ 445°/-45°

100
83.3 83.3
801
601

40}

Validity in %

201

0 00 0
Dogbone Dogbone Rectangle Rectangle
(direct) (plate) (direct) (plate)

Figure 5.4: Validity of the tensile tests on rectangular and dogbone specimens directly printed
(direct) and separated from the plates (plate). At least 10 tests were performed for
each intralayer material orientation of 0°, 90° and +45° to the loading direction.
(Reproduced from [1])

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.
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separated from the plate exhibits a clear majority of valid specimens for all tested
material orientations. The rectangular specimens fail outside the gauge length
due to the stress jump at the clamps. The lower number of valid tests for
the directly printed dogbone specimens can be attributed to the process-related
notch in the area of the taper of the specimen width. Figure 5.5a) illustrates
the resulting notches and the local increase in strain during the tensile test. In

prd e
notches no notches
X X 1
y y
a) b)
0 m 1 I 1 [—— N}

Normalized strain porm in -

Figure 5.5: Directly printed specimen with notches (a) and cut specimen (b) with corresponding
strain distributions during tensile test. (Reproduced from [1])

comparison, Figure 5.5b) shows a homogeneous strain field during the test on
a cut specimen. These findings are consistent with the observations of Park et
al. [85]. Thus, the study demonstrates that a dogbone geometry increases the
probability of valid tests, confirming H 4.
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5.4 Results and Discussion

5.4.2 Fracture surface’

Figure 5.6 displays SEM images of fracture surfaces of failed specimens with
a material orientation of 90° as an example. The fracture surfaces of a directly
printed specimen (a) and a cut specimen (b) are depicted. In the case of
directly printed specimens, the material orientation of the perimeter is also
tested rather than the actual material orientation intended for characterization.
With an infill orientation of +45°, the influence of the perimeter on the resulting
fracture surface is similar. However, with a 0° orientation, the perimeter has no
significant influence. These investigations thus confirm R 3. They demonstrate
that this approach is essential for identifying potential failure mechanisms of an
additively manufactured component structure without confounding effects from
the perimeter or other edge effects.

y
m

—_

a) b)

Figure 5.6: SEM images of the fracture surface of specimens with 90° material orientation. Shown
is a directly printed specimen (a) and a specimen cut from a plate (b). (Reproduced
from [1])

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.

113



5 Evaluation of mechanical properties characterization to accurately reflect the printed
mesoscopic structure

5.4.3 Mechanical properties’

The tensile tests exhibit linear elastic behavior. Figure 5.7 displays the mean
tensile strength and mean stiffness resulting from the tensile tests initially pre-
sented in [223]. These tests were conducted on directly printed specimens and
specimens cut from a large plate by WJC. Both valid and invalid tests were
included to facilitate comparison between manufacturing methods. Overall, the
influence of the preparation method on tensile strength is more pronounced than
the influence on stiffness, particularly when the material orientation deviates
from 0°.
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Figure 5.7: Results of tensile tests on directly printed (o) and waterjet-cut dogbone specimens from
a large plate (x) with intralayer material orientations 0°, 90° and +45°. The measured
values of each test and the standard deviation for the stiffness and strength of each
configuration are shown. Initially presented in [223]. (Reproduced from [1])

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.
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Tensile strength The comparable tensile strength of the 0° specimens can
be attributed to the non-critical influence of both the resulting notches (I in Fig-
ure 5.8) and the additional 0° material orientations introduced by the perimeter
(I in Figure 5.8), turning points (III in Figure 5.8), or blurred microstructure in
the initial layers (Figure 5.9).

TEensile T Ftensile

X =>—=1V

- == . —

-Ftensile Ftensile
a) b)

Figure 5.8: Schematic representation of the trajectory in the test area for a printed specimen (a) and
a specimen cut from a plate (b). Colored highlighting and numbering of the expected
effects based on the trajectory: The perimeter (I) introduces an additional material
orientation. Notches (II) are formed by the turning points of the trajectory. Turning
points (IIT) result in an additional material orientation along the load direction. Varying
degrees of welding (IV) occur due to different times between the deposition of two

adjacent strands at the turning point and in the center of the specimen. (Reproduced
from [1])

The lower strength of the directly printed specimen with a 90° material orien-
tation is due to the process-related notches (Section 5.4.1). Therefore, it can be
expected that the strength-reducing effect of these notches is greater than the
strength-increasing effect of the additional 0° orientation. For this reason, the
study did not include tests on directly printed specimens without a perimeter,
as an even greater decrease in strength would be expected. For structures with
a material orientation of +45°, the strength of the directly printed specimens
is higher. Because the shape of the dogbone specimen is more filled by the
alternating +45° and -45° layers, the notches are less pronounced than with a
90° orientation. Therefore, the strength-reducing effect of the notches is less
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Figure 5.9: SEM images of the fracture surface of specimens with £45° material orientation.
Shown is a directly printed specimen (a) and a specimen cut from a plate (b). (Repro-
duced from [1], © CC BY 4.0)

pronounced than the strength-enhancing effect of the additional 0° material
orientations.

Stiffness The stiffness of the 0°-oriented structure is similar for both prepa-
ration types since the perimeter has the same material orientation as the orienta-
tion being tested. The higher stiffness of the +45°- and 90°-oriented structures
with direct printing is attributed to the perimeter, as well as the turning points
and thus the additionally integrated 0° orientation (I and III in Figure 5.8).
For +45° structures, the introduction of a 0° orientation has less influence on
the resulting stiffness. Therefore, the difference in stiffness between the two
preparation methods is less pronounced for +45° structures.

To validate the influence of the perimeter on the resulting stiffness of a printed
specimen, the resulting stiffness £4i't can be estimated from the measured
stiffnesses of the cut 0° specimens Eglate and the corresponding orientation

plate . it
E_ ;" using the mixing rule

Edirect — g pPlate (1 _ g)pplate, (5.2)

res or1
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Where ¢ denotes the fraction of the material orientation under analysis. The
SEM image of the fracture surface of a directly printed +45° specimen in
Figure 5.9a) illustrates the additional 0° orientation due to the perimeter, the
turning points, and a blurring of the structure in the first layers. Conversely,
Figure 5.9 b) indicates that this blurring of the first layers is less pronounced
in cut specimens. Assuming these areas possess the properties of a 0° oriented
structure, ¢ can be approximated as 0.635. This yields a modulus of elasticity
of Edirect — 2 86 GPa. Consequently, the plausibility check confirms that the
perimeter, the turning points, and the blurring of the microstructure in the area
of the first layers impact the measured stiffness. Consequently, the measurement

is not representative. These investigations confirm H 2.

Scatter The scattering is more pronounced in the cut specimens than in the
directly printed specimens. Scattering can be caused by the effect labeled IV in
Figure 5.8. Owing to the turning point of the deposited strand, different times
elapse between the deposition of two adjacent strands. In the area of the turning
point, the times are shorter than in the center of the specimen or plate, which
allows a higher degree of welding. This results in an inhomogeneous degree
of welding across the cross section. In the case of directly printed specimens,
the degree of welding is therefore not homogeneous across the cross section
and does not represent the structural property being tested. However, the in-
homogeneity is the same for all specimens, so the scatter is less pronounced.
Although the use of plates avoids the effect of turning point acceleration de-
scribed in Section 5.2.4.1, inhomogeneity of the degree of welding across the
plate cross section remains. When multiple specimens are cut from a plate,
this inhomogeneity is transferred to the specimens in the case of £45° and 90°
structures. This can lead to a scattering of the measurement results. Therefore,
in Section 5.4.4 the influence of the plate size and thus the influence of the
preparation method on the measurement uncertainty is investigated.
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5.4.4 Plate size'

The influence of plate size is evaluated using the measured tensile strengths,
stiffnesses, and their scatter as depicted in Figure 5.10 and Figure 5.11.
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Figure 5.10: Young’s modulus F normalized to the relative filling density p,.; for specimens cut
from large plates and for specimens cut from plates from which exactly one specimen
can be taken. Displayed as a violin plot. (Reproduced from [1])

As explained in Section 5.4.3, the plate size does not affect the mechanical
properties of the 0° structure. Therefore, only the 90° and £45° material
orientations will be discussed in this section. For this purpose, specimens are cut
from two different plate sizes (Section 5.2.4.1). Since the same orientations are
being compared, only the influence on the degree of welding and its distribution
over the cross-section of a specimen is considered. Therefore, the results are
normalized to the relative filling density

Pspecimen ) (53)
Pref

Prel =

This eliminates the influence of the printing process on the filling density.
Density measurements were performed according to the Archimedean principle

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.
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Figure 5.11: Tensile strength Ry, normalized to the relative filling density p,e; for specimens cut
from large plates and for specimens cut from plates from which exactly one specimen
can be taken. Displayed as a violin plot. (Reproduced from [1])

using the ME-DNY-43 density meter and the ME204T/00 analytical balance
from Mettler Toledo. The density of the untreated filament, which was also
measured, was used as a reference density. This eliminates the influence of the
printing process on the filling density. Density measurements were performed
according to the Archimedean principle using the ME-DNY-43 density meter
and the ME204T/00 analytical balance from Mettler Toledo. The density of the
untreated filament, which was also measured, served as a reference density.

Both stiffness and tensile strength are greater and less scattered when the small
plate is used. In particular, the stiffness scatter decreases significantly. The
scatter arises from the heterogeneous interface properties across the width of
the plate, as explained in Section 5.4.3. When only one specimen is cut
from each plate, there is a consistent interface property among all specimens
compared to the situation when multiple specimens are cut from a larger plate.
An explanation for the higher measured mechanical properties is provided by
Zhang et al. [84] and Vaes et al. [230]: For smaller specimens, less time elapses
between the deposition of the individual strands adjacent to each other if the
process parameters are kept constant. This further promotes the welding of
the strands and increases the load-carrying capacity. This effect is depicted in
Figure 5.12. Consequently, the choice of plate size influences the measured
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Unozzle = H0mmys

a=219.2 mm
b=42.43 mm
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Unozz
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y

Figure 5.12: Schematic representation of the additively manufactured large and small plates for
preparing a dogbone specimen and the nozzle trajectory for a £45° material orienta-
tion. The time interval between the placement of two neighboring strands is indicated
in red. (Reproduced from [1])

values and their uncertainty. Hypothesis H 5 stated in Section 5.1 is thus
confirmed. To reproduce the actual structure to be tested independent of the
plate size and thus meet Requirement R 1, it is necessary to set the time between
the deposition of two adjacent strands according to the process conditions during
component manufacture. This can be achieved by adjusting the G-Code.

5.4.5 Influence of cutting methods'

Dogbone specimens were cut from small plates by laser cutting, milling, and
water jet cutting (WJC) and compared based on their mechanical properties
using the 90° material orientation as an example. Figure 5.13 illustrates the
stiffness normalized to the relative filling density p,e1, and Figure 5.14 depicts
the normalized tensile strength of these specimens.

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.
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Figure 5.13: Young’s Modulus E normalized to the relative filling density pe1 for specimens cut
from small plates by WJIC, milling, and laser cutting. Displayed as a violin plot.
(Reproduced from [1])
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Figure 5.14: Tensile strength R, normalized to the relative filling density p,..) for specimens cut
from small plates by WIC, milling, and laser cutting. Displayed as a violin plot.
(Reproduced from [1])

Both the stiffness and tensile strength of the laser-cut specimens are higher
than those of the waterjet-cut and milled specimens. This can be explained by
the SEM images of the cutting edge and fracture surface shown in Figure 5.15
and Figure 5.16. As the cutting edges show, the edge zone melts during laser
cutting. In particular, the laser focus in the center of the cutting edge leaves
a characteristic surface structure. The fracture surface of a laser-cut specimen
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shows a layer-thick melted edge zone (marked in yellow in Figure 5.16). This
influence of the cutting method on the surface layer area is not visible in milling
and WJC and explains the increased mechanical properties. The slightly lower
stiffness of the WJC specimens can be explained by the increasing width of
the water jet. As a result, the cross-sectional shape is trapezoidal rather than
rectangular and therefore slightly smaller than specified and more difficult to
measure. In addition, WJC results in a much rougher surface with defects
compared to laser cutting. The cut edge of a milled specimen has no significant
effect on the edge area. The individual strands are visible (marked in yellow
in Figure 5.15). However, the defective surface of the WJC specimens has no
significant effect on the measured tensile strength.

laser cuting ' milling WIC
1 mm

Figure 5.15: SEM images of the cut surface of laser cut, milled, and waterjet cut specimens with
a material orientation of 90°. The typical microstructure can be seen in the milled
specimens (marked in yellow). (Reproduced from [1])
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Figure 5.16: SEM images of the fracture surface of laser cut, milled and waterjet cut specimens
with a material orientation of 90°. The melt area created during laser cutting is
highlighted in yellow. (Reproduced from [1])

5.5 Guidelines for specimen preparation’

Based on the presented results, the following recommendations are made for
test specimens to meet the requirements specified in Section 5.1:

Specimen geometry

* The investigations (Section 5.4.1) demonstrate that the specimen ge-
ometry significantly impacts the probability of valid tests, confirming
hypothesis H 4. As a result, the dogbone geometry is recommended for
test specimens.

Transferring the component structure to coupon level

* To ensure that the material orientation is accurately tested as intended
(R 1), the specimen preparation must avoid introducing any deviating

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.
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mesoscopic structure

material orientation caused by the perimeter or turning points of the
trajectory. Cutting the specimen from an additively manufactured plate
prevents such deviations, confirming hypotheses H 2 and H 3. Therefore,
this method is recommended.

To avoid acceleration paths within the measuring range (R 2), the time
interval between the deposition of two adjacent strands must be constant
over the entire specimen. This can be achieved by cutting the specimens
from additively manufactured plates. Equation 5.1 can be utilized to
ensure that there are no acceleration paths in the cut specimens.

The time interval between two deposited strands must be transferred
according to the process conditions during the manufacture of the com-
ponent. This can be achieved by specifying a waiting time in the G-Code
before printing a strand.

Cutting Method

» Milling preserves the typical MEX microstructure, avoids deviation from

the specified cross-sectional shape, and is thus recommended as a cutting
method. This ensures compliance with R 3. The procedure outlined in
Section 5.2.4.2 can be employed for this purpose.

Reproducibility

124

* The preparation method must remain consistent throughout a test series.
* All process parameters must be specified as shown in Table 5.1.

e To minimize the influence of the preparation method on measurement

uncertainty, it is advisable to cut each specimen from a single plate.
This approach ensures that the degree of welding is consistent across the
cross-section of each specimen, thereby fulfilling R 3.



5.6 Summary and conclusion

e It should be noted that the hardware and firmware installed in a printer
can impact the printing outcome. Therefore, it is recommended to use
the same printer consistently within a test series.

5.6 Summary and conclusion’

The present work addresses the characterization of mechanical properties in
components manufactured through AM via MEX, focusing on the challenge of
achieving consistent and reproducible results. Specifically, the research aims
to identify the requirements for specimen preparation to accurately represent
the distinctive structure of additively manufactured components at the coupon
level. To address this challenge, the study formulates requirements for test
specimens and hypotheses regarding their fulfillment. Various experimental
investigations are conducted, evaluating preparation methods based on tensile
strength, stiffness, intralayer material orientations (0°, 90°, and £45°), and
SEM imaging of fracture surfaces and cut edges.

In conclusion, the main findings are:

* The comparison between directly printed dogbone specimens and those
cut from a printed plate with rectangular geometry reveals that the cut
dogbone specimens yield a higher number of valid tests.

» For material orientation in the direction of loading (0°), there are no
significant differences in tensile strength and stiffness between directly
printed and cut dogbone specimens.

* For specimens with material orientation transverse to the loading direc-
tion (90°), direct printing of the specimen results in higher stiffness due
to the perimeter. However, the process-induced notches result in lower
tensile strength.

I Verbatim reproduced section from [1], © CC BY 4.0, cf. footnote p. 101 for details.
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For specimens with +£45° material orientation, direct printing of the
specimen results in higher stiffness and strength. The perimeter has a
greater influence than the resulting notches.

Especially for material orientations £45° and 90°, different plate sizes
have an influence on the measured stiffness and strength as well as their
scatter. An equation for dimensioning the plates is presented in this paper.

Laser cutting as a cutting method leads to a fusion of the edge area and
thus to an increase in stiffness and strength.

Compared to milling, WJC results in an uneven surface with defects at the
cut edge. However, this does not significantly affect the tensile strength.
In addition, WJC results in a trapezoidal cross-section of the specimen,
which makes it difficult to measure the cross-sectional area.

Finally, a guideline for the preparation of representative specimens is recom-
mended: Dogbone specimens according to DIN EN ISO 527-2 should be used
and milled from one plate. The plate size should be such that exactly one

specimen can be taken. To ensure that the structure on the coupon level cor-

responds to the structure on a printed part, the time between the deposition

of two adjacent strands must also be considered. Consistent definition of the

process parameters leads to increased comparability and reproducibility of the

results obtained. In further work, this preparation method can be further vali-

dated by producing a component with different local processing parameters and

comparing the mechanical properties of corresponding specimens.
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MEX process simulation and
prediction of process-induced
deformation considering the
process-characteristic
mesostructure®3

Outline

This chapter addresses process-specific mesostructures in process-
induced deformation (PiD) prediction. Section 6.1 outlines the pro-
cess modeling. Section 6.2 presents thermomechanical and kinetic
PLA properties influenced by mesostructure. Section 6.3 introduces
the material model used for PLA. Section 6.4 categorizes typical MEX
mesostructures. Section 6.5 presents homogenization approaches con-
sidering local mesostructures. Numerical studies within Section 6.5
examine material orientation, its evolution, and element size effects.
Section 6.6 validates the approaches experimentally, including sensitiv-
ity analyses. Section 6.7 summarizes findings and conclusions.

Extracts from this Chapter have been previously published in [2], i.e. F. Frolich, M. E. Di
Nardo, C. KrauB}, A. Heuer, W. V. Liebig, F. Wittemann, P. Carlone, L. Kérger. An orientation-
based homogenization approach for predicting process-induced deformations in extrusion-
based additive manufacturing. Additive Manufacturing, 113:105023, 2025 - Reproduced
sections and paragraphs are marked with 2.

Extracts from this Chapter have been previously published in [3], © CC BY 3.0, i.e. F. Frolich,
D. Dorr, A. Jackstadt, F. Wittemann, L. Kérger. Mechanical and kinetic characterization of
additively manufactured PLA structures for improved process and W modeling. Materials
Research Proceedings, 54:2281-2290, 2025 - Reproduced sections are marked with 3.
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6 MEX process simulation and prediction of process-induced deformation considering the
process-characteristic mesostructure

6.1 Process modeling approach?

In this work, the entire process chain leading to the final component is nu-
merically represented using the AM-Modeler in Abaqus [183]. The simulation
framework comprises the following steps:

1) Simulation of the additive manufacturing process via a sequentially cou-
pled thermomechanical approach.

2) Cooling of the printed component using a predefined thermal profile of
the build plate.

3) Detachment of the component from the build plate.

The construction of the simulation model is performed fully automatically. A
dedicated automation framework was developed for this purpose as part of a
Bachelor’s thesis [231] guided within the broader scope of this doctoral research.
The individual stages of the process simulation workflow are illustrated in Fig-
ure 6.1. To initiate the simulation, a bounding cube encompassing the maximum
dimensions of the component is defined within the global coordinate system and
discretized using hexahedral finite elements. Linear hexahedral elements are
employed for thermal analyses, whereas thermomechanical simulations utilize
quadratic hexahedral elements with reduced integration. Based on a sensitivity
analysis (cf. Section 6.6.3.1), the temporal and spatial discretization is selected
to balance computational efficiency with prediction accuracy. Specifically, a
time increment of ¢;,,c = 5s and an element size of 1mm X 1mm X 0.4mm
are used.

Element activation follows a defined event sequence to ensure that only ma-
terial corresponding to deposited regions is activated. This event sequence
is automatically derived from the G-Code by means of the open-source tool,
pyGCD [212,213]. The initial temperature of each activated element is set to
the extrusion temperature of 220 °C.

2 Adapted and revised from [2], © CC BY 4.0, cf. footnote p. 127 for details.
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initial step ——— printing step ——— cooling step ——— detachment step

Uz

Figure 6.1: Sequential steps of the MEX process chain simulated to predict PiD. During the "initial
step", domains with inactive elements are prepared. In the "printing step”, the MEX
process is modeled using a sequential thermomechanical simulation with a fixed build
plate temperature of T,;, = 40 °C. In the "cooling step", this temperature gradually
decreases to ambient conditions. Finally, in the "detachment step", the component is
released from the build plate. (Reproduced from [2])

Within the thermal analysis, the temperature of the build plate is applied as a
Dirichlet boundary condition to the nodes at the base of the component. In
the subsequent mechanical simulation, these nodes are constrained accordingly
to represent the mechanical fixation of the component to the build plate. This
constraint remains active until the simulated detachment step, at which point
the boundary condition is removed. The definition of boundary conditions is
carried out in accordance with the guidelines for static determinacy outlined
in [30].

Heat exchange with the environment is represented by convection and radiation,
using a convection coefficient of hcony = 8W/m2-K and an emissivity of
€ = 0.97 as reported in [196].
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6.2 Experimental characterization of
additively manufactured PLA structures

This section focuses on the experimental characterization of printed structures,
building on the guidelines and methodological insights established in Chapter 5.
The goal is to determine which thermomechanical and kinetic properties are
affected by the process-specific mesostructure, and which properties ultimately
need to be considered in material modeling.

6.2.1 Specimen preparation®

The Ultimaker 2+ was used to produce the test specimens. The standard glass
print bed has been replaced by a FilaPrint print bed from Filafarm. The nozzle
used has a diameter of 0.4 mm and was specified with a print resolution of
200 pm to 20 um. The slicer and printer settings, listed in Table 6.1, were
selected based on printing studies to achieve a consistent and reproducible
microstructure. The fan was switched on from the second layer on. To exclude
manufacturing influences, such as the perimeter or the turning points, previous
investigations on suitable mechanical properties characterization (cf. Chapter 5)
were utilized. The specimens were cut from an additively manufactured plate

Table 6.1: Slicer and process parameters selected for the manufacturing of all specimens. [3]

Process parameter Value Unit

Nozzle temperature Ty 210 °C
Bed temperature T, 60 °C
Layer height lheight 0.2 mm
Extrusion width eywigmn 0.4 mm

Printing velocity vy 50 mm/s

3 Verbatim reproduced section from [3], © CC BY 3.0, cf. footnote p. 127 for details.
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according to the specifications in Chapter 5. The dimensions of the specimens
are described in the respective subsections of the individual characterization
tests.

6.2.2 Experimental methods
6.2.2.1 Tensile tests

To describe the MEX typical orthotropic stiffness tensor C,, ¢, as described
in the literature (cf. Section 2.4), the required nine engineering constants
were determined according to the recommendation of Troger et al. [106] (cf.
Section 2.4.2.4). Tensile moduli (E11, F29, F33) and Poisson’s ratios (v12,
V13, Vo3) are determined from tensile tests on specimens with three different
orientations: 0°,90 °, and 90 °z. The 0 ° and 90 ° specimens lie in the x-y plane,
with 0 © aligned along the extrusion direction and 90 ° perpendicular to it. The
90 °z specimens capture the behavior along the build direction (z-direction).
For these, square towers are printed, from which plates are cut and prepared
into specimens as described in Section 6.2.1. The shear moduli (G2, Gi3,
(G23) are determined using Equation 2.7.

The same test setup and the same specimen geometry (dogbone) were used
as in Chapter 5, please refer to the explanations in Section 5.3.1 on the test
setup and the explanations in Section 5.2.3 on the geometry. All experiments
were performed at a room temperature of RT = 23 °C. The specimens were
vacuum-dried at 25°C for 24 hours before testing. At least eight tests were
carried out for each configuration.
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6.2.2.2 Dynamic Mechanical Analysis (DMA)3

A DMA was performed at 1 Hz to determine the relative influence of temperature
on stiffness. In the context of this work, this was carried out on a specimen with
a structure oriented in the direction of loading (0 ). The influence of the strand
orientation is not considered in this work. This is based on the assumption that
the influence of orientation on the temperature dependence of the stiffness of
PLA is comparatively small and can therefore be neglected, which has been
confirmed in preliminary experiments. An Instron E3000 ElectroPuls~ with a
nominal force of 3 kN and a load cell capacity of 5 kN was used. The machine
was equipped with an Instron liquid nitrogen-cooled temperature chamber. To
protect the load cell from overheating during the test, a water-cooling system
was used to ensure accurate force measurement. Rectangular specimens with
a length of 160 mm, a width of 10 mm, and a thickness of 3 mm were used.
The clamping on both sides was 50 mm, resulting in a free specimen length of
60 mm. A temperature range of 25 °C to 145 °C was measured with isothermal
steps of 2.5 °C. The specimens were loaded with a mean strain of 0.25 % and
a strain amplitude of 0.125%. This loading is within the linear viscoelastic
region.

6.2.2.3 Thermomechanical Analysis (TMA)3

The key factor for PiD mechanisms in the process chain is the volume change
due to temperature changes. The solid mechanics modeling of the printing
process and the study of the reheating during the annealing process make
it necessary to determine the volume change of the printed structures and
not of raw material. Therefore, a TMA was performed to characterize the
changes in length. The TMA/SS-6000 from Seiko Instruments was used. The
investigations were carried out on cubic specimens with a uniform edge length
of 6mm. Specimens were prepared with unidirectional orientation of the

3 Verbatim reproduced section from [3], © CC BY 3.0, cf. footnote p. 127 for details.
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deposited strands to examine the change in length along (0 ©) and across (90 ©)
the extrusion direction. The specimens were printed with a nozzle diameter
(dn) of dy1 = 0.4mm and dyi = 0.8 mm, respectively. Furthermore, the
specimens were annealed to separate the irreversible effects during this process
step. The heating rate was 1 K/mm, and the applied preload was 20 mN.

6.2.2.4 Differential Scanning Calorimetry (DSC)3

Material-specific crystallization kinetics are an important factor in the formation
of PiD in the process chain. Crystallization effects lead to volume changes
and the degree of crystallinity influences the stiffness of the material. DSC
measurements are used to characterize the kinetics and to determine which
crystallization effects occur at which stages of the process. To account for
the full history of the PLA, the crystallization behavior during cooling from the
melt (extrusion from the nozzle) and during heating of the additive manufactured
structures (annealing) is performed.

For cooling from the melt, cooling rates of 5K/min, 10 K/min, 20 K/min,
30 K/min, 40 K/min, and 50 K/min were investigated. It should be noted that
much higher cooling rates can occur during the printing process. To assess the
absolute crystallinity x. of the specimens after cooling, they were reheated at a
rate of 10 K/min. The absolute crystallinity . in different specimens can be
calculated by Equation 2.8. The absolute melting enthalpy of 100 % crystalline
PLA is 93J/g according to [232]. To increase the validity of the data, two
measurements were made for each cooling rate.

To investigate the kinetics of additively manufactured structures, specimens
are taken from printed plates and heated at 0.5 K/min, 1K/min, 5K/min,
10 K/min, and 20 K/min. To determine the absolute crystallinity x. of the
printed plate, the initial absolute crystallinity was determined based on the
enthalpy changes during the heating process.

3 Verbatim reproduced section from [3], © CC BY 3.0, cf. footnote p. 127 for details.
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As part of these investigations, two measurement campaigns were carried out.
The first with cooling rates of 1 K/min - 10 K/min with two measurements
each. A second was performed at 0.5 K/min and 20 K /min with three measure-
ments each to cover a wider range of heating rates occurring during annealing.
To ensure comparability of the two sets of measurements, an additional mea-
surement at 1 K/min was made during the second campaign and compared with
those of the first campaign. The enthalpy change during cold crystallization and
melting was used as a comparative measure. The first set of measurements gave
an average enthalpy change of AH.. = 21.21J/g during cold crystallization
and AH,, = 23.01 J/g during melting. The second set of measurements gave
an average enthalpy change of AH.. = 20.90J/g during cold crystallization
and AH,, = 23.61J/g during melting. The comparison shows that the two
sets of measurements are comparable and can be combined for investigation.

To investigate the influence of the typical mesostructure on the crystallization
behavior, the enthalpy changes were compared when heating a printed structure
and a previously melted and resolidified structure (unstructured) at a heating
rate of 1 K/min. The comparison is made within a single measurement on a
specimen with multiple heating and cooling phases. This ensures that the mea-
surements are not subject to scatter between different series of measurements.

6.2.3 Characterization results
6.2.3.1 Tensile tests?

The tensile tests performed as part of this work resulted in the material properties
listed in Table 6.2. The corresponding stress-strain diagrams can be found in
the A.3.

The resulting orthotropic stiffness tensor C; 1,0 for a unidirectional infill pattern
at 100 % infill density was determined from the tensile test results shown in

2 adapted and revised from [2], © CC BY 4.0, cf. footnote p. 127 for details.
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Table 6.2. The tests performed enabled to characterize the required nine material
constants to describe Coy¢ho at room temperature, except vo3, L4513 Plane anq
E45.23-plane The remaining constants, the experimentally determined material
properties of Troger et al. [106] were used, since the experiments in [106] led
to similar results. The resulting nine engineering constants to describe Cqy¢no
are shown in Table 6.3, which were previously published in [2].

Table 6.2: Material properties from tensile tests on specimens with 0°, 90°, 90°z and 45°

orientation.
EO EQO EQOZ E45,12—p1ane V12 V13
(MPa) (MPa) (MPa) (MPa) - —

3257 £ 94 2469 £ 177 2667 £189 2590 £233 0.35£0.02 0.27 +£0.04

Table 6.3: Engineering constants used to determine the orthotropic stiffness Cy, 10 of a unidirec-
tional MEX structure. [2]

E Eaa E33 vz i3 Vo3 G2 Gz Gas
(MPa) (MPa) (MPa) - - - (MPa) (MPa) (MPa)

3257 2469 2667 0.35 0.27 0.31[106] 953 1029 803

6.2.3.2 Dynamic Mechanical Analysis (DMA)3

Figure 6.2 shows the storage modulus £’ as a function of temperature T'. E’ is
significantly higher below the glass transition temperature 7 = 62.4 £0.3°C.
At a temperature of 25°C, the module is £/ = 2910 MPa, and just above
Tq itis B/ = 20 MPa. From around 70°C the stiffness increases to £/ =
150 MPa before decreasing with increasing temperature. The 99.28% decrease

3 Verbatim reproduced section from [3], © CC BY 3.0, cf. footnote p. 127 for details.
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Figure 6.2: Storage modulus E’ as a function of temperature 7", measured by DMA at a frequency
of 1 Hz. (Reproduced from [3])

in modulus shows the strong softening of PLA when T is exceeded. The
increase of E’ at higher temperatures is due to cold crystallization effects during
the experiment. The visible cold crystallization effects also indicate that the
initial absolute degree of crystallinity of the specimens was low. This may be
due to the high cooling rates during the manufacturing process combined with
PLA-specific slow crystallization kinetics. These hypotheses will be addressed
in the discussion of the DSC experiments later in this work. For material
modeling of PLA over the entire process chain, these results imply that during
the printing process for I > T, the stiffness of PLA corresponds to the stiffness
of a low degree of crystallinity.

6.2.3.3 Thermomechanical Analysis (TMA)3

Figure 6.3 shows the change in length as a function of temperature as strain ¢ in
%. The minimum and maximum values at each measurement point are shown
in shaded colors. The blue line shows the change in length for specimens with
a nozzle diameter of dy; = 0.4mm. The yellow line shows data for a nozzle

3 Verbatim reproduced section from [3], © CC BY 3.0, cf. footnote p. 127 for details.
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Figure 6.3: The change in length due to temperature increase as strain ¢ in % in extrusion direction
(0°) and transverse to extrusion direction (90 °). (Reproduced from [3])

diameter of dno = 0.8 mm. The solid lines illustrate the measurements in the
extrusion direction (0 °), and the dashed lines transverse to the extrusion direc-
tion (90 ©). The lines with dots at the measuring points show the measurements
on annealed specimens. When the temperature exceeds T there is a negative
change in length in the extrusion direction and a positive change in length in
the transverse direction for unannealed specimens. The behavior is affected by
the nozzle diameter used, indicating that the effect is related to the shear strain
in the polymer, which is affected by the nozzle diameter. The shear strain in
the polymer stretches the molecular chains as they exit the nozzle. Due to the
high cooling rates and nozzle motion, the chains do not reorient completely
after exiting the nozzle and remain in an aligned state. When reheated above
the glass transition temperature, the chains reorient to their energetically most
favorable state, which is a ball-like form. This phenomenon is also referred
to as entropic elasticity and results in the deposited strands becoming shorter
on reheating but wider transverse to the extrusion direction. This change in
length is irreversible and is labeled Ae., in Figure 6.3. The slope below Tz and
after the change in length due to entropic elasticity Ae., represents the thermal
expansion coefficient ay,. This expansion is reversible, as shown by the same
slope for the annealed specimens. In addition, a change in length due to cold
crystallization effects can be observed. This is labeled Aeg in Figure 6.3. DSC
tests confirm the temperature range in which this effect occurs. The changes
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in length with increasing temperature of the annealed specimens show no sig-
nificant dependence on the strand orientation. This allows the assumption that
agpcan be modeled isotropically. In contrast, Aey, and Aeg should be modeled
anisotropically.

6.2.3.4 Differential Scanning Calorimetry (DSC)3

Cooling from the melt stage Figure 6.4a shows the specific heat flow
g of PLA during cooling at rates of —5K/min, —10 K/min, —20 K/min,
—30K/min, —40 K/min and —50 K/min. The figure shows the mean of two
measurements, with the minimum and maximum values for each measurement
point shown in shaded form. The crystallization peaks are less pronounced
compared to the measured ¢, which is a first indication that no significant
crystallization effects occur at these cooling rates during the MEX process.
In Figure 6.4b the mean ¢, normalized to the cooling rate is plotted for the
measured rates. The crystallization peak region is shown without the heat flow
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Figure 6.4: a) Specific heat flow ¢ of PLA Ultrafuse during cooling at cooling rates of —5 K /min,
—10K/min, —20 K/min, —30 K/min, —40 K/min, and —50 K/min. b) Mean
heat flow ¢n normalized to the cooling rate for the measured rates. The area of the
crystallization peak minus the baseline is shown. (Reproduced from [3])

3 Verbatim reproduced section from [3], © CC BY 3.0, cf. footnote p. 127 for details.
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6.2 Experimental characterization of additively manufactured PLA structures

baseline. In defining the crystallization temperature range, it was assumed that
no crystallization effects occur below 80 °C at the cooling rates used here. This
is based on previous isothermal DSC measurements. The enthalpy change is
small, especially at the higher cooling rates. Since much higher cooling rates
occur in the MEX process, this is another indication that the absolute degree of

crystallinity after the printing process is low.

To further confirm this hypothesis, the measured specimens were reheated at a
rate of 10 K/min and the changes in enthalpy during cold crystallization A H....
and melting AH,, were measured. Figure 6.5 shows the specific heat flow ¢
in the respective temperature ranges for cold crystallization (Figure 6.5a) and
melting (Figure 6.5b). The enthalpy changes are much larger than for crystal-
lization during cooling (Figure 6.4b) and are not significantly different for all
specimens. The initial degrees of crystallization in the specimens are therefore
comparable, and it can be assumed that the initial degree of crystallinity must

have been low.
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Figure 6.5: a) Specific heat flow ¢ in the respective temperature ranges for cold crystallization and
b) melting, resulting from heating the specimens previously cooled at different rates.
The heating rate was 10 K/min for all measurements. (Reproduced from [3])
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Heating additively manufactured structures Figure 6.6a shows the
specific heat flow ¢ of printed PLA structures during heating at rates of
0.5 K/min, 1K/min, 5 K/min, 10 K/min, and 20 K/min. The mean of two
measurements per heating rate is shown, with the minimum and maximum
values for each measurement point shown in shaded form. 7 appears as a
peak in the range of 60 °C to 70 °C due to macromolecular organization and
associated stress relaxation. Compared to cooling, the dependence of crys-
tallization kinetics on the underlying heating rate is more pronounced during
heating. Figure 6.6b illustrates the mean heat flow ¢, normalized to the heating
rate. The crystallization peak region is shown without the heat flow baseline.
The measurements show the effect of the heating rate on the crystallization
behavior of the printed structures. The enthalpy changes are higher compared
to the cooling of the raw material. Hence, when modeling PLA in the annealing
process step, crystallization effects and their influence on stiffness during heat-
ing must be considered. The measurements can also be used to determine the
initial absolute degree of crystallinity y. of the specimens using Equation 2.8.
Since the underlying specimens were cut from a printed plate, their degree of
crystallinity provides information on the crystallization effects during the MEX
process with PLA. A total of 13 specimens were measured and a mean absolute
crystallinity of x, = 2.67 % + 1.28 % was determined.
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Figure 6.6: a): Specific heat flow ¢ of PLA specimens printed with MEX during heating at rates of
0.5 K/min, 1 K/min, 5 K/min, 10 K/min, and 20 K/min. b): Mean heat flow ¢n
normalized to the heating rate for the measured rates. The area of the crystallization
peak minus the baseline of the heat flow is shown. (Reproduced from [3])
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6.2 Experimental characterization of additively manufactured PLA structures

6.2.4 Mechanisms to be modeled?

The thermomechanical and kinetic characterizations conducted in this section
provide a detailed understanding of PLA’s behavior across the stages of the MEX
process chain. The goal of these investigations was to identify process-specific
mechanisms arising from the mesostructure that significantly contributes to
PiD, as well as to determine which mechanisms must be explicitly incorporated
into material modeling to enable reliable numerical prediction.

The results show that different physical mechanisms dominate in different
phases of the process. Notably, crystallization phenomena during printing
and post-processing steps, such as detachment from the build plate and removal
of support structures, were found to have a negligible influence on deformation
behavior. Consequently, the material modeling for these stages can be unified
and implemented without considering crystallization effects.

Although a possible annealing step was considered during the experimental
investigations, this thesis focuses on modeling the printing, cooling on the build
plate, detachment, and support structure removal phases. Accordingly, only the
effects relevant for these four phases are summarized below.

* The deposition path induces a directional material orientation, which
leads to anisotropic stiffness. This effect must be taken into account in
the mechanical model in order to reflect the influence of the developing
mesostructure.

* Asignificant decrease in stiffness occurs when the glass transition temper-
ature is exceeded, as evidenced by a 99.28% drop in the storage modulus.
This emphasizes the importance of including the strong temperature de-
pendence of mechanical properties in simulations.

* Cold crystallization was observed in the additively manufactured speci-
mens. However, the low degree of crystallinity measured after printing

3 Adapted and revised from [3], © CC BY 3.0, cf. footnote p. 127 for details.
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suggests that crystallization during the printing process is minimal and
can be disregarded in the material model.

e TMA experiments revealed that thermal expansion during printing is
isotropic.  Only subsequent annealing revealed anisotropic volume
changes due to molecular reorientation and cold crystallization. Struc-
tures that have already been annealed again exhibit isotropic thermal
expansion.

6.3 Material modeling

This section presents the selected material modeling. The thermal behavior
is mapped using existing material models in Abaqus. The thermomechanical
material model is provided as an Abaqus user subroutine (UMAT). Viscoelastic-
ity and temperature-dependent stiffness are simplified using a path-dependent
material model. Thermal expansion is modeled as isotropic and temperature-
dependent.

6.3.1 Thermal behavior

The thermal behavior of PLA was modeled using the built-in material models
in Abaqus. The density of the PLA structure using the process parameters listed
in Table 6.4 is ppr,a = 1208 kg/ m? [4] and was determined in accordance with
Archimedes’ principle using a ME-DNY-43 meter and an ME204T/00 analytical
balance, both from Mettler Toledo.

The anisotropic thermal conductivity k was approximated as isotropic based
on a simulation study using the approach described in Chapter 7 (cf. Ap-
pendix A.5). Since heat dissipation through convection and radiation influences
the cooling of the material much more than heat conduction transport does, the
difference caused by material orientation can be neglected in the modeled ther-
mal conductivity. For this reason, an effective isotropic thermal conductivity
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6.3 Material modeling

coefficient of ke ~ 0.17W/(m - K) was used, based on the average of the
anisotropic values determined by Elkholy et al. [64].

The temperature-dependent specific heat capacity, ¢, (1'), was determined using
differential scanning calorimetry (DSC) and is shown in Figure 6.7 [4]. In
accordance with the explanations in Section 6.2.3.4, it is assumed that the
material does not crystallize during the printing process or the considered post-
processing steps.
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Figure 6.7: Temperature-dependent specific heat capacity ¢, (T") of the PLA used, measured by
DSC. (Previously published in [4])

6.3.2 Thermomechanical behavior
6.3.2.1 Thermomechanical model?
In the mechanical simulations, a path-dependent material formulation is applied

to capture the viscoelastic response of the material [233]. The viscoelastic
behavior is represented in a simplified manner by assuming that the relaxation

2 Adapted and revised from [2], cf. footnote p. 127 for details.
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time 7 approaches infinity below a characteristic vitrification temperature 7,
(glassy state), whereas it tends toward zero above this temperature (rubbery
state). Within this framework, the Cauchy stress o is additively decomposed
into an elastic part o and a simplified pseudo-viscoelastic part o :

O =0g + Ove. (6.1)

The elastic part of the stress at the current increment ¢; is updated according to
Uel(ti) X O¢] (ti—l) + Coo (AE(tl) - A~‘-;:th (ti)>; (62)

where o(ti—1) denotes the elastic stress from the previous increment, and
Coo represents the effective stiffness above the vitrification temperature. The
effective stiffness tensor C can be interpreted as the local resulting stiffness
that arises from the mesostructure generated by the MEX process. The strain
increment Ae accounts for the total strain change, whereas Ae¢y, corresponds
to the thermal strain increment, defined as

Aeth (ti) = Xth (T(ti) — T(tifl)). (63)

The pseudo-viscoelastic part o, is expressed through two limiting cases:

07 T Z Tvitr
UVC (tl) = _ . (6.4)
Uve(tifl) + A(C[AE(tl) — AEth(ﬁi)], T < Tgitr

Above the vitrification temperature, the viscoelastic part vanishes due to the
instantaneous relaxation (7 — 0). Below Ty, however, o evolves incre-
mentally from the previous state, accounting for the stiffness difference (between
glassy and rubbery state) AC, the applied strain increment Ae, and the thermal
strain increment Aeyy,. In this way, the viscoelastic behavior is approximated
by two successive elastic-type updates, independent of one another (in contrast
to, for instance, the CHILE model [234]). This representation is particularly
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relevant since the material may cross 7\, multiple times, and stress relaxation
upon reheating is naturally incorporated.

AC is defined via the relative softening coefficient agof as
AC = Co - @oo = asoftCOa (6.5)

where C, denotes the effective stiffness tensor below the vitrification tempera-
ture.

6.3.2.2 Model parametrization

Effective stiffness tensor C The parametrization of the effective stiffness
C is carried out on the basis of the experimentally measured orthotropic stiffness
tensor Copeno (cf.  Section 6.2.3.1). To describe C, both an isotropic (cf.
Section 6.5.1) and an anisotropic homogenization approach (cf. Section 6.5.2)
are introduced, which will be discussed in detail in the following.

Softening coefficent? The softening coefficient ag.f from glassy to rub-
bery state is determined using the modified E’ curve with

B min(E')\
Aoty = 1 — (maX(E’)> =0.991. (6.6)

Vitrification temperature? The vitrification temperature T, is deter-
mined based on DMA experiments (cf. Section 6.2.3.2) and investigations
into the crystallization behavior (cf. Section 6.2.3.4) that occurs during the
MEX process. For this purpose, the temperature-dependent storage modulus
characteristics obtained from DMA are used. Since crystallization during the
printing process is negligible, the renewed increase in storage modulus due to

Adapted and revised from [2], cf. footnote p. 127 for details.

2 Adapted and substantially extended from [2], cf. footnote p. 127 for details.
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©— DMA - Experiment

M‘\ ==+ DMA - Simulation

Storage Modulus E in MPa

10,5730 75 100 125 150
Temperature T in °C

Figure 6.8: Storage modulus E as a function of temperature obtained from DM A measurements on

unidirectionally printed specimens with extrusion direction aligned with the load. The
assumed curve for simulation includes the softening range, but no cold crystallization
as the PLA remains amorphous during printing. (Reproduced from [2])

cold crystallization is not modeled. Thus, the lowest measured modulus is used
for higher temperatures as well. Figure 6.8 shows the experimentally deter-
mined modulus in gray and the modulus assumed in the simulation in black. A

further softening with rising temperatures above Ty, is neglected. 7%, was

determined using two different approaches:
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* Approach A: T3, is identified as the turning point in the storage modulus
curve. In other words, it is the temperature at which the change in stiffness
as a function of temperature (dE’'/dT) is at its maximum. Figure 6.9
shows E’ without cold crystallization effects above Ty, as well as the
corresponding derivative with respect to temperature dE’ /dT in green.

e Approach B: T, is defined as the midpoint of the softening range. Since

there is no uniform definition of the softening range of thermoplastic ma-
terials based on DMA measurements, this study used a consistent and
practical criterion. The upper limit of the softening range is the temper-
ature at which the storage modulus transitions to a plateau (dE’/d = 0)
and reaches its minimum. This reflects the complete softening of the ma-
terial. The lower limit of the softening range is defined as the temperature
corresponding to 10 %, 15 %, 20 %, or 25 % of the maximum absolute
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value of the derivative dE’/dT. Consequently, Ty, is taken as the mid-
point between these two limits, providing a consistent and comparable
value for further analysis.
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Figure 6.9: Storage modulus E’ as a function of temperature, assumed in the simulation, shown in
black. The corresponding derivative with respect to temperature, dE’/dT’, shown in
green.

During the validation phase (cf. Section 6.6.4), the two approaches were
compared to evaluate their influence on the simulation results. Approach B’s
use of different thresholds (10%, 15%, 20%, and 25%) allowed for a sensitivity
analysis of T, determination and its effects on predicted mechanical behavior
during the MEX process.

Figure 6.10 shows the path-dependent material model with different 7, which
were determined using approaches A and B as described above. The model
based on approach A is shown in green. The results from approach B, which
used different threshold values (10 %, 15 %, 20 %, and 25 %), are shown in
orange. For comparison, the black curve represents the experimental storage
modulus E’. Additionally, the softening ranges determined using approach B
are marked in different shades of gray to highlight the boundaries of the softening
range and their influence on the model. This illustration demonstrates how
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different approaches impact the determination of 73, and influence material

behavior in process simulations.
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Figure 6.10: Storage modulus £’, modeled using the path-dependent material model with different
Titr, which were determined using approaches A and B as described above. The
model based on approach A is shown in green. The results from approach B, which
used different threshold values (10 %, 15 %, 20 %, and 25 %), are shown in orange.
For comparison, the black curve represents the experimental storage modulus FE’.
Additionally, the softening ranges determined using approach B are marked in different
shades of gray. a) Model in the entire test range. b) Close-up in the area of material

softening.

Coefficient of thermal expansion (CTE)?> The coefficient of thermal
expansion (CTE) o, was determined using TMA test results, as presented in

Section 6.2.3.3. The experiments indicated a quasi-isotropic behavior, allowing

a single scalar CTE «, (T') to be derived for all spatial directions. To obtain cv,

as a function of temperature, the measured thermal expansion was smoothed

and interpolated. Figure 6.11 shows the measured change in length in gray and

the smoothed curve used for simulation in black.

2
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Figure 6.11: Thermal expansion behavior from TMA measurements on printed specimens, along
with the assumed curve used to determine the coefficient of thermal expansion (CTE)
ayp, used in simulation. (Reproduced from [2])

6.4 Categorization of the characteristic
material structure?

Components manufactured by using MEX can generally be divided into three
distinct mesostructural regions:

1. The perimeter area, which defines the contour of the component.
2. The infill, which can be freely specified.

3. The transition zone between the perimeter and the infill, where changes in
the extrusion nozzle’s movement direction result in a modified mesostruc-
ture.

The infill pattern is defined by various parameters, including the infill angle,
which controls the orientation of the deposited strands. Both the infill and the
number of perimeters can be defined prior to fabrication, allowing for a wide
range of local mesostructures within the same component geometry and material

2 Verbatim reproduced section from [2], cf. footnote p. 127 for details.
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density. Figure 6.12 schematically illustrates the three regions described. In
addition to the orientation of the deposited strands, the mesostructure is also
characterized by the resulting voids. Figure 6.13 shows a resulting mesostructure
of an infill area for a print in which all strands are deposited in the same
direction. A schematic representation (left) and a microscopic image (right)
is shown. The local mesostructure strongly contributes to the stiffness of the
component and thus directly controls the PiD of the manufactured component
(cf. Section 2.1.3).

1. Perimeter
2. Infill
3. Perimeter + Infill + Turning points

Figure 6.12: Classification of process-typical mesostructures into three different categories:
perimeter (green), infill (red) and the area between perimeter and infill defined by the
turning points of the extrusion and parts of the infill (blue). (Reproduced from [2])

Figure 6.13: Schematic representation of a unidirectionally printed mesostructure and microscopic
image of the cross-section in the y-z plane. (Reproduced from [2])
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Throughout this work, the coordinate system shown in Figure 6.13 will be
used. An extrusion in the x-direction is defined as an infill angle of 0 °, and an
extrusion in the y-direction is defined as an infill angle of 90 °. It should be noted
that the mesostructures within the three categories "Perimeter”, "Perimeter +
Infill + Turning points", and "Infill" scatter in the real process and are not
exactly identical throughout the component. The approach presented in this
work neglects this process scatter.

6.5 Homogenization approaches considering
the mesostructure

6.5.1 Equivalent isotropic stiffness description

This section provides an equivalent isotropic description representative of the
experimentally determined orthotropic stiffness Co,¢no (cf. Section 6.2.3.1).
The implementation of this description in Abaqus is also explained.

6.5.1.1 Approach?

To obtain a representative equivalent isotropic description of an orthotropic
stiffness tensor Cy,t1o (representative of the material and its microstructure),
the equivalent isotropic stiffness tensor Cis, can be calculated by integrating
over all possible rotations @ in the special orthogonal group SO(3):

Croo = / Q * Cortno, dQ. ©6.7)
SO(3)

2 Verbatim reproduced section from [2], cf. footnote p. 127 for details.
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Using the isotropic projection operators PP; and P, this expression can be
algebraically transformed as follows:

Pl IP)Z
Ci‘oz/ *(Cl'lvd :(Crl'P 7"‘((:1*1']P> T
s S0() Q ortho Q ( ortho 1) ‘P1|2 ( ortho 2) |P2|2
(6.8)
with P; = 1/3(I ® I) and Py = IS — Py, where IS denotes the identity on

symmetric second-order tensors. This formulation is derived from the orthog-

onal decomposition of Cortho into its isotropic components. The projection
coefficients are obtained by contraction with P; and [P, ensuring that only the
isotropic contributions are retained. The normalization by |P;|? guarantees the
correct scaling of the projected components.

6.5.1.2 Implementation

The components of Cjg, are calculated using Equation 6.8 from the experimen-
tally determined orthotropic stiffness tensor C, .ty (cf. Section 6.2.3.1) prior
to process simulation. These tensor entries are then used as input variables
for the path-dependent material model in the UMAT subroutine, where they
correspond to the entries of C (cf. Section 6.3.2).

The isotropic description leads to the averaged directional strain energy density
W (n), visualized in blue in Figure 6.14. The red curves show W (n) computed
from Cytp, as listed in Tab. 6.3.

6.5.2 Anisotropic stiffness description

This section presents a homogenization method that accounts for the time-
dependent anisotropic stiffness state when numerically predicting PiD. The
goal is to accurately capture direction-dependent material properties, despite the
strand- and layer-combining nature of the finite element discretization. Within
this framework, the effective stiffness tensor C used in the path-dependent
material model (cf. Section 6.3.2) is determined. Its evaluation is based on the
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Figure 6.14: Directional strain energy density response derived from orthotropic and isotropic
stiffness tensor. The plots show W(n) = %(n ®n) : C: (n® n) evaluated
for all in-plane directions n in the XY, XZ, and YZ planes. Units are given in
MPa, corresponding to elastic strain energy density under unit strain in direction n.
(Reproduced from [2])

experimentally obtained orthotropic stiffness tensor Cortho (cf. Section 6.2.3.1).
First, the homogenization approach is introduced. The complete workflow is
then described, beginning with the analysis of the G-Code, followed by the
determination of local orientation states, and concluding with the assignment of
anisotropic stiffness tensors at the element level within the Abaqus simulation
environment. Finally, the methodology is validated using suitable reference
examples.

6.5.2.1 Homogenization approach?

To homogenize the resulting mesostructure, the orientation average scheme is
used in this work [153]. It is used to determine the statistical distribution of
the orientation of particles or fibers (e.g., in suspensions or composites) and to
derive effective macroscopic properties.

2 Verbatim reproduced section from [2], cf. footnote p. 127 for details.
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This approach is applied to the MEX process to determine the influence of
the process-typical complex and directional mesostructure on the macroscopic
properties of the additively manufactured component. The orientation formu-
lation is based on the following assumptions:

» The properties of the resulting material are considered as a function of
the spatial distribution and orientation of its phases (extruded strand and
air).

¢ Periodic mesostructures are assumed.

The orientation distribution function (ODF) f(x,p) is used to describe the
resulting mesostructures statistically [153]. This function represents a proba-
bility density. Its integration yields the probability of finding an extruded strand
aligned in the direction p at the spatial position x. f(x,p) is characterized by
the following properties:

f(x,p) >0,  f(z,p)=f(z,-p), [q f(x,p)dS=1.  (6.9)

The surface of the unit sphere is denoted by S? with the surface element d.S.

In a simplified form, the value of ODF f,(x,p,) represents the orientation
fraction of strand s in position & with orientation p,. In the context of MEX,
the orientation p, the position x, and the extrusion rate are given by the G-Code.
The function f,(x, p,) can therefore be defined as the volume fraction of strand
s with orientation p_ within a volume (e.g. finite element) at postion x. For a
total of N extruded strands contributing to the volume, this is expressed as:

Vs(z,py)
ZZ]'VII M(wapz)

where V; is the volume of strand s within the considered volume, and the

fs(x,p,) = (6.10)

denominator represents the total volume of all strands intersecting that volume.

Owing to the characteristics of the standard MEX process, the extruded strands
are confined to the x-y plane, with no out-of-plane (z-direction) orientation (see
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A.4 for a discussion on 3D deposition paths). For this planar orientation, each
state of orientation is described by the angle &, as illustrated in Figure 6.15.

Figure 6.15: Illustration of a deposited strand s with orientation angle £ within a finite element,
considered as the control volume for homogenization. (Reproduced from [2])

Therefore, the orientation vector p, of each strand s can be described as

Py cos(§)
Ps = |py = sin(f) . (6.11)
pZ S O S

The orientation space is therefore not a sphere, as in the case of arbitrary spatial
orientations, but rather a circle due to the restriction to the 1-2 plane.

An averaged description of the state of orientation can be obtained using ori-
entation tensors (OT), Where the second-order tensor A and the fourth-order
tensor A are used in practice [153]:

A= [s f(z,p)p®pdS,

(6.12)
A= [s f(z,p)pop@popdS.
The tensors must fulfill the following requirements:
A=AT, ttA=1, A=A (6.13)
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Using Equation 6.10, the orientation tensors A and A can be approximated by
the following normalized expression for a mesostructure with [V strands:

N
v,
A=) = | oD (6.14)

N
4= (=~ | wepopon. (6.15)
s=1 Zz Vi

Unlike the standard procedures used in most other process simulations (such as
injection molding), this procedure allows for the explicit calculation of the 4th-
order OT, rather than approximating it using a closure. This has the advantage
that uncertainties associated with the closure are not transferred to the effective
mechanical properties [235,236]. As the mesostructure within a given element
evolves during the printing process, the orientation tensors A (second-order)
and A (fourth-order) become time-dependent. They are therefore computed at
each time increment ¢;, based on the updated strand orientation at the end of
the increment.

To determine a valid macroscopic effective stiffness C of the additively manufac-
tured component, orientation averaging is performed over all strand directions
in the mesostructure. This approach is based on the orientation averaging
framework introduced by Advani and Tucker [153], which was originally de-
veloped for discontinuous fiber-reinforced composites. In the context of MEX
printing, the framework is adapted to account for the layer by layer nature of
the MEX mesostructure. A key characteristic of the MEX process is that the
third orthotropic material axis, es, is always aligned with the global build direc-
tion ([0,0,1] 7). As a result, the orientation averaging emphasizes the in-plane
variation of strand orientations, represented by the second- and fourth-order
orientation tensors A and A. The following derivation presents the orientation
averaging procedure specifically tailored to this MEX-specific case.
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The effective stiffness tensor C is defined as a Voigt-like average:

€= (C)s = | Clr)f(@.p)ds 6.16)

where C(p) is already an effective (homogenized) stiffness tensor associated
with strands oriented in direction p, and f(a, p) is the orientation distribution
function. The goal is to express C in terms of the orientation tensors and
material parameters:

C=f(A A D). (6.17)

The derivation begins with hyperelasticity theory, where stresses o are obtained
as the derivative of a strain energy density function w(e). For a linear stress-
strain relationship, the strain energy function w(e) must be quadratic in e:

a b c
w(e) 175%1 + *632 + *553 + deq1892 + ec11€33 (6.18)

2 2 2
+ feosess + 29553 + 2h5%3 + 2p5%2

with nine independent material coefficients a to p.

The symmetric dyadic product is used for the strain basis tensors:
K;; = %(ei®ej +e;®e;), (6.19)
which satisfies:
Oeij

Kij L€ = &gy, so that Kij = 8 . (620)
€
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From this, the stiffness tensor is:

C:= % = g—z =aK11 @ K11 +bK2 ® Koy + cK33® K33
+d(K11 @ Koz + Ko @ K1)
+e(K11® K33+ K33 ® K1)

+ [(K22 ® K33 + K33 @ Ka2)
+49Ko3 @ Koz +4h K13 ® K3

+4pK12 ®K12. (621)

The orthotropic basis vectors in the context of MEX, as shown in Figure 6.15,
can be defined:

cos(&) —sin(&) 0
er= |sin(§)| =p ey = | cos(&) | =p1 es= |0 . (6.22)
0 0 1

With Equation 6.19, this gives

pPRP PP, p®es
Kij=sym| [p, ®p p,®p, p, ®es| |- (6.23)
pP¥p pRp, e3®es

From these, the K;; tensors are constructed and averaged over the orientation
space. The results can be expressed in terms of the orientation tensors A and
A, along with the planar identity tensor 1 Pl — e? + €3, and the dyadic products
involving es. This leads to analytical expressions for the orientation-averaged
components (K ;; @ Ky;)s, as follows:

(K11 ® Ki1)s =p*®)s = A (6.24a)
(Kp@Kp)s=I"oI" -I"® A (6.24b)
—AQI" +A
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(K33 ® K33)s =(e3%)s = e3® (6.24¢)
(Ki1 @Ko+ K@ Kii)s =I"® A+ A®I" - 2A (6.24d)
(K112 Ksp3+ K3z Ki)s =A®es® +e? @ A (6.24e)
(Koy ® K33+ K330 Ko)s =I" ® 3% + 3% @ I" - (6.24f)

Apes® —e®® A
1 T
(K13 Kiz)s = (A Oe2® + (ADe2®) ™ (6.24g)
+e3®DA+ (e3204)™)
Ko Kp)s——(AOD + (A0 ' " (6.24h)
4
DA+ (I"DA) ") -4 (6240
1 T .
(K3 ® Kas)s = (IP1 Oe3® + (I"Oe3®) " (6.24))
T
— ADe§® — (ADe§®) "
+eOr + (220 "
— e§®DA — (e§®DA)TR>.
With Equation 6.14, Equation 6.15, Equation 6.21, and Equation 6.24, the
effective stiffness tensor C of the MEX-printed mesostructure can be expressed
as a function of the second- and fourth-order orientation tensors A and A.
The material-specific coefficients a to p in Equation 6.21 are obtained directly

from experimental characterization of the unidirectionally printed orthotropic
material, represented by the stiffness tensor Cotpo.
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6.5.2.2 Implementation?

The implementation utilizes custom-written Python scripts in combination with
Abaqus user subroutines to compute the evolving effective stiffness tensor C
within each finite element throughout the simulated process. This calculation is
informed by the local deposition of strands and their orientation vector p, which
changes as material is added layer by layer. The underlying input is standard
G-Code, as produced by conventional slicing software for material extrusion
processes. To extract the relevant sequence of deposition events, the G-Code
is parsed using the methodology introduced in Chapter 4, implemented in the
open-source software package pyGCD [213] (cf. Chapter 4).

An overview of the implemented workflow is given in Figure 6.16. Initial efforts
to reconstruct and map strand orientations within individual elements, which
form an essential prerequisite for calculating direction-dependent material be-
havior, were developed as part of a Master’s thesis [237] guided in the context
of this dissertation [238].

2 Adapted and partially verbatim reproduced from [2], cf. footnote p. 127 for details.
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Python steps '
G-Code file !

pyGCD [213]: Convert
G-Code to Event-Series.

. . Wextr
Processing Event-Series. 47/ (via pyGCD [213])

CSV-file:
Each line contains: ¢, z, [E-IDs], p, [lengths], [widths]

|

Processing CSV-file.

|

Abaqus file:
Each line contains: tinc, E-ID, Virac, Vall, P

Abaqus steps
Importing Abaqus file in each ¢
(via UEXTERNALDB).

!

Compute A, A, and C using
Equation 6.14, Equation 6.15,
Equation 6.21, and Equation 6.24

(via UMAT).

Figure 6.16: Flowchart of the implemented workflow for the computation of orientation tensors
A and A and the corresponding effective stiffness C in each element at every time
increment. (Reproduced from [2])
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Processing Event-Series? In the next step of the algorithm, the generated
event series is processed line by line. For each event, it is determined which
finite elements are intersected by the corresponding nozzle motion. Only move-
ments associated with material extrusion are taken into account. To minimize
computational effort, the centroids of all elements are organized in a kd-tree
structure, enabling an efficient search within the current nozzle height level.
This allows restricting the search to the eight elements surrounding the element
currently occupied by the nozzle, thereby significantly reducing the number of
intersection checks. The underlying search uses a k-nearest neighbor (kNN)
approach as a practical tool to achieve this efficiency. As a result, the algorithm
remains computationally efficient even for components with a large number of
elements. When analyzing nozzle motion within an element, several relevant
scenarios must be considered to accurately map the extrusion process onto the
mesh. The scenarios are listed below and illustrated in Fig. 6.17:

a) Both the start point (1) and the end point (2) of the nozzle motion lie
outside the element.

b) The start point (1) lies inside the element, while the end point (2) lies
outside.

¢) The start point (1) lies outside the element, while the end point (2) lies
inside.

d) Both the start point (1) and the end point (2) lie inside the element.
e) The extruded strand spans across two adjacent elements.

For each element in which a strand is deposited, the respective length of the
nozzle motion, the width of the deposited strand, and the orientation vector p
according to Equation 6.11 are also determined. For the width of the deposited
strand, pyGCD is used to calculate the average extrusion width from the G-
Code during the analyzed nozzle motion. The orientation is defined with regard

2 Verbatim reproduced section from [2], cf. footnote p. 127 for details.
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Figure 6.17: Representation of a nozzle motion (1 — 2) as it passes through elements. As well as
the considered scenarios for such a nozzle motion (a-e). (Reproduced from [2])

to the x-axis (1-direction). The information with the according Element-IDs
(E-IDs) are stored in a CSV-file for each motion. The structure is shown in
Figure 6.17. This information can then be used to calculate and interpret the
resulting orientation tensors at specific times during the process.

Processing CSV-file? The information in the CSV-file is further inter-
preted for use in Abaqus. For a given time increment ¢;,,. from the subsequent
process simulation, the algorithm evaluates how many strands with a certain
orientation p are deposited in which E-ID. For each time increment and each
element, the strands with the same orientation are grouped. In addition, their
volume fraction Vi, in the element and the total volume V,; deposited in the
element up to this time increment are stored in a file.

2 Verbatim reproduced section from [2], cf. footnote p. 127 for details.
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Importing Abaqus file? At the start of the process simulation, a user
subroutine UEXTERNALDB reads the file and stores the information in global
arrays. In this way, the file only needs to be read once per simulation.

Compute A, A, and C2 The material model used in the simulation (cf.
Section 6.3) is implemented as a user subroutine UMAT. Within this UMAT,
which is called for each integration point in each time increment, the information
in the global arrays is accessed. For each element, the orientation tensors A
and A are calculated here in each time increment using Equation 6.14 and
Equation 6.15. Equation 6.21 and Equation 6.24 then provide C. If no strand
is added to the element in the current time increment, A, A, and C are not
recalculated. C is then the starting point for the further material model, which
is described in Section 6.3.

6.5.2.3 Verification?

To verify the implemented workflow, a plate with dimensions of 27 mm Xx
27mm x 1mm and elements with dimensions of 9mm x 9mm x 1 mm is
analyzed. Based on the G-Code generated for each case, the Abaqus file was
created according to the procedure described in Section 6.5.2.2. The imple-
mented Abaqus subroutines were then used to calculate the orientation tensors
and volume fraction for the example geometry. An extrusion width of 3 mm
and different trajectories were considered to cover different cases, as illustrated
in Figure 6.18. The dimensions of the component and its discretization allow
an easy comparison of the volume fractions and a direct evaluation of the results
of the implemented subroutines.

2 Verbatim reproduced section from [2], cf. footnote p. 127 for details.
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pl
Trajectory: Ot Virac
0 1 000 033 0.66
27 mm |

Figure 6.18: Analyzed trajectories and the corresponding planar fractional anisotropy afrl and
volume fractions Vi, in the nine elements of the component used to verify the
implemented workflow from Figure 6.16 within Abaqgus. (Reproduced from [2])
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To verify the calculated orientation of each element, the planar fractional
anisotropy given by
8 1 Ap — AR

(6.25)
5 lAml

is used. Here A, is the planar fourth-order orientation tensor and Aiflo is its
isotropic fraction. This provides a scalar comparison value for the orientation
Here, af = 0 stands for planar isotropy in the x-y plane and af = 1 for
unidirectional orientation. Figure 6.18 shows the corresponding calculated
orientations and volume fractions in the nine elements of the component with
Abaqus. The results show that the resulting orientation and volume fraction
are correctly assigned to the individual elements for all cases described in
Section 6.5.2.2. The resulting volume fraction is easy to calculate, except for
the fourth case, and can therefore be easily checked. Since this is not the case in
the fourth case, the information on the volume fraction has been omitted here,
but checked by an analytical calculation using Python.

6.5.2.4 Numerical studies?

To analyze the resulting material orientation in additively manufactured compo-
nents during and at the time of completion, a plate measuring 48 mm x 48 mm x
2.4mm was examined. The component was sliced with three perimeters and
alternating 0° and 90 ° infill. The strand width was 0.4 mm and the height
was 0.2mm. To demonstrate the influence of the element size, hexahedral
elements with edge lengths of 0.6 mm, 0.8 mm, 1.2 mm and 2.4 mm in all three
spatial directions were examined. The following figures in this section show the
details of the plate with the respective discretization and the planar fractional
anisotropy afrl according to Equation 6.25.

Figure 6.19 shows the resulting orientation states at the end of the component
production. A visualization plot of the planar fourth-order orientation tensor A,

2 Verbatim reproduced section from [2], cf. footnote p. 127 for details.
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Figure 6.19: Visualization of the planar fourth-order orientation tensor A, at different locations
within the component. The component is discretized using elements with edge lengths
of 2.4 mm in all three spatial directions. The plot illustrates the in-plane orientation
of the material in the x-y plane, showing a uniform mesostructure in the center and
a pronounced alignment in the outer regions due to perimeters and turning points of
the extrusion. (Reproduced from [2])

using so-called HOME-glyphs [239] is shown for different locations within the
component. Itrepresents the in-plane orientation of the material in the x-y plane.
The a?rl of each element shows the uniformly distributed infill mesostructure
in the center of the component. Due to the element size, the "Perimeter"
and "Perimeter + Infill + Turning points" mesostructures are combined. The
visualization plots reveal a pronounced alignment of the material in the outer
areas of the component. This is due to the perimeters and turning points. Such
a prediction is plausible given the actual material orientation in the component.

Figure 6.20 shows the evolution of a?rl throughout the process time at different
points in the component. The progression of the orientation after printing the
first strand in the respective element is shown. It can be seen that although the
same material orientation is partially reached at the end, the orientation evolves
differently during the printing process. The time dependence of the material
orientation is due to the alternating infill. As a result, alternating orientations
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Figure 6.20: Evolution of afrl over the process time at different points in the component. The
component is discretized using elements with edge lengths of 2.4 mm in all three
spatial directions. The plots illustrate the evolution of the material orientation, show-
ing time-dependent variations due to alternating infill. The printing time for one layer
is approximately 200 s. (Reproduced from [2])

of the extruded material are added during the process until the element is com-
pletely filled with strands. These results show that the component has locally
different stiffness during the printing process, which affects the PiD. This study
demonstrates that the presented approach can capture the evolving material
orientation within an individual element, thereby representing a significant ad-
vancement beyond the fixed-orientation approach currently available in Abaqus.
To achieve an identical stiffness evolution (apart from the influence of perime-
ters and turning points) using the built-in method in Abaqus, the element height
would have to correspond to the layer height, which would drastically increase
the number of elements and computation time. The presented method therefore
offers a practical advantage by accurately representing evolving anisotropy even
with coarser meshes and, more generally, represents an advancement beyond
the state of the art in computational modeling of material orientation in MEX.

Figure 6.21 shows the influence of the element size on the change in material
orientation over time for the infill mesostructure. The element size affects the
local stiffness evolution during the process, as it determines how many layers are

168



6.5 Homogenization approaches considering the mesostructure

pl

0.5 a’fr 1

£10 510
B B

oo %5 09)

2 2

g 0.8 g 0.8
207 207

g g

S 06 S 06

g g

k) o

- 500 1000 1500 2000 - 500 1000 1500 2000

Process time tproc in s

=
b

Process time {proc in's

=]
L

. 1.
Frac. anisotropy afr in -
. pl.
Frac. anisotropy ag. in -
o
%

500 1000 1500 2000 0. 500 1000 1500 2000
Process time tproc in s Process time tproc in s

Figure 6.21: Influence of element size on the evolution of material orientation over time for the infill
mesostructure. Element sizes 2.4 mm, 1.2 mm, 0.8 mm and 0.6 mm are shown in
this order from top left to bottom right. The strand width was 0.4 mm and the height
was 0.2mm. The ratio of strand height to element height is what causes a? to

converge to a different value when the element edge length is 0.6 mm. (Reproduced
from [2])

combined within a single element. The study further reveals that the number of
layers per element, specifically whether it is even or odd, has a significant impact
on the resulting orientation distribution. When the element height is an even
multiple of the layer height and alternating infill patterns are used, each element
in the infill region tends to receive the same orientation. In contrast, for odd
multiples, alternating orientations are retained within the element layers. This
leads to a stepwise variation in stiffness between adjacent elements, which can
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in turn cause convergence issues in the simulation. Additionally, the variation
in resulting orientation decreases with increasing element size. When the infill
pattern remains constant across all layers, the resulting orientation per element
is unaffected by the element height.

The investigations in this section show that the presented methodology can
generally be used to represent local changes in the mesostructure, such as the
mesostructure categories introduced in Section 6.4. A smaller element size
allows a finer resolution of the different structures, however, an even number of
layers per element is recommended to avoid stiffness jumps. This is illustrated
again in Figure 6.22 for the element edge length of 0.6 mm. It can be seen
that the element size and the associated uneven number of layers in the element
result in different orientation states in the "Perimeter + Infill + Turning points"

region.
1
05 a1
|

Infill + Turning points

Infill Perimeter

Figure 6.22: Illustration of local mesostructure changes for an element edge length of 0.6 mm.
(Reproduced from [2])
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6.6 Experimental validation

6.6.1 Component design?

For the validation, a component geometry was chosen that leads to an expected
PiD and allows for a simple evaluation. The geometry is shown in Figure 6.23.
The trapezoidal cross-section, leads to residual stresses that cause the compo-
nent to bend around the y-axis when removed from the build plate. This bending
is the direct measure of the PiD.

< 24 ‘%) 9 100 N
7I 7] y z

10 X

Figure 6.23: Geometry and dimensions of the validation componentin mm. (Reproduced from [2])

6.6.2 Experimental tests
6.6.2.1 MEX process design?

The Ultimaker 2+ from Ultimaker was used to produce the components in this
work. The Ultimaker has a heated printing bed. The standard glass printing bed
has been replaced with an unused FilaPrint permanent printing bed to ensure the
most reproducible adhesion possible. The nozzle has a diameter of 0.4 mm and
a print resolution of 200 pm. The print bed was leveled with three adjustment
screws. The slicer and printer settings listed in Tab. 6.4 were selected based
on printing studies to achieve a consistent and reproducible mesostructure. To
investigate the influence of the trajectory on the PiD, an infill with orientation

2 Verbatim reproduced section from [2], cf. footnote p. 127 for details.
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of 0° or 90 ° to the x-axis was selected. The components with the selected fill
orientation are shown in Fig. 6.24. For each configuration, three components
were printed and measured.

Table 6.4: Slicer and process parameters selected. [2]

Process parameter Value Unit

Nozzle temperature 7y 220 °C
Bed temperature Theq 40 °C

Layer height lheignt 0.2 mm
Extrusion width ewigin 0.4 mim
Infill Density 100 %
Print speed vprin 50 mm/s

00 Infill

I Perimeter
y

Figure 6.24: Cross section of the trajectory of the validation components with an infill density of
100 % with 0 °© and 90 © orientations to the x-axis in orange and one perimeter in red.
(Reproduced from [2])
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6.6.2.2 X-Ray computed tomography (UCT)?

The validation components were scanned using a YXLON CT precision pCT
system from Yxlon International CT GmbH in Hattingen, Germany. This sys-
tem features a nm-focused X-ray reflection tube with a tungsten target and a
high-resolution PerkinElmer Y.XRD1620 flat image detector with 2048 pix-
els x 2048 pixels. The scan parameters are listed in Table 6.5. The contour of

Table 6.5: Scan parameters for pCT scans of the validation components. [2]

Scan parameter Value Unit
Voltage 140 kV
Current 0.25 mA
Voxel size 65.84 pm
Line binning parameter 2 -

Number of projections 3000 ms

Exposure/Integration time 1000 ms

each specimen was determined from the corresponding scans and exported as
an STL file.

6.6.2.3 Experimental results?

The measured curvature on the underside of the component was evaluated using
a specially developed Python tool. Within this tool, the scanned 3D surface
model in STL format is first loaded to analyze the deformation along a defined
path on the component (red path in Figure 6.25a). An equidistant point path
is generated between a start and end point in space, and the points are then
projected onto the nearest points on the component surface using a k-d tree
for nearest neighbor search (cKDTree). The projected path points obtained in

2 Verbatim reproduced section from [2], cf. footnote p. 127 for details.

173



6 MEX process simulation and prediction of process-induced deformation considering the
process-characteristic mesostructure

—— Experiment - 0°
g 0.0 —— Experiment - 90°
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Path in mm

(a) (b)

Figure 6.25: (a) Validation component measured using pCT, with the evaluation path highlighted
in red. (b) Mean curvature and minimum and maximum values of the underside of

the component for specimens printed with 0 © (green) and 90 © (orange) infill angle.
(Reproduced from [2])

this way form the basis for the quantitative evaluation of the local deforma-
tions along the path under consideration. The results, shown in Fig. 6.25b,
include measurements at both 0 ° and 90 ° infill angles. The mean of the three
measurements and their scatter are presented, revealing a reproducible PiD. A
significant influence of the selected trajectory, shwon in Fig. 6.24, on the PiD

can bee seen: At 90 ° infill angle, a lower PiD occurs compared to the 0 © infill
angle.

6.6.3 Sensitivity analyses for parameter identification

6.6.3.1 Time increment 2

To evaluate the effect of the time increment ¢;,,. on the resulting component
deformation, the increment was varied as shown in Figure 6.26. Figure 6.26a

2 Verbatim reproduced section from [2], cf. footnote p. 127 for details.
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shows the temperature curve over the entire process chain. The initial temper-
ature of 220 °C is followed by the period during which the material is heated
and cooled during the process. After the printing process (after about 3200 s),
the cooling on the printing plate follows. The time increment mainly affects
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Figure 6.26: Temperature profiles over time in the center of the component for various time incre-
ments. (Reproduced from [2])

the temperature curve during printing immediately after the elements are ac-
tivated. Figure 6.26b illustrates this range. Here it can be seen that the time
increment influences the maximum temperature during reheating: the smaller
the increment, the higher the temperature reached. As the increment increases,
the process-typical temperature curve is no longer accurately represented. From

a certain increment (here t;,. = 100s) the typical temperature peaks no longer
occur.

The thermomechanical simulation based on the corresponding thermal simula-
tion results in the deformations shown in Figure 6.27. The curved progression of

the PiD is predicted with all selected ¢y, but the predicted PiD is overestimated
for larger tic.

Figure 6.28 provides an overview of the influence of time increment size on
the computational effort and on the deformation results to enable an efficient
numerical prediction. All simulations were conducted on the same workstation
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Figure 6.27: Predicted deformation in the z-direction for various time increments. (Reproduced
from [2])

equipped with an AMD Ryzen Threadripper PRO 3975WX CPU @ 3.50 GHz
and 32 GB of RAM. Each simulation was executed using 4 CPU cores. This
setup ensures consistent computational performance across all cases. Fig-
ure 6.28a shows the total computation time required for each discretization as a
function of the time increment. Figure 6.28b shows the maximum deformation
versus the time increment, with the data points color-coded according to the
required computation time. The predicted maximum PiD generally decreases
with a smaller time increment. This trend continues down to ¢;,. = 58, below
which the results begin to fluctuate. At the same time, the computational cost
rises significantly for smaller increments. For example, the simulation with a
tinc = 1srequired a total CPU time of 500 hours. To compare with experimen-
tally measured deformations, a simulation with a time increment of ¢;, = 5s
was selected as a compromise between numerical accuracy and computational
efficiency.

6.6.3.2 Vitrification temperature 7.,

As described in Section 6.3.2.2, two approaches were used to define the vit-
rification temperature 74,: Approach A identifies 75, as the turning point
in the storage modulus curve, whereas Approach B defines it as the midpoint
of the softening range. The following analyses illustrate the influence of these
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Figure 6.28: Maximum predicted deformation for different time increments. The required com-
putation time is color-coded. a) The inactive elements follow the deformation of the
active elements. b) The inactive elements do not follow the deformation of the active
elements. (Reproduced from [2])

different definitions on the predicted PiD. Figure 6.29 shows the predicted PiD
at an infill angle of 0° for different 7%, values. A clear influence of Ty,
on deformation is evident. A comparison with the measured PiD (shown in
gray) reveals that Approach A significantly underestimates the PiD. However,
Approach B can quantitatively predict deformation when the lower limit of the
softening range is defined as the temperature at which 20 % of the maximum
absolute value of the derivative dE’/dT is reached.

The pronounced sensitivity of the material model to temperature can be ex-
plained using Figure 6.30. It illustrates the typical temperature curve at the
center of the component throughout the process. The temperature fluctuates
within the softening range around 7%;,. Consequently, the abrupt change in
stiffness and sudden stress relaxation assumed in the model have a particu-
larly strong effect. At a low Ty, as in approach A, the threshold value is
exceeded during the final local heating, causing the viscoelastic stresses to relax
completely. At higher Ty, the temperature permanently remains below the
threshold value from a certain point in time, so no further stress relaxation
occurs. This results in higher residual stresses in the final component and a
stronger predicted PiD.
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Figure 6.29: Comparison of the predicted PiD with experimental data (gray) at a fill angle of
0° using different definitions of the vitrification temperature Ty, 7Tyitr was de-
termined according to Approach A (green) and Approach B (orange) as defined in
Section 6.3.2.2. Approach A identifies 7%, as the turning point in the storage mod-
ulus curve, whereas Approach B defines T+t as the midpoint of the softening range.
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Figure 6.30: Temperature curve in the center of the component with colored softening area and
Tyity values plotted according to approaches A and B (cf. Section 6.3.2.2).

The investigations show that the quality of the PiD prediction using the path-
dependent material model is significantly affected by the choice of the Ty,
parameter. This is particularly evident when the average temperature during
the printing process falls within the softening range. In these cases, selecting a
specific Ty, value may result in an underestimation of the residual stresses and,
consequently, of the PiD. Under different process conditions, such as a higher
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building plate temperature, this influence may be less significant. However, a
general underestimation of the resulting residual stresses is still possible.

Therefore, it should be noted that the model’s assumption of full stress relaxation
when T3, is exceeded is not applicable to MEX process simulations with PLA.
Despite the significantly decreased stiffness and short relaxation time above
Tyitr, numerical investigations show that viscoelastic stresses remain in the
material. This could be due to the high cooling rates in the process resulting
in a very short time above T%i,. Thus, the stresses do not fully relax despite
the short relaxation time. This explains why the simplified, path-dependent
material model underestimates the resulting residual stresses in this case.

Since this work focuses on the resulting mesostructure within the process sim-
ulation rather than precisely modeling PLA’s material behavior, the abovemen-
tioned simplification and its limitations are accepted. To validate the developed
models, the temperature at which 20 % of the maximum absolute value of the
derivative dE’/dT is reached is used as the lower limit of the softening range
for the remainder of this work. 7%, is defined as the midpoint of this softening
range (Approach B — 20 %).

6.6.4 Validation results?

Figure. 6.31 shows the experimentally determined and numerically predicted
PiD for infill angles of 0° and 90°, calculated using both the anisotropic
(solid line) and isotropic (dashed line) approaches. For both infill orientations,
the qualitative progression of the deformation is captured accurately, with a
considerably larger PiD observed for 0 © than for 90 °. The anisotropic approach
achieves good quantitative agreement, particularly at 0 °. For 90 °, the PiD is
slightly overestimated. The prediction inaccuracy, especially for 90° fillings, is
primarily due to the selected material model, which significantly simplifies the

2 Verbatim reproduced section from [2], cf. footnote p. 127 for details.
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relaxation processes. Note that the maximum deformation is also influenced by
the selected T3y
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Figure 6.31: Comparison of experimentally determined and numerically predicted deformation
in green using the presented anisotropic and isotropic approaches. (Reproduced
from [2])

Compared to the anisotropic model, the isotropic approach underpredicts the
deformation at 0° by approximately 4 % and overpredicts it at 90 ° by about
16 %. This highlights the importance of incorporating orientation-dependent
mechanical properties into the simulation. The differences between the two ap-
proaches can be explained as follows: The deformation observed in the isotropic
model arises from variations in the timing and spatial distribution of material
deposition. These differences lead to distinct thermal histories and, conse-
quently, to infill-dependent deformation, even when mechanical anisotropy is
not considered. The anisotropic model additionally accounts for the orientation-
dependent stiffness introduced by the deposition path.

For an infill angle of 0 °, the strands are aligned along the x-direction, resulting
in increased stiffness in that direction. This increased stiffness is explicitly
captured in the anisotropic model, whereas it is averaged out in the isotropic
model. As a result, thermal expansion leads to higher residual stresses in the
anisotropic model during cooling, which in turn cause larger deformations. In
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contrast, for a 90 ° infill, the isotropic model overestimates the stiffness in the
x-direction, leading to an overprediction of deformation.

These findings highlight the importance of incorporating deposition-induced
material anisotropy when aiming to reliably predict process-induced defor-
mation, especially in materials with high thermal expansion coefficients or
pronounced direction-dependent behavior.

6.7 Summary and conclusion

This chapter presents a comprehensive simulation framework for predicting PiD
in MEX manufacturing. The framework focuses on the evolving mesostructure
and its influence on local mechanical behavior. The approach integrates a
sequentially coupled thermomechanical simulation in Abaqus, a path-dependent
material model, and a novel orientation-based homogenization method. This
method accounts for the resulting anisotropic stiffness from the deposition
process.

A central contribution of this work is explicitly considering the local mesostruc-
ture and its temporal evolution during the printing process. Unlike previous
approaches that often assume homogeneous or isotropic material behavior, this
methodology reconstructs the nozzle’s actual trajectory from G-Code and maps
the orientation of the deposited strands onto the finite elements. This allows for
the dynamic computation of orientation and effective stiffness tensors at each
time increment, enabling the simulation to reflect the spatially and temporally
varying mechanical properties of the printed component.

To identify the mesostructure-dependent mechanisms that significantly influ-
ence PiD and must therefore be considered in material modeling, extensive
experimental investigations were conducted. Tensile tests, DMA, TMA, and
DSC were employed to characterize the thermomechanical and kinetic behav-
ior of MEX-manufactured PLA structures under process-relevant conditions.
The results of these experiments revealed the strong temperature dependence
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of stiffness near the glass transition, isotropic thermal expansion during manu-
facturing, anisotropic expansion due to strand orientation during annealing, and
limited crystallization during printing. These findings informed the selection
and parameterization of the material model, clarifying which effects could be
neglected and which must be explicitly modeled.

Experimental validation of the predicted PiD, based on pCT-scanned com-
ponents, confirmed the simulation framework’s predictive capability. The
anisotropic modeling approach exhibited significantly greater alignment with
measured deformations than the isotropic assumption, especially for directional
infill patterns. These results demonstrate that local variations in stiffness caused
by the mesostructure have a measurable impact on the resulting PiD and must
be considered for an accurate simulation.

Sensitivity analyses revealed that the accuracy of the simulation depends heav-
ily on the time increment chosen and how T, is defined. The path-dependent
material model assumes full stress relaxation above 7%;t,, which can result in
an underestimation of residual stresses and PiD if T3¢, is not chosen carefully.
Therefore, while the path-dependent model is practical and computationally
efficient, it is not universally applicable. A more advanced viscoelastic ma-
terial model that better captures time-dependent relaxation behavior would be
beneficial for future work.

In conclusion, this work establishes a robust and extensible simulation frame-
work that captures the interplay between process parameters, mesostructure
evolution, and mechanical response in MEX. The methodology integrates ex-
perimentally informed material behavior and a physically motivated homog-
enization approach to enable more accurate, structure-aware predictions of
residual stresses and deformation. This framework is a valuable foundation for
process optimization and component design.
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A submodeling approach for
efficient prediction of local
temperature profiles in
component-scale additive
manufacturing?

Outline

Chapter 7 addresses objective O-4 by coupling finely resolved FE-
models (mesoscale) with process simulations of entire components
(macroscale). The presented methodology is based on the general sub-
modeling methodology. Section 7.1 outlines the necessary modeling
steps to apply the methodology to the material extrusion process. In
Section 7.1.4 the process parameters and material modeling of the PLA
used as an example application are presented. These are required for
numerical verification in Section 7.4 and experimental validation in Sec-
tion 7.5. Section 7.3 presents a sensitivity analysis of the mesh size and
time increment for the most accurate prediction of the temperature his-
tory.

Extracts from Chapter 7 have been previously published in [4], © CC BY 4.0, i.e. Felix Frolich,
Lukas Hof, Clemens Zimmerling, Florian Wittemann, Luise Kirger. A submodeling approach
for efficient prediction of local temperature profiles in component-scale additive manufacturing.
The International Journal of Advanced Manufacturing Technology, 136(3):1561-1576, 2025 -
Reproduced sections are marked with *.
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component-scale additive manufacturing

7.1 Submodeling methodology*

7.1.1 Submodeling concept*

The FE software Abaqus and its plug-in for modeling additive manufacturing
processes are used for simulation. Element activation according to a given
trajectory enables the modeling of material extrusion. A predefined initial
temperature of an element represents the extrusion temperature. In addition,
the plug-in considers continuously changing surfaces with advancing element
activation and the associated convection and radiation.

The high cooling rates described in the literature [37] and the comparatively low
thermal conductivity of thermoplastics indicate that cooling effects such as free
convection and radiation are mainly responsible for the local temperature profile
during MEX. This paper presents a method based on the submodeling approach
with time-dependent boundary conditions, which allows modeling only a small
volume around an area of interest to predict the local temperature profile.
This allows a finer spatial and temporal resolution and thus a more accurate
representation of the local temperature profile. The fundamental principle
behind submodeling is the Saint-Venant principle [240], according to which
local effects diminish with distance. Thus, the prediction uncertainty should
be sufficiently small if boundary conditions and the size of the submodel are
defined appropriately.

Figure 7.1 schematically shows the submodeling approach: To predict the
temperature profile at a given point on the component as accurately as possible,
only a section is simulated. This section represents the submodel. While
the entire component is discretized in a state-of-the-art process simulation and
thus represents the domain to be solved, the submodel approach models only
a smaller area around the area to be investigated. There are no elements
in the region outside the submodel. The submodeling method follows the

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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7.1 Submodeling methodology

approach that the modeling of the printing process for the small submodel is, in
terms of the printing time and trajectory, the same as for the entire component
modeled. The elements within the submodel are thus activated at the same
time as the elements would be activated at the corresponding location during
the simulation of the entire component. The local process conditions at the
domain boundaries of the submodel are derived from an upstream simulation
of the entire component with a coarser discretization. Suppose the temperature
profile is to be predicted at a point near the component’s boundary. In that case,
these boundary effects, such as heat exchange with the air or the build platform,
are also modeled within the submodel.

Component
8 =
—
OQ@% 6\\\

¢ C,OQ
g
=
8
5]
Q.
5
=

Submodel

Time

Figure 7.1: Schematic representation of the submodel approach: To predict the temperature profile
at a certain point on the component as accurately as possible, only a small section is
simulated. This section represents the submodel. The local process conditions are
derived from an upstream process simulation of the entire component. (Reproduced
from [4])
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7.1.2 FE process modeling approach and gouverning
equations*

The governing equation for thermal modeling is the heat balance equation in
combination with the generalized Fourier equation [241]. It can be formulated
as the weak form by multiplying a test function 67, integrating over the domain
Q, and applying the chain rule and the divergence theorem,

/ pcp%—z;ST dV = — / (RVT) - (VOT)dV — / s0T dA, (7.1)
Q Q T'o

where 7' is the temperature, ¢ is the time, p is the material density, c, is
the heat capacity,  is the thermal conductivity tensor, and s is a surface
flux at the boundary I'o. The nabla operator V express the gradient. The
domain €2 changes continuously as the printing process progresses, resulting in
a continuously changing domain boundary I'o. Heat flow source terms such as
those caused by crystallization effects are not taken into account here.

In a process simulation of the entire component, the heat flow s can be formu-
lated by
§ = Sconv T Srad + Shp- (72)

Sconv describes the heat flux caused by free convection defined as

Sconv — hconv (T - Tamb)a (73)

with ambient temperature 7,,,, and the convection coefficient hcony. Srad
describes the heat flux by radiation, defined as

svad = 0€(T" = Thy), (7.4)

amb

with Stephan-Boltzmann constant o, and emissivity coefficient e. sy, describes
the heat flux into the component due to the heat of the build platform.

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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The smaller domain €g,3, of the submodel implies a change in the surface flux
s. The heat flux into the system through the build platform is not present in
the submodel. The convection and radiation of the free surfaces at the printing
front within the system are still present. In addition, there is a heat flux sgc(’jf;i
across I'p from the submodel into the surrounding printed structure. Thus, the
heat fluxes across I'p of the submodel is given by

d
S = Sconv + Srad + Sf)?)rlly . (75)

7.1.3 Boundary conditions of the submodel*

The geometry of the submodel is defined as a cuboid volume around the area of
interest (in this case the center point CP). This allows the boundary conditions to

be defined individually for each surface of the submodel. In this work, different
cond
poly

compared. These methods include adiabatic conditions (s;‘;ﬂ‘f = 0), uniform

and constant Dirichlet boundary conditions (T;OI;St), and uniform and time-

boundary conditions to represent the heat flow s over each surface are

ol

dependent Dirichlet boundary conditions (Tpo1y(t)). Figure 7.2 shows the
defined boundary conditions at the domain boundaries at the CP printing time.
The left side of the figure shows an additively manufactured cube modeled
according to the state-of-the-art. The entire cube represents the domain and is
therefore filled with elements. The cooling effects are defined by convection
Sconv and radiation s;,q over all domain boundaries and the resulting free
surfaces within the domain. The heat flow through the heated build platform
snp 18 implemented by a Dirichlet boundary condition. The right side of
the figure shows the modeling with the submodeling method. Here, only
a certain area around the CP is filled with elements, which represents the
model domain. The domain boundaries to the surrounding polymer, where the
boundary conditions are defined, are shown in red. Inside the domain, heat

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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Figure 7.2: Schematic representation of the defined boundary conditions for modeling according
to the state-of-the-art (left) and with the submodeling method (right). (Reproduced
from [4])

flows result from convection s.o,, and radiation s,,q over the free surfaces
occurring during the process (shown in blue).

In the actual process, the polymer temperatures Ty,o1y (£, 2, y, 2) vary with loca-
tion and time along the submodel boundaries. However, this work aims for the
simplest possible submodeling, so these location dependencies of the Dirichlet
boundary conditions are ignored. The recommended procedure for determining
these conditions involves an upstream process simulation of the entire compo-
nent, which provides the temperatures for each submodel surface. A coarser
discretization can be used for this simulation.

The temperatures are determined as shown in Figure 7.3 for the y and z surfaces:
TV oo Toorys Too, and T2 . The constant Dirichlet boundary condition 73501t
is defined as the temperature at the time of printing the layer containing the CP.
These temperatures are measured at points marked in Figure 7.3, at a distance
from the CP equal to half the submodel edge length. The time-dependent
Dirichlet boundary condition T}y (%) is defined as the temperature evolution at
these points. For the upstream simulation, a time increment t;,. can be chosen
so that one complete layer is activated per step. The element height equals the

strand height, and the element width equals the strand width sy;qq Or a multiple
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tine = tlayer

Figure 7.3: Schematic representation of the method for determining the time-dependent Dirichlet
boundary condition T},01y (%) from an upstream process simulation of the entire com-
ponent with low computational effort. (Reproduced from [4])

thereof, ensuring that the nodes of the component simulation and the submodel
boundary overlap. Linear interpolation between the specified time-dependent
temperature values is used for the submodel simulation.

7.1.4 Time discretization*

With the submodeling approach presented here, a high temporal resolution is
only required when strands are deposited within the submodel. At times when
no elements of the submodel are activated, i.e. other areas of the component
are being printed, the heat input into the center is very low and the cooling
rates to be recorded are smaller. Therefore at these times t2% >> ¢ can be
selected. A transition region is defined in which no elements of the submodel
are activated, but small #"" are still defined (marked orange in Figure 7.4).
This allows the cooling rates immediately after leaving the virtual nozzle of
the submodel to be taken into account and a single increment (n¢,,. = 1) to be
defined until the nozzle re-enters the submodel. The 77,1, Dirichlet boundary

condition ensures that when the nozzle re-enters the submodel (i.e., elements are

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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Figure 7.4: Illustration of the defined time increment ¢;,, within the submodel (green) with ¢, =

tfr?é’ and for the time when the filament would be deposited outside the modeled

domain. Here, the ¢;,,. for a given time (orange) corresponds to the increment within
the submodel tf’ﬁlct = tlsr‘llg The remaining time (black) is defined by one increment
(nt;,. = 1). (Reproduced from [4])

reactivated and thermal energy is introduced into the system), the temperature
distribution in the real component matches the real process conditions. This
makes the required computation time of the new method independent of the
size of the entire component.

190



7.2 Process and material for method verification and validation

7.2 Process and material for method
verification and validation?®

Process The Composer A4 made by Anisoprint was used to manufacture
the validation components. The nozzle used has a diameter of 0.4 mm. An
extrusion width of 0.45 mm is specified in the slicer. The slicer-specific overlap
of the individual strands, the width of the component, and the trajectory used in
this work result in a strand width syiq¢n Of approximately 0.41 mm, as shown in
Table 7.1. The slicer and printer settings shown in Table 7.1 were chosen for the
experiments as well as the simulations. The fan was switched off and the build
chamber was open due to the need to insert the thermocouples. To measure the
room temperature R7T', a thermocouple was attached to the build platform so
that the measurement point was at the height of the printed component. The
average of the five measurements of the room temperature was RT" = 28.47 °C.
The higher temperature compared to the lab temperature is due to radiant heat
from the build platform.

Table 7.1: Slicer and process parameters selected for the manufacturing of all specimens. [4]

Process parameter Value Unit
Nozzle temperature T 212 °C
Bed temperature T, 55 °C
Layer height l,eignt 0.2 mm
Extrusion width ewiqtn 045 mm
Strand width Swiqtn 041 mm
Infill printing velocity vinsn 50 mm/s

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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Material In this work, the mesostructure is modeled homogenized. The
individual strands and the process-typical voids are therefore not explicitly
modeled but combined to form a homogenized region. The given mate-
rial properties thus also represent homogenized values of the process-typical
mesostructure: The density ppr,a = 1208kg/m3 of the PLA structure pro-
duced using the process parameters from Table 7.1 was measured accord-
ing to the Archimedean principle using the ME-DNY-43 density meter and
the ME204T/00 analytical balance from Mettler Toledo. The anisotropic
thermal conductivity & of the printed structure with unidirectional material
orientation is set to k; = 0.195W/(m-K), x, = 0.135W/(m - K) and
Kk, = 0.181 W/(m - K) according to Elkholy et al. [64]. The temperature-
dependent specific heat capacity ¢, (1) was determined using Differential Scan-
ning Calorimetry (DSC) and is shown in Figure 6.7.

7.3 Mesh size and time increment?

To predict the temperature history as accurately as possible, the mesh size and
the selected time increment ¢, are crucial. This section therefore presents
a sensitivity analysis to identify the required mesh size and ¢j,.. The study
includes the accurate prediction of the temperature gradient within a strand as
well as the requirement for a steady curve of temperature history.

Mesh size. To quantify the required number of elements within a strand not
only to the strand width (y-direction) and height (z-direction) but also along
the extrusion direction (x-direction), a unit cell is introduced, as shown in
Figure 7.5. Its width and height are equal to the strand width syiq¢n and height
Gheight> and its length in the extrusion direction is equal to syiq¢n. This allows
a minimum number of elements to be defined for all axes. Figure 7.5 shows
examples of meshing concerning the edge lengths of the unit cell. To investigate

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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1 element 2 elements 4 elements 6 elements

Figure 7.5: Introduced unit cell to quantify the required number of elements within a strand in
terms of strand width (y-direction), strand height (z-direction), and extrusion direction
(x-direction) (top). Below are examples of meshing about the edge length of the unit
cell. (Reproduced from [4])

the sensitivity of the element size to the temperature gradient, a single strand
deposited on the heated build platform is considered. This represents the
extreme case in terms of the temperature gradient. The process parameters
listed in Table 6.4 were used for the simulation studies. As shown in Figure 7.6,
the temperature profile along the height of the strand (z-direction) as well as the
width of the strand (y-direction) at the time of deposition (1) and at the same
time 10 mm behind (2) are determined to evaluate the spatial discretization. In
the x-direction, the temperature profile along the top of the strand is shown.
The t;,c was chosen as a function of the element size in the extrusion direction
(x-direction), resulting in one element being activated in the x-direction per tiy..
Figure 7.7 shows the percentage deviation of the different discretizations from
the finest discretization of 10 elements per edge length of the unit cell, averaged
over all nodes along the respective path. Based on the average deviations, two
elements per unit cell along the extrusion direction (x-direction) are considered
sufficient. However, at least four elements are required along the height and
width of the strand.For the process parameters used in this work, the elements
therefore have the edge lengths I, = 0.205mm, [, = 0.1025mm and [, =
0.05 mm.
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Figure 7.6: Results of the mesh analysis of the spatial discretization on the temperature distribution
within a deposited strand. Performed with 1, 2, 4, 6, 8, and 10 elements per side length
of the unit cell and evaluated immediately after element activation (point 1), shown in
(c) and (d), and 10 mm afterward (point 2), shown in (e) and (f). (Reproduced from [4])
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Figure 7.7: Percentage deviation of the different discretizations concerning the finest discretization
of 10 elements per edge length of the unit cell. Averaged over all nodes along the
respective path. Performed with 1, 2,4, 6, 8, and 10 elements and evaluated immediately

after element activation (point 1), shown in (c¢) and (d), and 10 mm later (point 2), shown
in (e) and (f). (Reproduced from [4])
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Time increment. To demonstrate the required ¢, four 20 mm strands were
placed side by side and on top of each other on a heated build platform. Four
elements were selected for each edge of the unit cell. Figure 7.8 shows the
temperature profile in the center of the resulting 2x2 strands component for
different ¢;,.. In addition to the ¢;,. that results in the activation of one element
along the extrusion direction per tj,. (1 element in x-direction), a smaller (1/2
element in x-direction) and a larger t;,,. (2 elements in x-direction) were selected.
Figure 7.8 b) shows that if ¢;,,. is selected so that an element row is only activated
every second increment, the temperature profile does not show the typical
continuous curve. If several element rows are activated per tiy., the temperature
peak is slightly underestimated. However, the analysis shows that such larger
time increments can also be selected for an accurate representation of the
temperature profile. Since this work focuses on the most accurate representation
of the history, a ti,. is selected as dependent on the element size along the
extrusion direction so that one element row is activated per increment and thus
the continuous extrusion process is mapped as realistically as possible.
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Figure 7.8: Temperature profile at a point in the filament from the time of its activation with three
different time increments: ¢, set to activate two rows of elements per increment (¢,
= 2 element in the x-direction), ¢j,c set to activate exactly one row of elements (¢iyc
= 1 element in the x-direction), and ¢, set to activate one element every second
increment (i = 1/2 element in the x-direction) (a). Close-up for a more detailed
comparison of cooling rates and temperature (b). (Reproduced from [4])
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7.4 Numerical verification?

7.4.1 Model setup*

To verify the numerical principle, a heat transfer analysis of the additive man-
ufacturing of a cube, as introduced in Section 7.1, is performed as a generic
component. A unidirectional trajectory as shown in Figure 7.9 is used. A

m

Figure 7.9: Cube as a generic component, with edge lengths (left) and the orientation of the
unidirectional trajectory (right). (Reproduced from [4])

cuboid-like submodel as shown in Figure 7.2 is modeled around the center
point (CP) of the component. The error can be estimated by comparing the
temperature curves in the CP. Models with different edge lengths and corre-
sponding boundary conditions are compared to evaluate the necessary size of
the modeled volume of the submodel.

The small dimensions of the component allow a temporal and spatial dis-
cretization as in the submodel according to the sensitivity analysis presented in
Section 7.3. This ensures that the temperature profile is predicted as accurately
as possible, even in the state-of-the-art simulation of the actual component. In
this way, the novel submodeling approach can be verified numerically. The

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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process parameters used for the simulation can be found in Table 6.4. The con-
vection coefficient is set t0 heony = 8 W/ m?-K and the emissivity coefficient
is set to € = 0.97 according to [196]. Linear isoparametric 3D elements with 8
heat transfer nodes (DC3D8) are used.

7.4.2 Temperature prediction accuracy*

Figure 7.10 shows the calculated temperatures 7'(t) at the CP for both the
fine-mesh process simulation (gray) and the submodel with twelve times the
extrusion width (4.88 mm) as length under different boundary conditions. The
adiabatic boundary condition results in the green curve, the constant Dirichlet
boundary condition in the blue curve, and the time-dependent Dirichlet bound-
ary condition in the red curve. Temperature fluctuations are due to renewed
heat input from nearby deposited strands. The lower part of Figure 7.10 shows
the temperature deviations AT at the CP over time.

The adiabatic boundary condition significantly overestimates the temperature,
as no heat can dissipate beyond the submodel’s boundaries. The Dirichlet
boundary conditions predict the temperature similarly to the simulation of the
entire cube, especially immediately after the CP is printed.

The constant Dirichlet boundary condition overestimates the temperature for
the later process stage. This is because the surface of the submodel cool down
during the process after printing the CP, which the constant boundary condition
does not account for as opposed to the time-dependent one. The initial overesti-
mation of the temperature and the subsequent underestimation of 7" when using
time-dependent Dirichlet boundary conditions is due to their uniformity.The
boundaries of the submodel, extruded before the activation time of the CP, actu-
ally have lower temperatures than specified by the selected boundary conditions.
The temperatures inside the submodel are therefore overestimated immediately
after extrusion. The reverse effect at the later printed domain boundaries leads

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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Figure 7.10: Calculated temperatures 7'(t) at the CP of the state-of-the-art process simulation
(cube) and the submodel with an edge length of 4.8 mm and different boundary
conditions at its surfaces: Adiabatic boundary condition in green, constant Dirichlet

boundary condition TSgl"St' in blue and time-dependent boundary condition T},01y (t)
in red. The lower part sl){ows the deviation of the submodel temperatures A7 from

the calculated temperature curve. (Reproduced from [4])

to an increasing underestimation of the temperature since a location-dependent
consideration of the Dirichlet boundary conditions would predict higher tem-
peratures. However, the error does not grow infinitely but is limited by the
choice of the Dirichlet boundary conditions Tpo1y (2).

The time-dependent Dirichlet boundary condition provides the most accurate
temperature curve and is recommended and used to validate the method.

7.4.3 Required submodel size*

Figure 7.11 shows the AT of submodels of different sizes with time-dependent
Dirichlet boundary conditions compared to the state-of-the-art simulation. On
average, the initial overestimation and subsequent underestimation of the tem-
perature described above can be seen for all sizes. In addition, the deviations

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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increasingly fluctuate around the mean for smaller submodel sizes. This is due
to the increasing negative influence of the chosen boundary conditions on the
cooling rate and the resulting temperature peaks in the CP. The comparison
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Figure 7.11: AT of submodels of different sizes. (Reproduced from [4])

of the computation time between the entire cube and the submodel with the
upstream coarser simulation shows that the submodeling approach achieves a
reduction of more than 98 %. All simulations were performed on 16 cores. The
time advantage increases with larger components, since the required computa-
tion time of the submodel is independent of the component size.
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7.5 Experimental validation®

7.5.1 Experiment*

For experimental validation, the temperature profile during the printing of a
component was measured using Type K thermocouple sensors with a diameter
of 0.07 mm. Due to the small size of the deposited strands, the exact placement
of these sensors strongly influences the error of the measurements. Therefore,
a component geometry was chosen that minimizes the sources of error. The se-
lected geometry with the indicated trajectory is shown in Figure 7.12. To place
the sensors, channels with the height of a layer were provided. This allows
the sensor to be placed in the same position as reproducibly as possible and
the nozzle to be moved over the sensor without displacing the thermocouple.
The channel is in the layer with the CP. After printing the layer, the process
is interrupted for 30s to insert and fix the thermocouple. When printing is
resumed, temperature recording begins and is evaluated from the first overprint
of the sensor. From this point on, the simulation data are compared to the exper-
imental data for validation. The extrusion direction is along the x-coordinate.
An additional channel was integrated on the underside of the component to
measure the temperature at the point of contact between the component and
the build platform. The ambient temperature 7,,,, was measured during the
process using a sensor in an area above the build platform at the height of the
component. The process parameters given in Table 6.4 were used and five
measurements were taken.

Figure 7.13 shows the mean values of the measurements at the middle point and
the bottom of the component with the corresponding minimum and maximum
values. The heat input from the deposited strands and the rapid cooling can
be seen. This results in the expected temperature peaks. In Figure 7.13,
a temperature peak represents a printed layer. The general increase in the

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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Figure 7.12: Component geometry and print setup for experimental validation with thermocouple
sensors. The temperature measuring point is marked in red. (Reproduced from [4])

mean temperature at the beginning of the measurement is due to the following
phenomenon: The component cools down when the sensor is inserted before
the start of the measurement because printing is briefly interrupted during this
time. As a result, the temperature in the component is lower at the start of the
measurement than it would be during continuous printing. The heat input from
the strand deposition after sensor insertion heats the component as a whole. As
a result, the temperature in the entire component rises again after the sensor is
inserted and the measurement begins. This effect diminishes toward the end of
the measurement as the heat input moves away from the measurement point.
The temperature profile at the bottom of the component shows no temperature
peaks due to the deposition of the strands in the center of the component. This
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Figure 7.13: Mean value of the measured temperature profiles in the center (black) and at the
bottom (brown) of the component with the corresponding minimum and maximum
(lighter color) value for experimental validation. (Reproduced from [4])

proves that the local cooling rates at the measurement point are predominantly
by the cooling effect of convection and radiation and not by heat conduction
into the component.

7.5.2 Process simulation model*

For experimental validation, a submodel was modeled around the center of the
validation component in Figure 7.12. Figure 7.14 shows the submodel inside
the component. Ten times the extrusion width wey, Was chosen as the edge
length of the submodel. As shown in Figure 7.11, this dimension leads to a
similar peak temperature prediction as the larger submodels. The model was
discretized according to the results of the analysis described in Section 7.3 with
four elements in the strand height and width and two elements per unit length in
the extrusion direction. The time increment at a print velocity of v, = 50 mm/s
is tine = 0.004 12s. The time-dependent Dirichlet boundary conditions at the
interfaces are derived from the results of the process simulation of the entire

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.

203



7 A submodeling approach for efficient prediction of local temperature profiles in
component-scale additive manufacturing

50 mm
7.0 mm
14 mm
y Y
L
50 mm
Component T 7.0 mm 1
!—I 14 mm ‘% 14 mm
ZL Submodel |7.0 mm I ZL ]

nE y

Figure 7.14: Schematic representation of the validation component with integrated submodel in
green and the measuring point in black. (Reproduced from [4])

component as described in Section 7.4.3 with ¢, = tjayer. The element height
was set to the layer height of 0.2 mm. The process parameters from Table 6.4
were selected. The G-Code of the validation component was converted into
actual nozzle motions using the methodology presented in Chapter 4 and the
resulting open-source software pyGCD [213] and used as input for Abaqus.

7.5.3 Comparison of the local temperature profiles®

Figure 7.15 (a) shows the experimentally determined temperature profile in the
CP and the temperature profile predicted using the submodeling approach over
the same period. The temperature curve is presented starting from the point
at which the CP is overprinted, as the thermocouple is capable of detecting
temperature only from this moment onwards as described in Section 7.5.1.
Therefore, when comparing simulated and experimental data, the temperature
does not start above the melting temperature, but below it. However, it should

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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Figure 7.15: Temperature curves determined with the novel submodeling method presented in this
work and measured with thermocouples sensors in experiments (a). Close-up for a
more detailed comparison of cooling rates and temperature (b). The root-mean-square
error (RM SE) is given for both sections (a) and (b). (Reproduced from [4])

be noted that in the simulation, temperature mapping is possible from the time
the CP is printed ("activated" in the simulation). In this case, temperatures in
the range of the nozzle temperature are predicted.

Using the submodeling approach, the fine-resolution model can reproduce the
measured cooling rates and temperature peaks. Only the two initial temperature
peaks are higher in the numerically calculated curve. There are two conceivable
reasons for this: First, the nozzle temperature set in the slicer is assumed to
be the extrusion temperature in the simulation. However, it is known from the
literature [242,243] that the actual extrusion temperature can differ from the set
temperature. On the other hand, due to the thermal inertia of the thermocouple
and its limited sampling rate in combination with the comparatively high nozzle
velocity, the initial temperature peaks may not be recorded as they occur in
the process. The constant temperature profile later in the process (after about
400 s) can be explained by the size of the submodel. At the transition from
the oscillating to the constant temperature profile, the submodel is already
completely printed. This means that no new elements are activated in the
submodel domain and therefore no additional heat is added.
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Overall, however, it can be concluded that the submodeling approach is capable
of simulating the temperature history at local points of interest, using finely
resolved models locally and accounting for components’ geometry and process
conditions globally. This is also confirmed by the corresponding root mean
square error (RMSE). In the time range t = Os — 750s, the RMSE =
1.86 °C. In the close-up time range, where local variables such as degree of
crystallization and interface strength are significantly influenced, the error is
RMSE = 3.03°C.

7.6 Summary and conclusion?

A modeling method based on the submodeling approach is presented, which
enables the coupling of high-resolution models and MEX process simulations at
the component level. It thus allows the investigation of local effects and their de-
pendence on process variables at local points of interest in a component, taking
into account the component geometry as well as global and component-specific
process conditions. The submodeling approach follows the Saint-Venant prin-
ciple, according to which local effects decrease with increasing distance. The
application of submodeling to the MEX process is based on the fact described in
the literature that the high cooling rates typical for the process and the compar-
atively low thermal conductivity of thermoplastics indicate that cooling effects
such as free convection and radiation are mainly responsible for the local tem-
perature profile during MEX. The local process conditions in the investigated
component are taken into account by time-dependent Dirichlet boundary con-
ditions, which are determined by an upstream efficient simulation of the entire
component in low resolution. In this way, the real process conditions are trans-
ferred to the submodel and enable a local prediction of the temperature profile
in additively manufactured components during production. The predicted local
temperature profile allows accurate prediction of local effects such as interface

4 Verbatim reproduced section from [4], © CC BY 4.0, cf. footnote p. 183 for details.
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strength and degree of crystallinity in the component. The work thus provides
a modeling approach for the multiscale problem prevalent in MEX.

The required computation time is independent of the component size, which al-
lows an efficient prediction of the temperature history. The numerical principle
is verified using a state-of-the-art process simulation on the component level
for unidirectional trajectories. Furthermore, different boundary conditions,
and domain sizes of the submodel are compared and discussed. A sensitivity
analysis provides the necessary temporal and spatial discretization for the fine-
resolution model used. The presented submodeling method is validated using
experimental temperature curves. The validation tests were performed with a
commercial FFF printer and unreinforced PLA. The validation shows a good
agreement between the temperature profiles calculated with the submodeling
approach and the experimentally determined profiles. The cooling rates and the
time sequence of the temperature peaks are in good agreement. The validation
shows only slightly higher temperatures in the numerical determination for the
first temperature peaks. This is most probably due to a lower effective extrusion
temperature compared to the nominal nozzle temperature specified in the slicer
and assumed in the simulation, the thermal inertia of the thermocouples, or
the limited sampling rate of the sensors. These assumptions need to be investi-
gated in subsequent work to further substantiate the prediction accuracy of the
fine-resolution models and their use to predict local crystallinity and interfacial
strength of adjacent strands.

The work shows that a cuboid model with an edge length of ten times the
extrusion width is sufficient for the extrusion of PLA. Similar sizes are expected
for other non-reinforced thermoplastics due to their low thermal conductivity.
For fiber-reinforced material systems, future work will be needed to determine
the required size through investigations such as those described in this article.
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8 Conclusion and
recommendations

The prediction of process-induced effects in components manufactured by ma-
terial extrusion (MEX) has been advanced through the development of novel
methodological approaches. These include numerical, analytical, and experi-
mental methods designed to improve the accuracy and reliability of simulations
under real process conditions. Based on a detailed analysis of the current state of
research, four central objectives were defined to close existing research gaps re-
lated to firmware interpretation, material characterization, mesostructure-aware
simulation, and multiscale modeling. The results of this thesis contribute to a
deeper understanding of the underlying mechanisms and establish a method-
ological foundation for more robust and efficient simulation strategies in MEX.
In this chapter, the main conclusions are structured according to the defined
objectives (cf. Section 3.1), and recommendations are proposed to guide future
research.

Conclusions

Objective O-1. Systematic investigation of the influence of firmware
interpretation of G-Code on nozzle motion during the MEX process,
including quantification of deviations from theoretical motion paths and
analysis of their impact on local process conditions.v”
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The developed simulation framework enables a detailed reconstruction of actual
nozzle motion in MEX processes by incorporating firmware-specific motion
planning algorithms. This includes constraints such as maximum acceleration,
velocity, and cornering behavior. The framework was validated experimentally
and demonstrated high accuracy in predicting layer durations and motion paths.
Error metrics were introduced to quantify deviations between nominal and
actual motion, revealing that firmware parameters such as acceleration and jerk
significantly influence process fidelity. The study also showed that infill pattern
and component geometry play a dominant role in determining local process
conditions. These insights are critical for improving process simulations and
developing adaptive slicing strategies that account for machine dynamics.

Objective O-2. Development and evaluation of methodologies for
characterizing material properties under real process conditions, specif-
ically for PLA-based MEX components. This aims to ensure that
the measured mechanical properties accurately reflect those of actual
components, providing reliable data for both experimental studies and
computational analyses of MEX structures.v’

A systematic study was performed to compare different specimen preparation
methods for PLA-based MEX components. Directly printed and cut specimens
were analyzed across various orientations and preparation techniques. The
results show that milled dogbone specimens from single-specimen plates pro-
vide the best of both representativeness and reproducibility. Furthermore, the
influence of plate size, cutting method, and perimeter effects was quantified.
Based on these findings, a guideline for standardized specimen preparation was
derived, which enhances the reliability of mechanical property data used in sim-
ulations. This directly addresses inconsistencies in the literature and supports
the development of reproducible testing protocols.
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Objective O-3. Development of a homogenization framework for MEX
process simulations that incorporates the dynamically evolving local
mesostructures and anisotropic stiffness characteristics at the macro
scale. This enables efficient prediction of process-induced deformations
at the component level, accounting for mesostructural effects without
requiring full-resolution mesoscale simulations.v’

A homogenization approach was developed to predict process-induced defor-
mations (PiD) in MEX components. This approach incorporates the spatial and
temporal evolution of the mesostructure into finite element simulations. Build-
ing on the orientation averaging framework of Advani and Tucker, the method
uses second- and fourth-order orientation tensors to compute local anisotropic
stiffnesses based on strand orientation. The presented simulation framework
maps firmware-interpreted G-code trajectories onto spatially resolved orien-
tation fields, enabling the representation of mesostructural features, such as
perimeter regions, turning points, and orientation mixtures, within individual
elements at component scale.

Experimental investigations using tensile tests, DMA, TMA, and DSC identi-
fied key thermomechanical effects relevant to PiD. These effects include strong
temperature dependency of stiffness and isotropic thermal expansion. Fur-
thermore, negligible crystallization occurs during these process steps. These
findings informed the selection of mechanisms to be included in the material
model and guided its parameterization.

Numerical studies demonstrated the evolution of orientation states during print-
ing and their dependence on element size and trajectory geometry. Experimen-
tal validation using pCT-scanned PLA components confirmed the predictive
capability of the approach, with good agreement between simulated and mea-
sured PiD. Comparative simulations with an isotropic stiffness formulation
demonstrate the significant impact of considering mesostructural anisotropy,
highlighting improvements over conventional approaches.
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Objective O-4. Development of a multiscale simulation approach
that couples high-resolution mesoscale FE models with macroscopic
component-level models. This approach enables accurate prediction of
local material behavior under component-specific process conditions,
capturing phenomena that homogenized macro models cannot resolve.v’

A multiscale simulation approach was developed and implemented to con-
nect macroscale MEX process simulations with mesoscale, high-resolution FE
models. This method employs a submodeling technique based on the Saint-
Venant principle to transfer time-dependent Dirichlet boundary conditions from
a coarse global model to a fine-resolution local model. This allows for the pre-
cise prediction of local temperature histories during the additive manufacturing
process while accounting for component-specific geometries and process con-
ditions. The approach was validated using experimental measurements with
thermocouples embedded in PLA MEX components during manufacturing.
Comparing the simulated and measured temperature profiles revealed good
agreement, particularly with regard to cooling rates and the timing of tempera-
ture peaks. Minor discrepancies in the initial temperature peaks were attributed
to uncertainties in the effective extrusion temperature and sensor limitations.
These factors should be the subject of further investigation. The computational
effort of the method is independent of the size of the component, making the
approach scalable for larger components. The predicted local thermal histo-
ries enable reliable estimation of critical effects, such as interfacial strength
and crystallinity, that are essential to the mechanical performance of MEX
components.
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Recommendations for future research

Based on the work presented in this thesis, the following recommendations
are offered to guide future research and development efforts. The recommen-
dations are structured according to the four central objectives and highlight
methodological extensions and potential application scenarios.

G-Code simulation and firmware optimization The developed G-
Code simulation framework allows for a thorough analysis of machine-specific
trajectory planning and its impact on local process conditions. Based on this,
two future directions are recommended.

* Trajectory optimization: The developed tool can be used to optimize
toolpaths in terms of printing time and process stability. Intelligent tra-
jectory design minimizes frequent acceleration and deceleration phases,
achieving more uniform extrusion conditions. This results in more con-
sistent local thermal and mechanical properties, thus improving overall
component quality.

* Systematic firmware development: The framework provides a basis
for systematically testing and comparing new approaches to firmware,
motion planning strategies, and their implementation. This allows for
targeted firmware optimization, improving process fidelity across differ-
ent machines and geometries.

Specimen preparation and material characterization The material
characterization approach developed in this work provides a reliable basis for
determining mechanical properties of MEX-printed PLA. However, further
refinement is necessary to increase its representativeness under actual process
conditions:
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* Influence of printing orientation: The present study focused on plates

manufactured flat on the build platform. Future work should systemati-
cally investigate the influence of the vertical position of the MEX structure
under investigation on the resulting mesostructure and mechanical prop-
erties. This is particularly relevant because the vertical position can affect
cooling rates, layer adhesion, and internal stresses, which in turn influ-
ence both the mesostructure and mechanical performance, and should be
taken into account when planning future characterization studies.

In-situ specimen extraction: To ensure maximum realism, mechanical
test specimens could be taken directly from functional components. Their
mechanical properties should then be compared with those of specimens
designed and produced using the methodology developed in this work to
replicate comparable process conditions.

Homogenization and material modeling The developed homogeniza-
tion framework successfully incorporates evolving mesostructures into macro-

scopic process simulations. To increase its applicability and accuracy, the

following steps are recommended:
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e Rate-dependent material modeling: The path-dependent material

model used in this work is not time-rate sensitive. Due to the high cooling
rates in MEX, the accuracy of the PiD prediction is limited. Future work
should investigate thermoviscoelastic or thermoviscoelasto-plastic for-
mulations to more accurately capture stress relaxation and time-dependent
PiD. Suitable models could include generalized, temperature-dependent
Maxwell-like viscoelasticity. Calibrating such models requires stress
relaxation, creep, or DMA tests over relevant temperature and strain rate
ranges. These tests should be performed on MEX-manufactured speci-
mens to reflect realistic mesostructures and thermal histories. Including
rate-dependent effects would improve simulation of the deformation be-
havior and increase the model’s predictive accuracy.
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* Extension to annealing processes: The presented process simulation
chain can be extended to include the annealing post-processing step. The
cold crystallization effects triggered during annealing induce additional
deformation of the components due to shrinkage related to crystallization.
Incorporating this post-treatment into the simulation framework would
allow for a thorough evaluation of various thermal annealing strategies,
enabling assessment of their impact on final component deformation and
overall mechanical performance. To do so, the existing material model
must account for crystallization phenomena, particularly cold crystalliza-
tion, and the associated shrinkage effects.

Multiscale submodeling and local property prediction The multi-
scale submodeling approach developed in this work enables the prediction of
high-resolution temperature histories at critical locations within printed com-
ponents. To exploit this capability for local property prediction and design
validation, the following next steps are recommended:

* Integration of mesoscale property models: The submodeling frame-
work should be extended by integrating existing mesoscale models, such
as those for crystallization kinetics and interfacial strength. This will
allow for the prediction of local mesostructural evolution and resulting
mechanical properties as a function of component- and process-specific
thermal histories.

* Component-level validation of mechanical properties prediction: The
predictive accuracy of the integrated submodels should be validated on
functional components. For instance, applying the submodel to a printed
tensile specimen would allow for the local prediction of strength or stiff-
ness, which can then be compared with experimental test results.

* Process-aware property mapping: To predict overall component strength
as efficiently as possible, the presented methods (e.g. pyGCD), can be
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extended to identify areas within a component with similar process con-
ditions. In such cases, submodels only need to be calculated once per
process-equivalent area. This enables an efficient, spatially resolved
estimation of the mechanical properties across the entire component.
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A.1 Default firmware settings for used printer
systems

Appendix A.1 contains tables with the firmware settings of the printer systems
used in this thesis. These settings were applied consistently throughout the
experiments, except in Chapter 4, where they were partially varied in order to
investigate their influence on the actual nozzle movement and, consequently,
on the real process conditions. Please note that the configurations shown
correspond to the status at the time of use. Manufacturer changes due to
firmware updates may result in deviations.

Table A.1: Firmware settings of the Ultimaker 2+, read out in December 2024. The listed settings
correspond to the firmware version that was current at that time.

Firmeware parameter Value Unit

Maximum X-speed vfmax 300 mm/s
Maximum Y-speed v;f max 300 mm/s
Maximum Z-speed vlfmﬂx 40 mm/s

Maximum X-acceleration alfmax 9000 mm/s?
Maximum Y-acceleration agf max 9000 mm/ g2
Maximum Z-acceleration afmax 100 mm/ s?
XY-jerk jmax,z,y 20.0 mm/s
Z-jerk jmax,= 040 mm/s
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Table A.2: Firmeware settings of the Prusa Mini, read out in January 2024. The listed settings
correspond to the firmware version that was current at that time.

Firmeware parameter Value Unit

Maximum X-speed v;(max 180 mm/s
Maximum Y-speed vg max 180 mm/s
Maximum Z-speed vfmax 12 mm/s

Maximum X-acceleration afmax 1250 mm/ s2
Maximum Y-acceleration a;f max 1250 mm/ s2
Maximum Z-acceleration afmax 400 mm/ s
XY-jerk jmax,z,y 8.0 mm/s
Z-jerk jmax, = 20 mm/s

Table A.3: Firmeware settings of the Composer A4, read out in January 2024. The listed settings
correspond to the firmware version that was current at that time.

Firmeware parameter Value Unit

Maximum X-speed vjmax 180 mm/s
Maximum Y-speed vgf max 180 mm/s
Maximum Z-speed vfmax 30 mm/s

Maximum X-acceleration ap}fmax 1000 mm/s?

Maximum Y-acceleration agf max 1000 mm/s?

Maximum Z-acceleration agmax 45 mm/ s2
XY-jerk jmax,z,y 10.0  mm/s
Z-jerk jmax, = 0.40 mm/s

A.2 Implementation and comparison of jerk
strategies

Appendix A.2 contains the cornering algorithms implemented in this thesis,
as discussed in Section 4.1.3 regarding the G-Code interpretation framework,
presented in Chapter 4. The cornering algorithms of the firmware versions
used for the printer systems in this thesis were replicated: Prusa [216], MKA
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(Anisoprint A4), and Ultimaker [217]. The Prusa and MKA firmware imple-
mentations of the cornering strategy are identical. The approaches (Prusa/MKA
and Ultimaker) represent their own interpretation of the Classic jerk approach.
Additionally, the widely used Marlin implementation of the Classic jerk ap-
proach [219] was implemented and documented in this appendix.

Algorithm 1 Prusa/MKA jerk junction velocity algorithm [216,218]

Require: vg: Current block velocity vector v1: Next block velocity vector
Jmax: Vector of maximum allowed jerk
Ensure: vjunc: Junction velocity magnitude

I fy 1 > Initialize the velocity factor
2: for each axisa € {X,Y, Z, E} do
3: v(’)’a +— volal X f
4 vi’a +— v1lal X f,
> Calculate axis jerk based on effective velocities
Vha = Via ifvg, > vj, A (v, >0V, <0)
o e ] mehe ) > A (S0, 20
V] = V0a if v, <wvj, A(vi, <0V, >0)
Ina‘X(_v(/),a7 vi,a) if U(/),a S v{,a A (Ug,a 2 0A v(/),a S 0)

6: jmax,a <~ jmax [CL]
7: if] > jmax,a then
8 fv — fv X ]m;x.a
9 end if

10: end for

11: Vjunc < ||vo X fol|

12: return vjunc
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Algorithm 2 Ultimaker firmware junction velocity calculation [217]

Require: vg: Current block velocity vector vy: Next block velocity vector

Jmax,zy: Maximum allowed XY jerk

Ensure: vj,,.: Junction velocity magnitude

1:

A ol

Sy 1 > Initialize the velocity factor
Jay < /(01,2 —v0.2)% + (V1,y —vo,)? > Euclidean norm as XY jerk
if joy > Jmax,zy then

fv — jmaxwy/jwy
end if
Vjunc ||’Uo X fv”
return vVjunc

Algorithm 3 Marlin Classic jerk junction velocity algorithm [219]

Require: vqo: Current block velocity vector vy: Next block velocity vector

Jmax: Vector of maximum allowed jerk

Ensure: vjunc: Junction velocity magnitude

1:

R A A S o

—_
- O

Vdiff < Vo — V1

fo1 > Initialize the velocity factor
for each axisa € {X,Y, Z, E} do
Ja  |vairlal| > Axis jerk per vector component

jmax,a — jmax[a]
if j, x fo > jmax,a then
fU <_ jmax,a/ja
end if
end for
Vjunc — HvO X fv”
return Vjunc
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A.3 Additional tensile test results

Figure A.1, based on Figure 4.4, shows the calculated junction velocity vjunc as
a function of the turning angle 6 with variable global coordinate system rotation
©. The Figure shows all cornering approaches discussed in Section 4.1.3,
including all variants based on the Classic jerk approach and the Junction
deviation method. As illustrated by the figure, the calculated vjunc does not
depend solely on the turning angle when using Prusa/MKA or Marlin firmware.
Rather, it is also influenced by the position in the global coordinate system.
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§|A — = Junction deviation
£ 50 —— Marlin firmware
g 40t Prusa/MKA firmware
.>E, ------ Ultimaker firmware
2 30
3
< 201
>
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Figure A.1: Comparison of firmware with regard to their implemented cornering method for a range
of turning angles from 0° to 180° with variable global coordinate system rotation ©.
Target velocity is 40 ™, acceleration 50 23" and jerk 10 *=.

A.3 Additional tensile test results

Appendix A.3 presents additional stress-strain curves from tensile tests on
printed specimens with various material orientations. These curves were
recorded as part of the experimental characterization of nine engineering con-
stants that describe the orthotropic stiffness tensor of a unidirectionally struc-
tured PLA MEX structure, which was carried out within the scope of Chapter 6.
These results supplement the explanations in Section 6.2.2.1. Figure A.2 shows
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the influence of the anisotropic mesostructure on mechanical properties. Fig-
ure A.2b confirms that linear elastic behavior occurs within a strain range of
up to 0.25 %. This justifies the boundary conditions used in the DMA tests to
characterize temperature-dependent stiffness (cf. Section 6.2.2.2). Figure A.3

60 10
50t 0°
< 8 —— 90°
& &
S 40t s 90°z
g 29
b 30 S
2 . 2 4t
£ 20} — 0 8
v o wn
— 90
10 - 2r
— 90°z
0 5 10 15 20 .00 0.05 0.10 0.15 020 0.25
Strain € in % Strain € in %
(a) (b)

Figure A.2: Additional stress-strain curves from tensile tests on printed PLA specimens with
different strand orientations. (a) Overall representation illustrating the influence of
the anisotropic mesostructure on the mechanical behavior. (b) Enlarged section in the
low-strain range to identify the linear-elastic behavior up to a strain of approximately
0.25 %, which supports the assumptions for the boundary conditions in the DMA
tests.

shows the stress-strain diagrams for each tested material orientation grouped
by direction. This allows for a more accurate statement about the scatter of the
test results to be made. In addition to the 0°, 90 °, and 90 °z orientations, the
diagram includes the 45 © orientation, which was examined as part of the shear

stiffness characterization in Section 6.2.3.1.
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Figure A.3: Individual representations of the stress-strain curves for the tested material orientations.
The individual test results are shown to illustrate the scatter.
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A.4 Note on out-of-plane orientations and
sparse structures?

This work [Section 6.5.2] is based on the planar (x-y) deposition that is typical
of MEX processes. However, the orientation tensor formulation presented here
can be extended to three-dimensional (3D) deposition paths by including a non-
zero z-component in the orientation vector, p. The tensor formulation remains
valid in this case. However, to convert the material orientation into a stiffness
formulation for 3D additive manufacturing, the orientation averaging would
need to be revised. This is because the presented approach exploits the fact that
the third orthotropic material axis, es, is always aligned with the global build
direction. Furthermore, since the method requires complete filling, stiffness
predictions for sparse or lattice-like structures must consider the local material
volume fraction.

A.5 Influence of the anisotropy of thermal
conductivity

Appendix A.5 presents a study investigating the influence of thermal conductiv-
ity k on the prediction of a local temperature profile within a component. The
multiscale approach introduced in Chapter 7 was applied for this purpose. The
experiment described in Section 7.5, which served to validate the multiscale
model, was used as the basis for the investigation.

In the process simulation, thermal conductivity was modeled both anisotrop-
ically (as in the validation study in Section 7.3) and isotropically. For the

2 This Section has been previously published in [2], i.e. F. Frolich, M. E. di Nardo, C. Krauf3,
A. Heuer, W. V. Liebig, F. Wittemann, P. Carlone, L. Kirger. An orientation-based homog-
enization approach for predicting process-induced deformations in extrusion-based additive
manufacturing. Additive Manufacturing [re-submitted after major revision]
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isotropic case, two extreme values of the thermal conductivities used in the
anisotropic scenario were selected based on the measurements reported in [64]:

* A lower bound of x = 0.135 W/(m - K)

e An upper bound of £ = 0.195 W/(m - K)

This ensures that the full range of measured values is represented in [64].

The results are shown in Figure A.4 and Figure A.5. The lower isotropic « leads
to higher temperatures during the cooling phase, while the higher « results in
lower temperatures. The simulation with anisotropic thermal conductivity
yields intermediate values. These results confirm the plausibility and consis-
tency of the simulation. Nevertheless, the differences between the scenarios

140
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E RO I T e p—— I R Simulation - isotrop (0.135 W/(m - K))
5

60
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Timetins

Figure A.4: Comparison of the experimentally measured local temperature profile with simula-
tion results using anisotropic and isotropic thermal conductivities. For the isotropic
case, two limiting values measured in [64] were used (v = 0.135 W /(m - K) and
k = 0.195W/(m - K)). The shaded area indicates the zoomed-in region shown in
Figure A.S.

are small. It can therefore be concluded that the anisotropy of thermal conduc-
tivity has no significant impact on the prediction of local temperature profiles.
The reason for this is the low strand dimensions compared to the entire compo-
nent, the low thermal conductivity of the polymer, and the fact that convection
and radiation effects contribute the most to the rapid cooling behavior of the
deposited strand. For the simulation of entire components, where multiple
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Figure A.5: Enlarged view of the highlighted region from Figure A.4, providing a detailed com-
parison between anisotropic and isotropic modeling of thermal conductivity. The
anisotropic simulation yields temperatures between the two isotropic limit cases.

strands are aggregated within a single finite element and larger time increments
are used, it is therefore reasonable to assume an isotropic thermal conductivity,
using the average of the values reported in [64].
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