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Highlights

What are the main findings?

• We developed a unique and flexible Fourier transform spectrometer model that
(i) simulates the instrument’s signal and radiometric calibration and reconstructs
the measured spectrum; (ii) estimates the radiometric performance; and (iii) predicts
the instrument spectral response.

• The model has been successfully validated using the in-flight balloon-borne instrument
GLORIA-Lite with a maximum deviation between the signal predictions and the
measurements lower than 2%.

What are the implication of the main findings?

• We have successfully developed and validated an innovative model that accurately pre-
dicts the performance of future instruments based on Fourier transform spectrometers.

• This model will be used to optimise the design and analyse the performance of
upcoming Fourier transform spectrometer-based payloads.

Abstract

Fourier transform spectrometers (FTSs) are cornerstone instruments in Earth observation
space missions, effectively monitoring atmospheric gases in missions such as Michelson
Interferometer for Passive Atmospheric Sounding (MIPAS), and Infrared Atmospheric
Sounding Interferometer (IASI). It will also be the core instrument of Meteosat Third
Generation—Sounding (MTG-S) and the future Earth Explorer (EE) mission Far-infrared
Outgoing Radiation Understanding and Monitoring (FORUM). Building on this legacy, the
European Space Agency (ESA) has developed an FTS instrument and an inverse model
designed to estimate the radiometric and spectral performance from a set of instrumental
parameters. The model and its validation using in-flight measurements of the FTS instru-
ment Gimballed Limb Observer for Radiance Imaging of the Atmosphere (GLORIA)-Lite
are described in this paper. The results indicate that the difference between the model
predictions and the measured signal is less than 2% relative to the average of the measure-
ments. Moreover, we can correctly predict the instrument’s radiometric gain and offset and
reconstruct a scientific science spectrum. This model can be utilised effectively to evaluate
the radiometric performance of future FTS missions.
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1. Introduction
The Fourier transform spectrometer (FTS) presents the advantage of a high throughput

and signal-to-noise ratio compared to dispersive or filter-based spectrometers [1,2]. For
these reasons, FTSs have widely been used in previous Earth Observation (EO) missions to
measure atmospheric trace gas concentrations. The Michelson Interferometer for Passive
Atmospheric Sounding (MIPAS) developed by the European Space Agency (ESA) and
launched in 2002 has observed the infrared limb emission spectrum [3]. The Infrared
Atmospheric Sounding Interferometer (IASI), developed by the Centre national d’études
spatiales (CNES) and operated by the European Organisation for the Exploitation of Meteo-
rological Satellites (EUMETSAT), has measured, since 2006, the atmospheric temperature
and water vapor profiles, as well as greenhouse gas concentrations [4]. The FTS consti-
tutes the core instrument of the meteorological EUMETSAT—ESA mission Meteosat Third
Generation—Sounding (MTG-S) [5], launched on 1 July 2025, and EUMETSAT—CNES
IASI—New Generation (IASI-NG) [6], which was launched on 13 August 2025 onboard
the MetOp-SG-A1 satellite. Several future Earth Explorer (EE) sounding and imaging ESA
missions also integrate the FTS as their core instrument, such as EE9 Far-infrared Outgoing
Radiation Understanding and Monitoring (FORUM) [7], EE11 candidates NITROSAT [8],
and Changing-Atmosphere Infrared Tomography (CAIRT) [9] for applications such as limb
sounding and the high-spatial-resolution detection of pollutants plumes.

ESA has identified the need for an FTS model for the performance prediction and
design optimisation of future missions with the following objectives:

1. Predict the detected signal including the correct level of thermal background, dark
current, and noise using a set of instrumental parameters as input;

2. Evaluate the instrument’s radiometric performance;
3. Simulate the instrument radiometric calibration;
4. Reconstruct a scientific scene spectrum.

This model is intended to be used for the optimisation of critical FTS instrumental pa-
rameters, and to estimate the impact of instrumental errors on the radiometric and spectral
performance. Additionally, the model will be used to assess the effects of the radiometric
calibration strategy and interferogram processing on the quality of the reconstructed scene
spectral radiance.

For these reasons, in the framework of an ESA graduate traineeship [10], we have
developed an instrument model capable of producing interferograms that include signals
both from the source and the instrument (thermal background and detector dark current),
including noise sources, at a given pixel. The model accounts for signal generation based
either on a photodetector or on a pyroelectric thermal detector. Errors affecting radiometric
performance such as wavefront tilt, shear, wavefront error (WFE), and integration time
effects are included. The self-apodisation effect is computed from the FOV geometry of
the detector pixel. A key aspect of the model is the simulation of the instrument two-point
radiometric calibration, with sources of reference radiances used for the reconstruction
of the scientific scene spectral radiance, with the associated noise propagation. We have
validated the model by using real in-flight data from the FTS Gimballed Limb Observer
for Radiance Imaging of the Atmosphere (GLORIA)-Lite [11]. This model was internally
reviewed by ESA experts from missions such as MTG-S, FORUM, CAIRT, and NITROSAT.
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This paper is structured as follows: In Section 2, we compare the model capabilities
with the state-of-the art FTS models. In Section 3, we give an overview of the instrument
model and present the associated assumptions. The propagation and signal conversion
of both the source and thermal background flux are described in Section 4. We focus in
Section 5 on the instrumental errors and effects included in the interferogram calculation.
The noise model and the associated radiometric budget are presented in Section 6. We
describe the inverse model in Section 7. The validation of the instrument model with in-
flight measurements is presented in Section 8. The validation of the inverse model through
radiometric gain and offset in-flight data is described in Section 9. Finally, for an internal
consistency check of the whole model chain, a reference limb spectrum reconstruction is
presented in Section 10.

2. FTS Models State-of-the-Art
We have performed a review of the current state-of-the-art FTS models and compared

their capabilities with the model. We extracted from this review nine models described in
the literature from 1999 to 2024. Among this list, eight projects were developed by research
institutes [12–19] and one by industry [20]. This selection includes models developed in
European [18–20], American [12,13,17], Canadian [15,20], and Chinese [14,16] organisations.

The criteria used for the first part of this comparative study and listed in Table 1 are
as follows:

1. Design flexibility: The model is suited for studying different instrumental designs
and is not adapted to only one specific design. The optics architecture, performance,
and temperature in the instrument can be modified without a source code update.

2. Scene generation: The model can generate a spectral radiance observed by the instru-
ment from a set of atmospheric parameters and a radiative transfer model [21,22].

3. Scene temporal variation: The spectral content of the scene varies during the interfer-
ogram acquisition [23,24].

4. Photodetector: The model can provide signals assuming a photodetector and relying
on a flux-to-signal conversion model [25].

5. Thermal detector: The model can provide signals assuming a thermal detector and
relying on a flux-to-signal conversion model [25].

6. Interferogram simulation: The model can generate an interferogram sampled on an
analogue or digitised axis.

7. Radiometric calibration: The model implements the observation of calibration sources,
calculating calibration interferograms used to estimate the instrument gain and
offset [26].

8. Spectrum reconstruction: The science scene spectrum is obtained from the science
interferogram and the instrument radiometric gain and offset [26].

A model, developed at the Rochester Institute of Technology, uses the Digital Imaging
and Remote Sensing Image Generation (DIRSIG) [12] to generate and propagate a temporal
varying scene in the instrument to create an interferogram from a photodetector model only.
The spectrum is reconstructed only by a Fourier transform of the associated interferogram.
No radiometric calibration using reference sources is simulated. The same capabilities were
found in a model developed at the same institute [13] which targets the airborne detection
of fugitive gases, and in a simulator from the Chinese Academy of Sciences and the Hefei
University of Technology [14], which is based on the spectrometer HJ1A-HSI that monitors
Earth land and vegetation.
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Table 1. Comparison between ESA and state-of-the-art FTS models extracted from literature: inputs,
workflow, and outputs of each model. A green-filled tick indicates a capability, a pink-filled cross
marks a feature that is not included, and a yellow minus sign denotes an effect that is only partially
modelled or could be incorporated with limited-effort update.

Model ESA [12] [13] [14] [20] [15] [16] [17] [18] [19]

Design flexibility

Scene generation

Scene temporal variation

Photodetector

Thermal detector

Interferogram
simulation

Radiometric calibration

Spectrum reconstruction

Based on the MIPAS heritage, a simulator for IASI has been developed by ABB
which manufactured the mission interferometer [20]. It simulates an interferogram to
predict IASI future performance and provide test data for the development of processing
algorithms. However, the description of this simulator is limited to the interferogram
realisation without any spectrum reconstruction. A generic model of the FTS spectral
response, built in the frame of a doctoral thesis at Université Laval, is described in [15]
but does not study the radiometric aspect of the instrument by modelling the optics or
detector efficiencies. A Michelson interferometer simulator that was developed by the
China Meteorological Administration, the Chinese Academy of Meteorological Sciences,
and the Beijing University of Technology, based on the Geostationary Interferometric
Infrared Imager (GIIRS), is presented in [16] to specifically study the effects of the pixel
response non-linearity and off-axis angle on the spectrum. This model does not have the
capabilities to estimate the instrument’s radiometric performance, and the radiometric
calibration is not simulated to compute the scene spectral radiance.

A numerical tool developed at the James Madison University, called Fourier Transform
InfraRed Scientific Instrument Simulator (FTIR-SIS), is presented in [17]. It can generate a
scene from a selection of atmospheric molecules and simulate two different predefined ma-
terials for the gas cell window, the beam splitter plates, and the detector window. One can
also choose between two predefined photoconductor or thermal detector responses. How-
ever, only the spectral flux incident on the detector is visible. No interferogram is simulated
and no science spectral radiance is reconstructed. The instrument radiometric performance
cannot be estimated from FTIR-SIS. An E2E instrument simulator of the concept of Far
Infra-Red Interferometer (FIRI) has been developed at the University College London and
Leiden Observatory [18]. It specifically targets the observation of sub-arcsecond astronom-
ical objects such as circumstellar disks. The scene reconstruction is performed using the
CLEAN algorithm which is a method developed for radio astronomy. No radiometric
calibration is simulated. Finally, a Simulator for the Herschel Imaging Fourier Transform
Spectrometer (SHIFTS) model has been developed at the University of Lethbridge the
and the Rutherford Appleton Laboratory, based on the Spectral and Photometric Imaging
Receiver (SPIRE) which was observing in the FIR and millimetre band [19]. Only the SPIRE
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bolometer detection technology is modelled, and, as in [18], no radiometric calibration
is simulated.

We now focus the comparative analysis on criteria relative to the instrumental effects,
error, and noise listed in Table 2 and defined as follows:

1. Instrument thermal background: The thermal self-emission of the instrument is
considered to calculate the output signal and/or the noise levels.

2. Interferometer modulation losses: The wavefront error (WFE), tilt, and shear be-
tween the wavefront recombined in the interferometer are considered to calculate the
performance [27].

3. Self-apodisation: The self-apodisation induced by the optical path difference in-
field variation is considered to assess the performance and to calculate the output
signal [28].

4. Detector non-linearity: The non-linearity of the detector response is considered to
calculate the output signal [29].

5. PRNU: The pixel response non-uniformity (PRNU) [30] is considered to calculate the
output signal.

6. Integration time effect: The impact of the integration time on the interferogram
contrast effect due to the flux temporal integration is considered to calculate the
output signal and the radiometric performance [31].

7. LOS jitter error: Jitter due to fluctuation of the line of sight (LOS) during the observa-
tion of an inhomogeneous scene is considered to estimate the output signal and the
radiometric performance [32].

8. Sampling error: The non-regular sampling induced by the dynamic mirror displace-
ment velocity variations is considered to calculate the output signal and the radiomet-
ric performance [33].

Table 2. Comparison between ESA and state-of-the-art literature FTS models: instrumental effects
and errors. A green-filled tick indicates a capability, a pink-filled cross marks a feature that is not
included, and a yellow minus sign denotes an effect that is only partially modelled or could be
incorporated with limited-effort update.

Model ESA [12] [13] [14] [20] [15] [16] [17] [18] [19]
Instrument thermal

background
Interferometer

modulation losses
Self-apodisation

Detector non-linearity

Detector noise

PRNU

Integration time effect

LOS jitter error

Sampling error

The instrument thermal background, critical in the IR range, is only considered in
the IASI [20], FIRI [18], and SPIRE [19] simulation models, as the first one targets the
long-wave infrared scene and the two other are sensitive to the FIR. The other models do
not include this contribution either because (1) they primarily focus on the impact of effects
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such as PRNU, sampling errors, and LOS jitter errors as in the DIRSIG and the GIIRS-
based models [12,16], (2) they study a spectral band where this contribution is negligible
as in SHIFTS [19], or (3) they are not developed to estimate the instrument radiometric
performance as in the spectral response model, the GIIRS simulator, and FTIR-SIS [15–17]
which is why they do not consider the detector noise. The interferometer modulation
losses resulting from imperfect surfaces and alignments in the interferometer which reduce
the integrated spectral flux [27] are taken into account in the IASI simulator and FTIR-
SIS [15,20]. The effect of the temporal integration of the flux during the signal acquisition is
modelled in the HJ1A-HIS and the IASI models [14,20]. The effect of the detector response
non-linearity is only included in the IASI and the GIIRS models [16,20].

Based on the listed model capabilities, we estimate that the IASI simulator [20], the
FIRI model [18], and SHIFTS [19] can be used for the evaluation of an FTS radiometric
performance as they both consider the instrument thermal background and the detector
noise. However, these last two models are designed for specific astronomical applications
in the FIR and mm range. They do not consider errors such as shear, tilt, and WFE which
impact radiometric performance. The IASI simulator [20] includes these effects and appears
to be the most flexible model for a radiometric budget evaluation. However, the description
of this model stops at the generation of the interferogram. No reconstruction of a scene
spectral radiance is presented. The instrument’s spectral performance, impacted by self-
apodisation, is thus not visible on the spectrum. Spectral performance can be evaluated with
the dedicated model developed at Université Laval [15] which focuses on this aspect and
considers radiometric performance out of its scope. In general, the effect of self-apodisation
on the spectrum is also studied in the IASI and the GIIRS models [16,20].

One key aspect of this study is also the validation of these models. Among the
nine communications we cited, three mentioned a validation. The IASI simulation model
validation is based on the heritage of an FTS simulator developed for MIPAS at ABB
Bomem [20], but no related communication is available in the literature. The SHIFTS
model results have been compared with real HERSHEL-SPIRE measured spectra [19]. This
comparison showed a correspondence between the simulated and real data of the SPIRE
second band (31 cm−1–55 cm−1), but there is an important difference in the first band
(14 cm−1–34 cm−1) where the “synthetic” (modelled) spectra contain up to five times
more energy than the observed real data. A comparison between the spectral response
model described in the Université Laval model [15] and real instrument line shape (ILS)
measurements validated this model. But, as previously mentioned, only the spectral
performance of the instrument is studied.

We notice that state-of-the-art models designed to be flexible, as with DIRSIG, the
airborne FTS model from the Rochester Institute of Technology, and the IASI simula-
tor [12,13,20], either do not simulate the instrument radiometric calibration and spectrum
reconstruction [20], or do not consider key effects as thermal background [12,13]. This
last point prevents us from evaluating the radiometric performance in and near the IR
range. Some other reviewed models as the FIRI simulator and SHIFTS include errors
we do not consider in the model as the LOS jitter and the sampling errors [18,19]. We
did not include these effects as, in our applications, they were minor contributors to the
radiometric performance budget compared to the noise and error contributions detailed
in Sections 5 and 6. These last two models were developed to assess the performance of a
specific instrument design and application as millimetric astronomy. Finally, only limited
communication is made about the validation of these models.

We have combined six major innovations and novelties in the model developed at ESA.
First, the model can be adapted to different instrument designs. For example, it has been
used to simulate the configurations of CAIRT [34], GLORIA, GLORIA-B [35], and GLORIA-
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Lite (see Sections 8 and 9), each of which features different apertures, interferometer
configurations, spectral filters, operating temperatures, and front and back optics. Second,
this model provides the capability to either use a photodetector or a thermal detector and
is thus suitable for a large spectral domain from ultraviolet (UV) to FIR. Third, it uniquely
combines the reconstruction of a scene spectrum based on the instrument’s radiometric
calibration with the realistic simulation of noisy interferograms from three different sources.
The instrument and inverse models, along with their associated Python 3.9 code, can be run
independently or collectively to simulate three interferogram acquisitions and reconstruct
the science spectrum with a single execution. This facilitates the use of the model to perform
an error analysis as we proceed in Section 8, and further to evaluate the instrument absolute
radiometric accuracy [36]. Finally, this model predicts the level of the signal’s minimum,
maximum, and average levels with an accuracy better than 2%, as shown in Section 8.2.

3. Instrument Model
3.1. Instrument Model Overview and Assumptions

Figure 1 represents the instrument model block diagram. The input is a spectral
radiance from either a scientific source provided by an atmospheric radiative transfer
code, or a known calibration source such as a blackbody. The instrument model comprises
the following sub-systems: the scan mirror, the front telescope (FT), the interferometer
assembly (IA), the back telescope (BT), the spectral filter, the cryostat window (CW), the
detection unit (DU) and the analogue-to-digital converter (ADC). The flux at the instrument
output is converted into a signal by the DU which also adds the dark signal (in case of a
photodetector) and the noise. The signal provided by the DU is digitised by the ADC that
provides as outputs the scientific and calibration signals.

 

Figure 1. Instrument model architecture with the inputs filled in green, the outputs filled in red and
the instrument model parts in blue.

The model can simulate a filter positioned either in the cryostat (Figure 2) or between
the BT and the CW. The input beam is incident on the scan mirror that reflects the beam
toward the FT and the IA that comprises a beam-splitting unit (BSU), and two cube corners
CC1 (static) and CC2 (dynamic). The BSU reflects a fraction of the incident beam towards
CC1 and transmits the other fraction toward CC2. During the data acquisition, CC2 is
translated at the optical speed vopt defining the optical path difference (OPD) scanning rate.
For a duration ∆t, the associated scanned OPD range is thus vopt × ∆t. The beams reflected
by CC1 and CC2 are incident on the BSU and transmitted and reflected toward the BT,
respectively. The recombined beams transmitted by the BT are focused on the DU and pass
by the CW, the spectral filter. The intermediate pupil ΦI is located at the CC1 apex and the
entrance pupil ΦE is located at the scan mirror vicinity. The aperture stop is located at the
detector box entrance and reimaged on the cube-corner apex. The detector is the system
field stop.
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Figure 2. Instrument schematic with the optical rays and axis marked as red arrows and dashed
lines. The movement of only one CC is represented in this figure. This sketch was created using the
Component Library by Alexander Franzen, licensed under CC BY-NC 3.0.

We consider a step-and-stare observation method [37], with the barycentre of each
pixel projected on the scene being static during the signal acquisition. The aberrations
of the pupil imaging are considered negligible. Each optical sub-system is aplanatic,
with a transmission K and an operating temperature T. The optical etendue is conserved
through the instrument [38]. We neglect the contribution to the measured flux of the
spurious reflections on the interferometer BSU plates, the CW, the filter, and the detector
faces. The BSU comprises a beam-splitting surface (BS), a beam-splitting plate (BP), and a
compensation plate (CP). The BP is coated with anti-reflective (AR) coating on one side
and BS coating on the other, while the CP is AR-coated on both faces.

We assume that an ideal metrology correction is applied on the interferogram such
that (1) the CC displacement is linear, and (2) the interferograms are regularly sampled and
centred on the zero-path difference (ZPD). The detector is assumed to be photoconductive
or pyroelectric. The photodetector noise budget comprises the following contributors:
source, instrument thermal background and dark current shot noises, readout noise, ADC
digitisation noise, and Johnson [25] and KTC [39] noises. The pyroelectric detection unit
noise budget comprises the ADC digitisation noise, the detector noise, and the amplifier
noise. The detector and amplifier noise can be provided by the manufacturer. In this case,
the “detector noise” mainly includes the thermal fluctuation noise and the Johnson noise
and is thus rather independent from the source [40].

3.2. Beam-Splitting Unit Model

The BSU model is represented in Figure 3 and allows simulating various BSU archi-
tectures [41]. A perfect, non-absorbing, zero-thickness BS plate is positioned at the centre.
The BP and CP are divided into two plates called P1 and P2 (for BP) and P3 and P4 (for
CP). It is important to notice that P1 and P2 (for BP) and P3 and P4 (for CP) have the same
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thickness (hBP for BP and hCP for CP), orientation, and material characteristics as BP and
CP, respectively. We disregard any spurious reflections on their surfaces.

 

Figure 3. Instrument schematic with the optical rays and axis marked as red arrows and dashed
lines. The movement of only one CC is represented in this figure. This sketch was created using the
Component Library by Alexander Franzen, licensed under CC BY-NC 3.0.

The absorption of each plate α is determined by the material absorption rate β per
unit of optical thickness h:

α(σ) = e−h(σ)β(σ) (1)

where σ is the wavenumber. The crossed thickness of each plate depends on the mechanical
thickness d, the beam incidence angle ϕ, and the material optical index n:

h(σ) =
d

cos
[
sin−1

[
sin ϕ
n(σ)

]] (2)

3.3. Detector Model
3.3.1. Photodetector Signal

For a spectral flux incident on a detector F, the photodetector flux-to-signal conversion
is characterised by the pixel fill-factor ρ, the integration time τint, the detector quantum
efficiency (QE) η, and the energy of a photon hcσ. The unmodulated (DC) signal NDC

associated to an unmodulated spectral flux FDC is expressed as follows:

NDC = ρτint

∫
η(σ)

hcσ
FDC(σ)dσ (3)

The modulated (AC) signal NAC associated to a modulated spectral flux FAC is ex-
pressed as follows:

NAC(δ) = ρτintO(δ)
∫

η(σ)

hcσ
M(σ)FAC(σ)cos(2πσδ)dσ (4)

NAC(δ) = ρτintO(δ)R

{
FT

[
η(σ)

hcσ
M(σ)FAC(σ)

]}
(5)

where δ is the OPD and R{FT} denotes the real part of the Fourier transform. The quantities
O and M are the instrument function and modulation efficiency which are described later
in Section 5. This approach is valid both for the incident source and background flux.
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Section 4.1 provides a comprehensive explanation of the source flux calculation through
Equations (15)–(23). Detailed calculations for each background flux contributor are pre-
sented in Section 4.2, using Equations (24)–(38) for all instrument subsystems, apart from the
IA self-emission, which is specifically addressed in Appendix A by Equations (A1)–(A16).

The dark signal Ndark depends on the detector dark current density Idark, the horizontal
and vertical pixel pitch (px,py), the Coulomb charge q, and the integration time:

Ndark =
Idark px pyτint

q
(6)

The total photonic signal Nph is the sum of the modulated and unmodulated source
Ns, background Nbg, and dark signals Ndark (Figure 4 left panel):

Nph(δ) = Ns,DC + Ns,AC(δ) + Nbg,DC + Nbg,AC(δ) + Ndark (7)

 

Figure 4. Photonic and digitised signals. (Left panel) Decomposition of photonic signal (red) into
source (cyan), thermal background (blue), and dark signal (dashed green) before detector sampling.
(Right panel) Sampled digitised signal.

3.3.2. Pyroelectric Detector Signal

A pyroelectric detector is only sensitive to the modulated signal [25]. The flux-to-signal
conversion is modelled using the detector voltage response RV and material absorbance αpyr.
The voltage response depends on the electric frequency fel which, for an FTS, has a direct
relation with the wavenumber σ. Using the optical speed vopt, we can write σ = fel/vopt

(Equation 2.11 in [2]) and express the pyroelectric signal equation with the wavenumber:

N(δ) = O(δ)
∫

RV(σ)αpyr(σ)M(σ)FAC(σ)cos(2πσδ)dσ (8)

N(δ) = O(δ)R
{

FT
[
RV(σ)αpyro(σ)M(σ)FAC(σ)

]}
(9)

The total signal converted by the pyroelectric detector Npyr is the sum of the modulated
source and background signals.

Npyr(δ) = Ns,AC(δ) + Nbg,AC(δ) (10)

3.3.3. Signal Digitisation and Sampling

The total photonic or voltage signal, either described by Equation (7) or (10), respec-
tively, is sampled according to the detector’s acquisition framerate facq and the optical speed
such that the OPD sample size equals vopt/facq. The ADC digitises the signal according to
its bit resolution, the charge handling capacity (CHC) in the specific case of a photodetector,
and the maximum voltage swing for a pyroelectric detector. Figure 4’s right panel shows
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the sampled digitised signal in least significant bits (LSBs) obtained from the total photonic
signal in mega electrons of the left panel.

3.3.4. Non-Linearity

The detector response NL is defined as the relative difference between the signal that
would be provided by a detector with an ideal linear response NE and the actual detected
signal N [42,43]:

N(δ) = NE(δ)× (1 + NL(NE)) (11)

where the NL function is modelled as a third-order polynomial characterised by the
coefficients {a0; a1; a2; a3}:

NL(NE) = 1 −
(

a0 + a1NE + a2N2
E + a3N3

E

)
(12)

For a detector with an ideal linear response, the coefficient a0 equals one and the others
equal zero.

3.3.5. Noise Budget

The noise budget for the photodetector model includes the standard deviation of (1)
the source shot noise ξshot,s, (2) the background shot noise ξshot,bg, (3) the dark shot noise
ξdark, (4) the readout noise ξread, (5) the Johnson noise ξJohn, (6) the KTC noise ξKTC, and
(7) the ADC digitisation noise ξADC. These noises are considered independent such that
the total noise variance ξ2 is the quadratic sum of all its contributors. We also include
in the noise budget the factors of pixel spatial binning bspat and acquisitions temporal
averaging btemp. The expression of the standard deviation of the total noise detected by the
photodetector DU is, thus, as follows:

ξph =

√√√√ ξ2
shot,s + ξ2

shot,bg+ξ2
dark + ξ2

read + ξ2
John + ξ2

KTC+ξ2
ADC

bspat × btemp
(13)

The contributors to the pyroelectric DU model noise budget include the standard
deviation of the detector noise ξdet, the amplifier/filter chain noise ξamp, and the ADC
digitisation noise. In this case, the expression of the standard deviation of the total noise is,
thus, as follows:

ξpyr =

√
ξ2

det + ξ2
amp + ξ2

ADC
bspat × btemp

(14)

4. Flux Incident on the Detector
4.1. Source Flux

The source spectral radiance Ls is converted into an entrance spectral flux FE using the
instrument optical etendue G:

FE(σ) = Ls(σ)G (15)

The source spectral flux incident on the detector Fs is as follows:

Fs(σ, δ) = Fs,DC(σ) + Fs,AC(σ)cos(2πσδ) (16)

where Fs,DC the unmodulated flux and Fs,AC the modulated flux can be expressed using FE

and the DC and AC optical transmissions of the instrument (KDC, KAC):

Fs(σ, δ) = [KDC(σ) + KAC(σ)cos(2πσδ)]FE(σ) (17)
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KDC and KAC are the products of each sub-system optical transmission Kj with
j = {scan, FT, IA, BT, CW, filter}:

KDC(σ) = Kscan(σ)KFT(σ)KIA,DC(σ)KBT(σ)KCW(σ)K f ilter(σ) (18)

KAC(σ) = Kscan(σ)KFT(σ)KIA,AC(σ)KBT(σ)KCW(σ)K f ilter(σ) (19)

KDC and KAC differ in the IA unmodulated and modulated optical transmission (KIA,DC

and KIA,AC), respectively, which depend on the CC reflectivity RCC, the BS transmission and
reflectivity (KBS,RBS), the plates absorption coefficient αP, and the AR coating transmission
KAR. For the sake of clarity, we will omit the spectral dependency symbol “(σ)” in Section 4
for each transmission and reflectivity factor, only including it at the end. The expression of
KIA,DC and KIA,AC are as follows:

KIA,DC(σ) = RBSKBSαBPαCP ×
[
α2

BPRCC1K5
AR+α2

CPRCC2K7
AR

]
(σ) (20)

KIA,AC(σ) = 2RBSKBSα2
BPα2

CPK6
AR

√
RCC1RCC2(σ) (21)

The IA reflects the back optics self-emitted flux as explained in the next section,
Section 4.2, with the following reflectivity factors RIA,DC and RIA,AC:

RIA,DC(σ) = α2
CP ×

[
K2

BSα2
BPRCC1K6

AR+R2
BSα2

CPRCC2K8
AR

]
(σ) (22)

RIA,AC(σ) = 2RBSKBSα2
CPK7

AR

√
α2

BPα2
CPRCC1RCC2(σ) (23)

4.2. Thermal Background Flux
4.2.1. Unmodulated Thermal Background Flux

All the instrument sub-systems emit a DC self-emission flux directly emitted toward
the detector (red arrows in Figure 5) that contribute to the background flux. Their individual
expressions Fbg,j,DC with j = {scan, FT, IA, BT, CW, filter} are as follows:

Fbg,scan,DC(σ) = Gεscan(σ)LBB(Tscan, σ)KFTKIA,DCKBTKCWK f ilter(σ) (24)

Fbg,FT,DC(σ) = GεFT(σ)LBB(TFT , σ)KIA,DCKBTKCWK f ilter(σ) (25)

Fbg,IA,DC(σ) = Gε IA,DC(σ)LBB(TIA, σ)KBTKCWK f ilter(σ) (26)

Fbg,BT,DC(σ) = GεBT(σ)LBB(TBT , σ)
[
KCWK f ilter(σ) + RIA,DCKCWK f ilterKBT(σ)

]
(27)

Fbg,CW,DC(σ) = GεCW(σ)LBB(TCW , σ)
[
K f ilter(σ) + RIA,DCKCWK f ilterK2

BT(σ)
]

(28)

Fbg, f ilter,DC(σ) = πADUε f ilter(σ)LBB

(
Tf ilter, σ

)[
1 + RIA,DCK2

CWK f ilterK2
BT(σ)

]
(29)

where LBB is the Planck’s law radiation [2], ε the emissivity, T the temperature, and ADU

the studied active detection area.
Because the filter is located inside, its self-emission is integrated over the full projected

half-space π [44]. Each sub-system’s emissivity is calculated as one minus its transmission
and reflectivity, except for the IA, which is detailed in Appendix A.
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Figure 5. Layout of thermal background flux emitted from the scan mirror to the filter, with a distinc-
tion between the DC flux (red), AC balanced flux (full green), and AC unbalanced (dashed green).

4.2.2. Balanced Modulated Thermal Background Flux

The flux emitted by a component located between the entrance pupil and the IA is
modulated in phase with the source flux (‘balanced output’ in [45]). As represented by
green full arrows in Figure 5, the scan mirror, the FT, and the IA BP (see Figure A1 in
Appendix A) emit a balanced background flux (Fbg,scan,AC, Fbg,FT,AC, Fbg,IA,AC,1) expressed
as follows:

Fbg,scan,AC(σ) = Gεscan(σ)LBB(Tscan, σ)KFTKIA,ACKBTKCWK f ilter(σ) (30)

Fbg,FT,AC(σ) = GεFT(σ)LBB(TFT , σ)KIA,ACKBTKCWK f ilter(σ) (31)

Fbg,IA,AC,1(σ) = Gε IA,AC,1(σ)LBB(TIA, σ)KBTKCWK f ilter(σ) (32)

4.2.3. Unbalanced Modulated Thermal Background Flux

The flux emitted by a component located between the IA and the DU is reflected
by the interferometer towards the detector. It is modulated in phase opposition with
the source flux (‘unbalanced output’ in [45]). As represented by green dashed arrows in
Figure 5, the IA CP, the BT, the CW, and the filter (see Figure A1 in Appendix A) yield
the following unbalanced modulated background flux incident on the detector (Fbg,IA,AC,2,
Fbg,BT,AC, Fbg,CW,AC, Fbg,filter,AC):

Fbg,IA,AC,2(σ) = −Gε IA,AC,2(σ)LBB(TIA, σ)KBTKCWK f ilter(σ) (33)

Fbg,BT,AC(σ) = −GεBT(σ)LBB(TBT , σ)
[
KCWK f ilter(σ) + RIA,ACKCWK f ilterKBT(σ)

]
(34)

Fbg,CW,AC(σ) = −GεCW(σ)LBB(TCW , σ)
[
K f ilter(σ) + RIA,ACKCWK f ilterK2

BT(σ)
]

(35)

Fbg, f ilter,AC(σ) = −πADUε f ilterLBB

(
Tf ilter, σ

)[
1 + RIA,ACK2

CWK f ilterK2
BT(σ)

]
(36)

where the minus sign in the equation characterises the unbalanced modulation.
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4.2.4. Detection Unit Thermal Background Flux

The detector cryostat thermal is integrated over the full half-space π, minus the source
beam solid angle. The cryostat emissivity is assumed to be equal to 1 and the associated
unmodulated background flux Fbg,DU,box is as follows:

Fbg,DU,box(σ) = (πADU − G)LBB(TDU,box, σ) (37)

A fraction of the detector’s self-emission beam travels through the filter, the CW and
the BT towards the IA, where it is reflected back towards the detector. The flux incident on
the detector following this optical path is as follows:

Fbg,DU,mat(σ, δ) = −αDU,matGELBB(TDU,mat, σ)RIA,ACK2
CWK2

f ilterK2
BT(σ) (38)

where absorption αDU,mat is the detector material absorbance.
In the case of a photodetector located in a cryostat, the term Fbg,DU,mat is neglected.

In the case of a pyroelectric detector insensitive to the unmodulated signal, Fbg,DU,box is
not considered.

5. Instrumental Degradations and Spectral Response
5.1. Modulation Efficiency

The instrument is subject to errors associated with the quality of optics and misalign-
ments which, consequently, diminishes the interferogram contrast [27]. We assess the
associated contrast by using the modulation efficiency M:

M(σ) = Mtilt(σ)Mshear(σ)MWFE(σ)Mτint(σ) (39)

where Mtilt is the contrast loss associated to the angular tilt between the two interfering
wavefronts, Mshear represents the contrast loss due to the shear between these wavefronts,
MWFE is the contrast loss induced by the differential WFE between the two interfering
waves, and Mτint is associated to the signal integrated over the exposure time τint. In the
model, the instrument errors are assumed to be static during the acquisition.

Mtilt associated with the angular tilt between the two interfering wavefronts γtilt, an
aperture stop of equivalent radius Rstop writes, using the Bessel function of first kind J1, as
follows [27]:

Mtilt(σ) =
2J1

(
2πσγtiltRstop

)
2πσγtiltRstop

(40)

Mshear corresponding to the contrast loss induced by the shear γshear and a solid angle
Ω writes as follows [46]:

Mshear(σ) =
2J1

(
2σγshear

√
πΩ

)
2σγshear

√
πΩ

(41)

The contrast loss induced by the differential WFE between the two interfering
waves MWFE induced by the differential WFE between the two interfering waves ∆δ2

is as follows [27]:
MWFE(σ) = 1 − 2π2σ2〈∆δ2〉 (42)

The contrast loss Mint associated to the signal integrated over the exposure time τint.
during the dynamic CC motion at constant optical speed vopt is expressed as follows [31]:

Mτint(σ) = sinc
(
στintvopt

)
(43)
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5.2. Self-Apodisation and Spectral Response

Self-apodisation is due to the OPD in-field variations [28]. The output flux F of an
off-axis beam propagating inside the IA with an off-axis angle θ0 is as follows [28]:

F(σ, δ, θ0) = FDC(σ) + FAC(σ)cos(2πσδcosθ0) (44)

The flux incident on the detector for a beam propagating in the angular direction angle
θ0 and of solid angle Ω is as follows [28]:

F(σ, δ, θ0, Ω) = FDC(σ) + FAC(σ)Oapo(σ, δ, θ0, Ω)

{
cos

(
2πσδcosθ0

(
1 − Ω

4π

))}
(45)

where cosθ0(1 − Ω/4π) is equivalent to a shift of the wavenumber, and Oapo is the term rep-
resenting the self-apodisation instrument function component acting on the interferogram
contrast [27].

It is important to mention that Oapo depends both on the wavenumber and the OPD
and that the impact of the self-apodisation on the contrast is maximum at σmax. In the
model, we therefore decided to compute the instrument function at σmax.

The other contributor to the instrument function is the restriction on the OPD range
due to the restricted displacement range of the dynamic CC. The signal is acquired between
−MOPD and +MOPD where MOPD is the maximum optical path difference. The associated
contributor Orange to the instrument function is represented as a unit boxcar function [28]:

Orange(δ) = ∏
(

δ

2MOPD

)
(46)

The global instrument function is as follows:

O(δ) = Orange(δ)× Oapo(δ) (47)

The spectral response, named the instrument line shape (ILS), is defined as the real
Fourier transform of the instrument function.

ILS(σ) = R[FT{O(δ)}] (48)

The resolution-limited spectrum measured by the instrument is therefore the convolu-
tion of the entrance spectrum with the ILS. In this paper, the spectral resolution is defined
as the ILS central lobe full width at half maximum (FWHM). Figure 6 represents the focal
plane (left panel) and the ILS (right panel) of the GLORIA instrument at σ = 1400 cm−1, an
MOPD of 8 cm, an FOV of 26.6 × 70.9 mrad2, and a pixel FOV of 0.56 × 0.56 mrad2 [11].
On the right panel, we estimate that the on-axis ILS FHWM is equal to 0.0753 cm−1 while
its FWHM increases to 0.0764 cm−1 for the beam propagating at the top left corner pixel
of angular coordinate (13.3 mrad; 35.4 mrad). In this figure, we notice that the relative
spectral shift of the wavenumber cosθ0(1 − Ω/4π) equals 0.9993, which displaces the line
at σ = 1400 cm−1 to σ = 1399.016 cm−1.
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Figure 6. Effect of self-apodisation on GLORIA at σ = 1400 cm−1 on focal plane irradiance distribution
of angular dimension equal to 70.9 × 26.6 mrad2 at 8 cm MOPD (left panel) and the spectral response
at a pixel of coordinate (13.3 mrad; 35.4 mrad) (right panel).

6. Radiometric Performance Budget
In this section, we calculate two common metrics to estimate the radiometric perfor-

mance: the Noise-Equivalent Spectral Radiance (NESR) and the Noise-Equivalent Differen-
tial Temperature (NEDT).

The NESR [27] is calculated by first converting the interferogram noise standard
deviation ξ to the domain of the signal Fourier transform ξσ [47].

ξσ =
1

dσ

√
2

Mi f g
ξ (49)

where Mifg is the interferogram number of samples and dσ the spectral sampling. Depend-
ing on the DU type, the NESR is calculated as follows:

NESRph(σ) =
ξσ

1
hcσ KAC(σ)Gη(σ)τint M(σ)ρ

(50)

NESRpyro(σ) =
ξσ

1
hcσ KAC(σ)Gαpyro(σ)RV(σ)M(σ)

(51)

The NEDT is computed for a temperature Ts scene using Planck’s law temperature
derivative [48]:

NEDT(σ) =
NESR(σ)[
∂LBB(σ,T)

∂T

]
Ts

(52)

7. Inverse Model
7.1. Inverse Model Overview

The inverse model (Figures 7 and 8) reconstructs a spectrum from two input cali-
brations and one input science interferograms provided by the instrument model as it is
usually carried out in a L1 ground processor [49]. The outputs of the inverse model are
the scene spectral radiance, the instrument radiometric gain, and the radiometric offset,
including their respective noises. The reconstruction process comprises four analytical
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steps described hereafter. First, we compute the Fourier transform of the three input inter-
ferograms according to Equation (53) in Section 7.2. Second, we estimate the radiometric
gain and offset from the Fourier transform of the interferograms of the two calibration
sources (dark and bright) and the known spectral radiance of these sources, as described
in Section 7.2 by Equations (55) and (56). Third, we reconstruct the scene spectrum from
the Fourier transform of the science interferogram by using the radiometric gain and offset
according to Equation (54) in Section 7.2. Finally, the model propagates the noise in the
reconstruction process as detailed later in Section 7.3.

 

Figure 7. Inverse model architecture with the inputs filled in green, the outputs filled in red and the
inverse model parts in blue.

 

Figure 8. Radiometric calibration and science spectrum reconstruction scheme. The dark (red) and
bright (blue) calibration sources, labelled “Calib” and selected with dashed arrows on the figure,
have known spectral radiance used in the radiometric calibration step to estimate the instrument gain
and offset.

7.2. Radiometric Calibration and Spectrum Reconstruction

The instrument model provides a modulated signal NAC. We offer the option to
zero-fill the signal, which interpolates the reconstructed spectrum and speeds up the Fast
Fourier Transform algorithm if the number of points after filling corresponds to the next
power of two [2]. We also include the possibility to perform a numerical apodisation of
the signal to mitigate the “ringing” phenomenon [2]. The complex signal in the spectrum
domain Nσ is the Fourier transform of the modulated signal.

Nσ(σ) = FT{NAC(δ)} (53)
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The relation between Nσ, the entrance spectral radiance L, the instrument complex
radiometric gain G, and offset L0 is as follows [26]:

L(σ) = R{N σ(σ)G(σ)− L0(σ)} (54)

Since the relation between Nσ and L is linear, the gain and the offset are estimated
from the acquisition of two calibration sources (1,2) with known spectral radiances (L1,L2)
associated with two complex signals (Nσ ,1,Nσ ,2):

G(σ) =
L1(σ)− L2(σ)

Nσ,1(σ)− Nσ,2(σ)
(55)

and
L0(σ) = Nσ,2(σ)G(σ)− L2(σ) (56)

The spectral variability of G is induced by the optical transmission of the instrument,
the response of the detector, and the modulation loss. The offset radiance L0 is caused by
the modulated self-emission of the instrument. It is important to note that, in our definition,
G is expressed as spectral radiance per signal unit. Other similar methods define the gain
as signal per signal unit, which means they divide Nσ by G rather than multiplying in
Equations (54) and (56).

There are no principal limitations to the wavenumber range of a two-point calibra-
tion, if the “bright” calibration source does not saturate the pixels. Additionally, the
radiometric gain and offset noise should stay relatively low compared to G and L0. To
achieve this last condition, it is possible to increase the number of averaged calibration
source measurements.

7.3. Noise Propagation in Spectrum Reconstruction

In addition to a numerical propagation of the interferogram noise to the spectrum, we
also analytically assess this propagation in the reconstruction equations. To estimate the
spectrum noise standard deviation ξL, we start from inserting Equations (55) and (56) into
(54) to obtain an explicit expression of the reconstructed spectral radiance Ls as a function
of the calibration and scene signals:

Ls(σ) = R

{
L1(σ)− L2(σ)

Nσ,1(σ)− Nσ,2(σ)
(Nσ,s(σ)− Nσ,2(σ)) + L2(σ)

}
(57)

The noise between distinct signal acquisitions is assumed to be uncorrelated and the
propagation of both the calibration and scene signal noise can be expressed accordingly:

ξL(σ) =

√
ξ2

σ,s

∣∣∣∣ ∂Ls(σ)

∂Nσ,s(σ)

∣∣∣∣2 + ξ2
σ,1

∣∣∣∣ ∂Ls(σ)

∂Nσ,1(σ)

∣∣∣∣2 + ξ2
σ,2

∣∣∣∣ ∂Ls(σ)

∂Nσ,2(σ)

∣∣∣∣2 (58)

thus yielding

ξL(σ) =

√
ξ2

σ,s|G(σ)|2 + ξ2
σ,1|G(σ)|2

(
Ls(σ)− L2(σ)

L1(σ)− L2(σ)

)2
+ ξ2

σ,2|G(σ)|2
(

Ls(σ)− L1(σ)

L1(σ)− L2(σ)

)2
(59)

Finally, considering the following relation between G, ξσ and the NESR [50],

NESR(σ) = |G(σ)|ξσ (60)

we deduce that
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ξL(σ) =

√
NESR2

s (σ) +

[
NESR1(σ)

(
Ls(σ)− L2(σ)

L1(σ)− L2(σ)

)]2
+

[
NESR2(σ)

(
Ls(σ)− L1(σ)

L1(σ)− L2(σ)

)]2
(61)

This last formulation highlights the relation between the instrument’s radiometric per-
formance (NESR), the dynamics between the different calibration and scientific source spec-
tral radiances, and the reconstructed spectrum noise standard deviation. Equation (59) can
also be written in terms of noise temperature using Equation (50). It is important to notice
that the numerical apodisation of the interferogram is not included in this consideration.

This method enables an evaluation of both the instrument’s radiometric performance
and the calibration strategy regarding their effects on the quality of the reconstructed scene’s
spectral radiance. It is important to notice this section exclusively details the analysis of the
reconstructed spectrum noise propagation while the model also evaluates the noise on the
gain and the offset (see Appendix B).

8. Instrument Model Validation
8.1. The GLORIA-Lite Instrument

GLORIA-Lite (Figure 9 and Table 3) is an atmospheric limb emission sounder built
and operated by the Karlsruher Institut für Technologie (KIT) and the Forschungszentrum
Jülich (FZJ). It has crossed the Atlantic on a stratospheric balloon in June 2024 and delivered
several terabytes of limb emission spectra during this mission [51]. GLORIA-Lite is a
double pendulum interferometer with fixed plane retroreflectors. The interferometer uses a
diamond beamsplitter without any compensation plate. The moving mirrors are two CCs
mounted on a rotating structure and provide an MOPD of 25 mm. The back optics is a
fully reflective design with an effective focal length of 60 mm. The operation temperature
is ambient, which means that the instrument drifts thermally in the range from 20 ◦C to
−20 ◦C during the balloon flight. The detector system is a mercury cadmium telluride
(MCT) large-focal-plane array (LFPA) with a 15 µm pitch operating at 75 K and covers
the thermal infrared spectral region. A 2 × 2 hardware binning and a 1 × 48 software
binning are used to achieve a spatial sampling of 300 m × 14 km at the horizon. Two
calibration sources, a blackbody that is radiatively cooled, and deep space are used for the
determination of the radiometric offset and gain. The structure of the blackbody deployed
on GLORIA-Lite is very close to the one used for GLORIA which has been characterised
at Physikalisch-Technische Bundesanstalt (PTB), the national metrology institute of Ger-
many [52]. A similar characterisation of the GLORIA-Lite blackbody at PTB is planned.
The pyramidal structure of the baseplate is very close to the one used for GLORIA, the
coating is identical, and the same type of aged and calibrated temperature sensors are used.
Therefore, similar values of emissivity and radiometric accuracy are expected.

Table 3. GLORIA-Lite essential properties.

Property Value

Mass 35 kg
Power consumption 80 W
Spatial sampling at horizon 300 m × 14 km
Spectral sampling 0.2 cm−1

Spectral coverage 750–1390 cm−1

Sensitivity ~10 nW/(cm2 sr cm−1)
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Figure 9. GLORIA-Lite spectrometer. (Left panel) Instrument during its integration phase in Kiruna
in 2024. (Right panel) Instrument model setup of GLORIA-Lite. This sketch was created using the
Component Library by Alexander Franzen, licensed under CC BY-NC 3.0.

8.2. Validation with GLORIA-Lite In-Flight Signals

In this section, we present an analysis of GLORIA-Lite signal measurements consisting
of Level 0 processed in-flight data [49] that we compare to the model predictions. All
this is carried out while observing a 241.316 K blackbody and the deep space. These
measurements were taken at a 39.3 km balloon flight altitude. It is important to mention
that GLORIA-Lite is a balloon-borne embedded instrument located at an altitude where
the so-called “deep space source” is not very “deep”, and some atmospheric residuals are
included into these measurements [53]. KIT has measured and provided this additional
emission such that, in the model, the spectral radiance of the deep space source corresponds
to the one measured by GLORIA. This measurement with the associated viewing geometry
is presented in Figure 10. We implemented the GLORIA-Lite layout into the model by
inputting the instrumental parameters provided by KIT and described in Section 8.1.

For each GLORIA-Lite detector pixel, the in-flight DC level is computed as the average
of the first and last 2000 frames signal, which corresponds to an OPD range of 0.4 cm as
represented in Figure 11. We noticed that the difference in the DC levels between the first
and last frame calculation is negligible (<0.1%), and we thus decided to show the figures
related to the first 2000 frames only.

On the deep space acquisition, the model predicts 7.07 Me− for the baseline and
7.86 Me− for the ZPD levels, with atmospheric residuals and dark current accounting for
about 0.6% and 5% of the total DC photonic level, respectively (Figure 12). The instrument
self-emission represents here more than 94% of the total signal, thus constituting the
major contributor.
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Figure 10. Residual atmospheric spectrum measured during a deep space acquisition at a 39.3 km
balloon flight altitude, pointing at a 20◦ pitch elevation angle. The associated GPS coordinates are
67.59◦ latitude and 17.87◦ longitude.

 

Figure 11. Illustration of the baseline signal estimation as the average first 2000 frames signal
indicated by the dark box and arrow.

 

Figure 12. Contribution of the dark current (dashed green), the atmospheric residuals (cyan), and the
instrument thermal background (blue) to the predicted total signal of a deep space acquisition.
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We represent in Figure 13’s left panel the signal of a deep space acquisition ob-
tained by the model (red) and measured during GLORIA-Lite flight (blue), at the cen-
tral pixel. Figure 13’s middle and right panels, respectively, show the histograms of DC
and ZPD signal measurements over the whole detector, versus the level predicted by the
model (red dashed line). The measured baseline and ZPD levels are 7.15 ± 0.16 Me−

and 7.86 ± 0.16 Me−, respectively. The model predictions thus lie in the range of these
measurements. The standard deviation of the signal histogram represents between 2% and
2.5% of the average signal that corresponds to a typical level of detector PRNU [54]. The
agreement between the predicted and measured average signals validates the ability of the
model to predict the signal dynamic of a “deep sky source”.

 

Figure 13. Model predictions (red) and in-flight measurements (blue) of GLORIA-Lite deep space
signals. (Left panel) Central pixel signal. (Centre panel) Histogram of GLORIA DC level over the
detector. (Right panel) Histogram of GLORIA ZPD level over the detector.

We performed the same analysis on the signal acquisition of a 241.316 K blackbody
(Figure 14). Looking at the DC and ZPD signals over the detector (middle and right panels),
the measured baseline and ZPD level are 8.50 ± 0.16 Me− and 7.11 ± 0.15 Me−, respec-
tively. The model predicts a baseline level of 8.61 Me− and a ZPD level of 7.14 Me−. As
for the deep space view, the model predictions are in good agreement with the measure-
ments. This validates the model capability to predict the signal dynamic of a blackbody
calibration source.

 

Figure 14. Model predictions (red) and in-flight measurements (blue) of GLORIA-Lite blackbody
signals. (Left panel) Central pixel signal. (Centre panel) Histogram of GLORIA DC level over the
detector. (Right panel) Histogram of GLORIA ZPD level over the detector.

We conclude that the model can successfully predict the DC and ZPD signal levels
of two calibration sources: deep space, including atmospheric residuals, and a 241.316 K
blackbody. The maximum observed relative difference between the prediction and the
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average signal measurements dN is only 1.3% on the blackbody baseline level, with dN
defined as follows:

dN =

∣∣∣∣Nmodel − ⟨N⟩meas
⟨N⟩meas

∣∣∣∣× 100% (62)

where Nmodel and Nmeas are the predicted and measured signal, respectively. We attribute
these differences to the following:

1. The error on the temperature of the elements located between the scan mirror to the
CW, which is estimated to be equal to 0.5 K.

2. The error on the dark current density associated with the in-flight detector measured
temperature uncertainty of 0.03 K. The consequent dark current drift is deduced
from the “Rule07” associated to MCT infrared photodetectors [55] and is equal to
2.16 mA/m2.

3. The detector PRNU, which we assume to be equal to 2%.
4. The error on the blackbody emissivity, which is estimated to be equal to 0.003 based

on the GLORIA calibration source stability requirement [52].
5. The error on the blackbody temperature, which is estimated to be equal to 0.03 K

based on the in-flight temperature measurements precision.
6. The error on the mirrors coating reflectivity, which is estimated to be equal to 0.0005.

There is one mirror in the front optics, seven per CC assembly, and four in the
back optics.

7. The error on the BS substrate transmission, which is estimated to be equal to 0.005.
8. The error on the BP thickness, which is estimated to be equal to 0.05 mm.
9. The error on the BP AR coating reflectivity, which is estimated to be equal to 0.0005.

We performed an error analysis on this set of uncertainties to estimate their influence
on the error of the blackbody signal estimation. We assume the listed errors to be uncorre-
lated. The total signal error ∆N is the quadratic sum of each contributor ∆Ni related to a
parameter ui:

∆Ni = ∆ui
∂N
∂ui

(63)

∆N =
√

∑i ∆N2
i (64)

where ∆ui is the uncertainty or error associated with a signal error ∆Ni.
Table 4 presents the estimated error budget. The largest contributors of the baseline er-

ror ∆NDC are the PRNU, the optics temperature, and the mirrors reflectivity that contribute
to 1.95%, 0.67%, and 0.64% of the error made on the DC signal, respectively. Furthermore,
the instrument thermal background dominates the radiometric budget as it represents
about 68% of the total DC signal. It is thus expected that minor changes in the transmission
of optics and temperature have a significant influence on the predicted signal measure-
ments. The errors on the blackbody emissivity, the IA plate AR coating reflectivity, and
the plate size, contributing to 0.17%, 0.16%, and 0.14%, respectively, are of the secondary
order compared to the first three contributors. The contributions of the BS transmission,
the dark current, and the blackbody temperature are considered as fully negligible. The
total error represents 2.16% (0.19 Me−) and 2.37% (0.17 Me−) of the model baseline and
ZPD signals, respectively. These results are in good agreement with the standard deviation
of the measured signal distribution.
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Table 4. Error budget on the baseline and ZPD signals on a blackbody acquisition.

Contributors ∆NDC/NDC % ∆NZPD/NZPD % Precision

Optics temperature 0.67% 0.90% 0.5 K
Dark current 0.02% 0.03% 2.16 mA/m2

PRNU 1.95% 1.94% 2%
Blackbody emissivity 0.09% 0.17% 0.003
Blackbody temperature 0.02% <0.01% 0.03 K
Mirror reflectivity 0.64% 1.00% 0.0005
BS transmission <0.01% 0.01% 0.005
BP optical thickness 0.05% 0.14% 0.05 mm
BP AR coating reflectivity 0.21% 0.16% 0.0005
Total 2.17% 2.37% -

9. Radiometric Calibration Model Validation
In this section, we validate the radiometric calibration model by comparing the ra-

diometric gain and offset predictions and measurements. Contrary to the acquisitions
presented in Section 8, the signals are here normalised to a similar integration time of 100 µs.
Atmospheric residuals of the deep space signal are already corrected in the GLORIA-Lite
measurements as part of the L1 data processing [53]. For this comparison, we thus did not
include these residuals in the simulated deep space acquisition.

Figure 15 represents the instrument radiometric absolute gain (left panel) and offset
real part (right panel) predicted by the model, compared to the measurements between
780 cm−1 and 1400 cm−1. The gain is low in this range where the GLORIA-Lite optics
transmission and detector response are optimised. The offset is negative because most of
the instrument thermal self-emission comes from the back optics and the CW.

 

Figure 15. Model prediction (red) and in-flight measurements (blue) of GLORIA-Lite radiometric
calibration outputs at the central pixel. (Left panel) Gain magnitude. (Right panel) Offset real part.

We see a good agreement between the predictions and the measurements, which
shows a good knowledge of the optics and detector response, as well as the instrument
temperatures. For the gain, the biggest difference between the model predictions and the
measurements is located between 800 cm−1 and 1000 cm−1, where measurements values
are between 10% and 25% higher. We attribute this to an overestimation of the material
and AR coating transmission from the CW and the IA plate. The input transmission curves
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for these two components are based on their material bulk absorption and thickness but
not on independent measurements performed on the instrument.

We also notice fluctuations between 800 cm−1 and 1300 cm−1 with an approximate
period of 100 cm−1. We attribute these fluctuations to the Fabry–Perot channelling effect
occurring in the detector substrate [56,57]. Let us assume this substrate has a thickness d
and a refractive index n. The optical path difference between a nominal beam normal to a
surface which is directly transmitted and a secondary beam that is reflected twice before
equals 2nd. This corresponds in the spectrum domain to a beating frequency of ∆σ = 1/2nd.
We assume that the HgCdTe detector substrate has a refractive index of approximately
3.3 [58]. For such detectors optimised for very long-wave infrared (VLWIR), we estimate
that the substrate thickness is equal to 15 µm [55]. This results in ∆σ ≈ 100 cm−1, which
agrees with the observed gain oscillations frequency as represented in Figure 15’s left
panel. The other refractive surfaces such as the IA plate and the CW are wedged to avoid
this effect.

Looking at the offset, we predict up to 20% lower L0 absolute values compared to
measurements between 800 cm−1 and 850 cm−1, likely because of the underestimation
of the CW transmission. This is in accordance with the higher gain measurements in
this region. The fluctuations in offset measurements between 950 cm−1 and 1300 cm−1

agree with the fluctuations observed in the gain in this range. In this region, we slightly
overestimate L0 probably due to the underestimation of the IA plate transmission. Such
fluctuations in optics transmission are usually not considered in feasibility studies where
manufacturing and testing have not started yet. We thus conclude that the model can
predict the instrument’s radiometric response and offset.

10. FTS Model Consistency Assessment
In this last section, we use both the instrument and inverse models to reconstruct a

limb reference spectrum in the GLORIA-Lite spectral range. This final study serves as a
consistency assessment of the entire FTS model chain’s ability to accurately reconstruct
a scientific spectrum. Such reconstruction is feasible only after a thorough validation of
both the instrument and radiometric calibration models. Additionally, we confirm that the
comprehensive model produces an output spectrum consistent with expectations when the
input spectrum is convoluted with the instrument’s spectral response. The reference scene
is a 20 km altitude, mid-latitude day limb reference spectrum [59]. For the radiometric
calibration, we simulated the averaging of 10 acquisitions of both deep space and blackbody.
We also co-added the 48 pixels in the horizontal direction to mitigate noise as performed
on the previous balloon-borne version of GLORIA [60].

The “original” spectrum has a 0.05 cm−1 spectral resolution while the instrumental
resolution is 0.385 cm−1 after the application of a Norton–Beer strong apodisation [61].
To accelerate the Fast Fourier Transform algorithm and smooth the produced spectrum,
a zero-filling up to 218 points has been applied on both the calibration and the scientific
source interferograms.

An illustration of the reconstruction is presented in Figure 16. The spectrum across the
full spectral range is represented in the top left panel, while zoomed views over 10 cm−1

ranges are displayed on the other panels.
In the bottom left panel, we notice that the model can reconstruct emissions lines

characteristics of Sulphur Hexafluoride (SF6) around 950 cm−1. The top right panel includes
a retrieval region of Ozone (O3), while the bottom right panel represents a retrieval region
of the Sulphur Dioxide (SO2). The observation of these three atmospheric gases is targeted
by the EE11 CAIRT candidate [9].
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Figure 16. Limb reference scene reconstruction at 0.385 cm−1 apodised resolution (green) versus
the “original” spectrum at 0.050 cm−1 resolution (magenta). A zero-filling up to 218 points and a
Norton–Beer strong apodisation have been applied on the interferograms. (Top-left panel) Global
view from 780 cm−1 to 1400 cm−1. (Top-right panel) Zoomed view between 790 cm−1 and 800 cm−1.
(Bottom left panel) Zoomed view between 945 cm−1 and 955 cm−1. (Bottom right panel) Zoomed
view between 1360 cm−1 and 1370 cm−1.

In a second time, we compare the model-reconstructed spectrum with a theoretical
spectrum corresponding to the instrument’s apodised spectral resolution. As represented
on Figure 17, this theoretical spectrum is the convolution of the “original” spectrum with
the ILS considering a Norton–Beer strong apodisation. On Figure 18, this spectrum is
compared with the noiseless spectral radiance from the model, examining the same three
spectral ranges as presented in Figure 16. We observe that both the theoretical (red dashed
lines) and the inverse model (green lines) spectral lines match. This agreement confirms the
capability of the model to simulate the retrieval of a scientific source spectrum considering
the instrument’s spectral response and radiometric calibration.

 

Figure 17. Theoretical spectrum (right panel) obtained as the convolution (* symbol) of the “original”
spectrum (left panel) with the ILS (middle panel), considering a Norton–Beer strong apodisation.



Remote Sens. 2025, 17, 3903 27 of 35

 

Figure 18. Comparison between the inverse model (green) and the theoretical (dashed red) noiseless
spectral radiances at 0.385 cm−1 apodised resolution. The theoretical spectrum is obtained by the
convolution of the input spectrum with the ILS and considering a Norton–Beer strong apodisation.
(Left panel) View between 790 cm−1 and 800 cm−1. (Middle panel) View between 945 cm−1 and
955 cm−1. (Right panel) View between 1360 cm−1 and 1370 cm−1.

11. Conclusions and Discussion
We have developed at ESA an FTS radiometric model to support future EO missions

in phase 0/A. It is divided into an instrument and an inverse model, both described in this
paper. Based on a versatile beam splitting unit model and two different types of detectors,
the instrument model simulates noisy digitised interferograms from both input calibration
and scientific sources. The retrieval model simulates the instrument radiometric calibration,
reconstructs the scene spectral radiance, and propagates the signals noise in the process.

The ESA model and the corresponding code, with a running time in the order of 10 s
only, are designed to be adaptable to various instrumental parameters. This allowed us to
simulate the design of various mission payloads such as CAIRT, NITROSAT, GLORIA-B,
and GLORIA-Lite which has been used for the model validation. The comparison between
the model signal predictions and actual in-flight measurements indicated a maximum devi-
ation of less than 2% for both the baseline and ZPD levels relative to the average measured
levels. We are also able to predict with a good precision the instrument radiometric gain
and offset, considering the uncertainties on the instrument parameters. This validates the
capability of the model to accurately estimate the instrument’s radiometric performance
in phase 0/A. A reconstruction of a reference limb spectrum showed the ability of the
model to retrieve spectral lines targeted by future EO missions monitoring atmospheric
gas concentration.

The validation study indicated significant variability in the in-flight signal measure-
ments due to the detector PRNU which has not yet been included in the model. Addition-
ally, uncertainties regarding parameters such as optics transmission and temperature were
identified. We consider implementing such parameter statistics feasible within the model
and code architecture. Future versions aim to incorporate dynamic interferometer errors
related to the interferometer shear, tilt, WFE, and CC displacement. Finally, we aim to
extend the interferometer model to allow the simulation of a four-port configuration such
as FORUM [62].
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Abbreviations and Symbols
The following abbreviations and symbols are used in this manuscript:

FTS Fourier Transform Spectrometer
EO Earth Observation
ESA European Space Agency
MIPAS Michelson Interferometer for Passive Atmospheric Sounding
IASI-(NG) Infrared Atmospheric Sounding Interferometer—(New Generation)
EUMETSAT European Organisation for the Exploitation of Meteorological Satellites
CNES Centre national d’études spatiales
MTG-S Meteosat Third Generation—Sounding
EE Earth Explorer
FORUM Far-infrared Outgoing Radiation Understanding and Monitoring
CAIRT Changing Atmosphere Infrared Tomography
FOV Field Of View
GLORIA Gimballed Limb Observer for Radiance Imaging of the Atmosphere
DIRSIG Digital Imaging and Remote Sensing Image Generation
GIIRS Geostationary Interferometric Infrared Sounder
FTIR-SIS Fourier Transform InfraRed Scientific Instrument Simulator
FIRI Far Infra-Red Interferometer
SHIFTS Simulator for the Herschel Imaging Fourier Transform Spectrometer
SPIRE Spectral and Photometric Imaging Receiver
WFE Wavefront Error
PRNU Pixel Response Non-Uniformity
LOS Line of Sight
ILS Instrument Line Shape
UV Ultraviolet
FT Front Telescope
IA Interferometer Assembly
BT Back Telescope
CW Cryostat Window
DU Detection Unit
ADC Analogue-to-Digital Converter
BSU Beam Splitter Unit
CC Cube Corner
OPD Optical Path Difference
ZPD Zero-Path Difference
BS Beam-splitting Surface
BP Beam-splitting Plate
CP Compensating Plate
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AR Anti-Reflective
QE Quantum Efficiency
CHC Charge-Handling Capacity
LSB Least Significant Bit
DC Unmodulated
AC Modulated
MOPD Maximum Optical Path Difference
FWHM Full Width at Half Maximum
NESR Noise-Equivalent Spectral Radiance
NEDT Noise-Equivalent Differential Temperature
KIT Karlsruher Institut für Technologie
FZJ Forschungszentrum Jülich
MCT Mercury Cadmium Telluride
LFPA Large Focal Plane Array
PTB Physikalisch-Technische Bundesanstalt
VLWIR Very Long-Wave Infrared
SF6 Sulphur Hexafluoride
O3 Ozone
SO2 Sulphur dioxide
σ Wavenumber
α Bulk absorption coefficient
β Material bulk absorption rate
h Optical thickness
d Mechanical thickness
ϕ Beam incidence angle
n Optical index
N Signal
ρ Pixel fill-factor
τint Integration time
η Quantum efficiency
hcσ Photon energy
F Spectral flux
δ Optical path difference
O Instrument function
M Modulation efficiency
R{.} Real part operator
FT{.} Fourier Transform operator
Idark Pixel dark current density
px Horizontal pixel pitch
py Vertical pixel pitch
RV Voltage response
fel Electric frequency
vopt Optical speed
facq Acquisition frequency
ξ Noise standard deviation
b Binning factor
L Spectral radiance
G Optical etendue
K Optical transmission
R Reflectivity
ε Emissivity
T Temperature
ADU Studied active detection area
J1() Bessel function of first kind
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γtilt Angular tilt between interfering wavefronts
Rstop Aperture stop equivalent radius
γshear Shear between interfering wavefronts
Ω Beam solid angle
〈.〉 Average operator
∆δ2 Differential wavefront error between interfering wavefronts
θ0 Beam off-axis angle with respect to field of view centre
MOPD Maximum optical path difference
ILS Instrument line shape
Mifg Interferogram number of samples
dσ Spectral sampling
NESR Noise-equivalent spectral radiance
NEDT Noise-equivalent differential temperature
G Radiometric gain
L0 Radiometric offset

Appendix A. Interferometer Self-Emission
The IA self-emission scheme is represented in Figure A1. The flux of any beam of

light which is split and recombined by the BS is modulated. The IA emissivity includes six
contributions described hereafter. Each component emissivity includes the transmission
factor from itself to the output port of the interferometer.

 

Figure A1. Thermal background emission in the interferometer with a distinction between the DC
flux (red), AC balanced flux (full green), and AC unbalanced (dashed green). This sketch was created
using the Component Library by Alexander Franzen, licensed under CC BY-NC 3.0.

P1 is located right before the beam-splitting surface. A fraction of its self-emission
Fbg,P1,1 goes back to the source side while the other Fbg,P1,2 is modulated:

Fbg,P1(σ, δ) = G[ε P1,DC(σ) + εP1,AC(σ)
]

LBB(TIA, σ) (A1)

where

εP1,DC(σ) =
(1 − αBP)KIA,DC

αBPKAR
(σ) (A2)
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and

εP1,AC(σ) =
(1 − αBP)KIA,AC

αBPKAR
(σ) (A3)

The P2 self-emission Fbg,P2 is split but not recombined; it is thus unmodulated and is
computed as follows:

Fbg,P2(σ, δ) = GεP2(σ)LBB(TIA, σ) (A4)

where

εP2(σ) = (1 − αBP)
[

RCC1αBPKBSαCPK3
AR

]
+ (1 − αBPKAR)

[
KBSαCPK2

AR

]
(σ) (A5)

The P3 self-emission Fbg,P3 is split but not recombined, it is thus unmodulated and is
computed as follows:

Fbg,P3(σ, δ) = GεP3(σ)LBB(TIA, σ) (A6)

where
εP3(σ) = (1 − αCP)

[
RCC2α2

CPK4
AR + RBSαCPK2

AR

]
(σ) (A7)

P4 is located after the recombination point. Its self-emission is composed by the
flux emitted directly towards the back optics side Fbg,P4,1 but also emitted towards the
interferometer and reflected to the back optics side. This part Fbg,P4,2 is modulated in phase
opposition to the source.

Fbg,P4(σ, δ) = G[ε P4,DC(σ) + εP4,AC(σ)
]

LBB(TIA, σ) (A8)

where

εP4,DC(σ) = (1 − αCP)

[
KAR +

RIA,DC

αCPKAR

]
(σ) (A9)

and
εP4,AC(σ) = (1 − αCP)

RIA,AC

αCPKAR
(σ) (A10)

The thermal background coming from the CCs is unmodulated and expressed
as follows:

Fbg,CC(σ, δ) = G[εCC1(σ) + εCC2(σ)]LBB(TIA, σ) (A11)

where
εCC1(σ) = (1 − RCC1)αBPKBSαCPK3

AR(σ) (A12)

and
εCC2(σ) = (1 − RCC2)RBSα2

CPK4
AR(σ) (A13)

The IA total unmodulated εIA,DC emissivity writes as follows: the balanced modulated
εIA,AC,1 and unbalanced modulated εIA,AC,2, as follows:

ε IA,DC(σ) = [εP1,DC + εP2 + εP3 + εP4,DC + εCC1 + εCC2](σ) (A14)

The IA total balanced modulated εIA,AC,1 emissivity writes as follows:

ε IA,AC,1(σ) = εP1,AC(σ) (A15)

The IA total unbalanced modulated εIA,AC,2 emissivity writes as follows:

ε IA,AC,2(σ) = εP4,AC(σ) (A16)
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Appendix B. Radiometric Gain and Offset Noise
The radiometric gain noise standard deviation ξG is as follows:

ξG(σ) =

√
ξ2

σ,1

∣∣∣∣ ∂G(σ)

∂Nσ,1(σ)

∣∣∣∣2 + ξ2
σ,2

∣∣∣∣ ∂G(σ)

∂Nσ,2(σ)

∣∣∣∣2 (A17)

thus yielding

ξG(σ) =

√√√√ξ2
σ,1

∣∣∣∣∣ L1(σ)− L2(σ)

(Nσ1(σ)− Nσ,2(σ))
2

∣∣∣∣∣
2

+ ξ2
σ,2

∣∣∣∣∣ L1(σ)− L2(σ)

(Nσ,1(σ)− Nσ,2(σ))
2

∣∣∣∣∣
2

(A18)

considering the relation between G, ξσ, and the NESR (Equation (57))

ξG(σ) =

√
NESR2

1(σ) + NESR2
2(σ)

|Nσ,1(σ)− Nσ,2(σ)|
2 (A19)

The radiometric offset ξL0 noise standard deviation is as follows:

ξL0(σ) =

√
ξ2

σ,1

∣∣∣∣ ∂L0(σ)

∂Nσ,1(σ)

∣∣∣∣2 + ξ2
σ,2

∣∣∣∣ ∂L0(σ)

∂Nσ,2(σ)

∣∣∣∣2 (A20)

which, after calculation, writes as follows:

ξL0(σ) =

√√√√ξ2
σ,1

∣∣∣∣∣Nσ,2(σ)
L1(σ)− L2(σ)

(Nσ,1(σ)− Nσ,2(σ))
2

∣∣∣∣∣
2

+ ξ2
σ,2

∣∣∣∣∣Nσ,1(σ)
L1(σ)− L2(σ)

(Nσ,1(σ)− Nσ,2(σ))
2

∣∣∣∣∣
2

(A21)

thus yielding

ξL0(σ) =

√[∣∣∣∣ L0(σ) + L2(σ)

L1(σ)− L2(σ)

∣∣∣∣NESR1(σ)

]2
+

[∣∣∣∣ L0(σ) + L1(σ)

L1(σ)− L2(σ)

∣∣∣∣NESR2(σ)

]2
(A22)
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