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Abstract

The modulation of low-energy galactic cosmic rays reflects interplanetary magnetic field variations and can
provide useful information on solar activity. An array of ground-surface detectors can reveal the secondary
particles, which originate from the interaction of cosmic rays with the atmosphere. In this work, we present an
investigation of the low-threshold rate (scaler) time series recorded in 16 yr of operation by the Pierre Auger
Observatory surface detectors in Malargiie, Argentina. Through an advanced spectral analysis, we detected highly
statistically significant variations in the time series with periods ranging from the decadal to the daily scale. We
investigate their origin, revealing a direct connection with solar variability. Thanks to their intrinsic very low
noise level, the Auger scalers allow a thorough and detailed investigation of the galactic cosmic-ray flux
variations in the heliosphere at different timescales and can, therefore, be considered a new proxy of solar

variability.

Unified Astronomy Thesaurus concepts: Solar activity (1475); Cosmic ray detectors (325); Astronomy data

analysis (1858)

1. Introduction

During their propagation through the heliosphere, galactic
cosmic rays (GCRs) interact with the solar wind and the
heliospheric magnetic field, which modify their energy spectra.
Changes in the interplanetary medium related to variations in
the Sun’s activity and to solar transient events thus determine
the magnetic deflection of the trajectories of GCR particles,
modifying the flux of the GCRs reaching the Earth’s
atmosphere.

The process through which GCR particles interact with
magnetic irregularities in the solar wind can be described as
diffusion combined with convection and adiabatic energy
losses (E. N. Parker 1965). In particular, during the minimum
phase of solar activity, when the Sun is quiet, GCRs have a
maximum intensity at Earth, and vice versa during solar
maximum conditions, so solar activity effectively modulates
periodically the GCR flux with the same solar decadal cycle.
Apart from this long-term modulation associated with the solar
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cycle, short-term variations of the flux of GCRs are also
produced by the perturbed interplanetary condition near the
Earth, such as interplanetary coronal mass ejections (ICMEs;
e.g., I. G. Richardson & H. V. Cane 2010) or stream
interaction regions (SIRs; e.g., I. G. Richardson 2018). These
temporal depressions in the GCR flux, generally known as
Forbush decreases (S. E. Forbush 1937), are a consequence of
changes on the GCRs transport plasma properties. While
ICME:s are manifestations of solar eruptions, SIRs arise when
fast solar wind flow (originating in the core of coronal holes)
reaches slow solar wind flow (P. K. Grieder 2001). Since the
solar wind velocity is radial from the Sun, this interaction is
only possible because of the solar rotation. When a coronal
hole remains during more than one solar rotation, the
associated recurrent SIR is called a corotation interaction region
(CIR; J. A. Lockwood 1971; H. V. Cane 2000; I. G. Richardson
2004; M. Dumbovi¢ et al. 2011; I. G. Richardson 2018;
B. Vrsnak et al. 2022).

The Pierre Auger Observatory (Pierre Auger Collaboration
2015) is the largest cosmic- -ray observatory to date, specifically
designed to study the p 7ys1cs of cosmic rays at the highest
energies, above 3 x 10'"eV. It includes observations of the
fluorescence light produced by air-shower secondary particles
as they propagate through the atmosphere and the direct
measurement of secondary particles reaching ground level.
Since 2005, the Observatory has also recorded the low-
threshold rates (scalers) corresponding to signals with energy
between 15 and 100 MeV revealed by all the water-Cherenkov
surface detectors (SDs) of the array with a methodology
known as the single-particle technique (C. Morello et al.
1984). Apart from allowing monitoring of the long-term
stability of the detectors, scalers can be used for searching for
transient events, such as gamma-ray bursts (X. Bertou 2008;
Pierre Auger Collaboration 2009), solar flares (R. Abbasi et al.
2008), and Forbush decreases (Pierre Auger Collaboration
2011; S. Dasso et al. 2012), which are expected to produce
coherent variations in their counting rates, and for investigating
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long-term trends in the heliospheric modulation of GCRs during
the solar cycle (M. Schimassek 2020).

In this work, we show that Auger scaler data are not only
complementary to those provided by neutron monitors or
muon detectors but, thanks to the very low noise level
(resulting from statistical fluctuations intrinsic to the original
signal or added by the measurement) and to the higher
statistical significance related to the very high count rates
(~10° counts per second), they allow for a thorough and
detailed investigation of the GCR flux variations in the
heliosphere. Besides the imprint of the decadal solar cycle
previously shown (e.g., M. Schimassek 2020), we reveal here
GCR variations from the annual to the daily scale. Through the
spectral analysis of a uniformly resampled 16 yr long scaler
time series obtained by applying an autoregressive (AR) gap-
filling technique to fill several gaps in the time series, we
extract from the noise the significant oscillatory components of
the time series and reconstruct their time evolution. Moreover,
we conduct an in-depth investigation to understand the
phenomena at the origin of the detected oscillations,
particularly the possible relationship with the solar modulation
over different timescales.

After introducing the scaler-rate time series in Section 2, the
results obtained regarding the spectral content are shown in
Section 3. The results are finally discussed in the concluding
Section 4.

2. Scaler Rate at the Pierre Auger Observatory
2.1. The Pierre Auger Observatory

The Pierre Auger Observatory (Pierre Auger Collaboration
2015) is located at an altitude of 1400 m above sea level in the
Argentinian Pampa Amarilla. It is a hybrid system, completed
in 2008, that combines SDs, which also measure the scaler
rate, and fluorescence telescopes.

The SDs form an array consisting of 1600 water-Cherenkov
detectors (I. Allekotte et al. 2008) arranged on a 1500 m
triangular grid that covers about 3000 km”. A further 60 water-
Cherenkov detectors, with a 750 m spacing, form a 27 km?
infill region, allowing for extension to lower energies. In each
SD, Cherenkov radiation produced by the shower particles
passing through the water volume is measured using three
photomultiplier tubes (PMTs). The amount of Cherenkov
radiation is measured in units of charge produced by a vertical
through-going muon (X. Bertou et al. 2006).

2.2. The Scaler-rate Time Series

In 2005, a single-particle technique mode (C. Morello et al.
1984) was implemented for the full array of SD detectors
consisting of recording the rate of signals above a low
threshold, the “scaler mode.” The Auger scalers record the
counting rates of signals within the range [4, 20] of analog-to-
digital converter (ADC) counts above baseline, approximately
corresponding to the deposited energy range [15, 100] MeV,
resulting in an average total count rate of ~3 x 10° per second
or ~2000s~" per Cherenkov detector. The dominant contrib-
ution to the count rate comes from cosmic rays of energies
between 10 GeV and a few TeV primary energy (S. Dasso
et al. 2012).

Scaler data for each detector are stored every second.
Measured scaler rates are affected by several factors, such as
atmospheric conditions, the intrinsically nonconstant rate of
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low-energy particles, and, eventually, instrumental instabil-
ities. Therefore, before looking for transient events and
studying long-term solar modulations, the Auger scaler rates
must be treated and corrected, as in previous analyses of these
data (J. Masias-Meza 2015; M. Schimassek 2020), thus
obtaining the so-called corrected scaler rate ') of station i.

The most important condition to ensure high data quality is
the stable operation of all three PMTs of a water-Cherenkov
detector because of the three-fold coincidence condition used
for the scaler trigger. We used the PMT-selection to
reconstruct ultrahigh-energy cosmic rays (Pierre Auger
Collaboration 2020) and select high-quality data. Nonetheless,
there are remaining instabilities in the scaler data, e.g., due to
the effect of thunderstorms (M. Schimassek 2020), that must
be removed to obtain a high-quality data sample. Therefore,
we employ a median and median-absolute-deviation-based
removal of water-Cherenkov detectors if their measured rate is
significantly above its median and no more than two are
affected in each second.

The data series must also be corrected for atmospheric
pressure and detector aging before being used in long-term
analyses. The pressure correction is derived from the
correlation analysis of the measured rate with the observed
atmospheric pressure at the site, as in previous work
(Pierre Auger Collaboration 2011; M. Schimassek 2020),
and applied as a multiplicative correction. No correction with
temperature is applied because no significant correlation of the
scaler rate with ground temperature is found (Pierre Auger
Collaboration 2011).

The detector aging influences the signal's shape and the
measured scaler rate. The signal's shape can be monitored
using the ratio of the average charge (area) of a vertical-muon
with its associated average maximal signal (peak; P. Abreu
et al. 2011). We use the “area-over-peak ratio” to correct the
scaler rate for the aging by applying a multiplicative correction
as in J. Masias-Meza (2015) and M. Schimassek (2020).

For each station, the rate measured within a specific five-
minute time interval is given by the arithmetic mean over all
the seconds in the considered interval not removed by one of
the selection criteria.

Finally, the scaler-rate value associated with such a time
interval is obtained by averaging all stations. Since the stations
are deployed at different altitudes, ages, and PMT gains, the
scaler rate is not identical between stations. To compensate for
these differences, the corrected scaler rate Pi(c) of a station i is
scaled by the reference value (T';), obtaining the relative scaler
rate

L)
ri(t) = — . )
(L)

The reference value (I';) is the mean count rate of the station i
during the year 2013, which is roughly in the middle of the
data set. The idea behind this scaling is that the relative
response of the stations to changes in the physical rate is more
consistent than the absolute count rate. Furthermore, it is a way
to make the response of the whole SD array independent of the
number of currently working stations.

Finally, we apply a correction for the noninteger part of the
drifting baseline that determines the integer threshold of the
scaler trigger. This correction reduces the observed fluctua-
tions on timescales smaller than one day by parameterizing the
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Figure 1. Relative scaler-rates series from 2006 January 1 to 2022 March 19. The rate incorporates all the corrections detailed in M. Schimassek (2020) and the text.
Panel (a) displays the series sampled at 12 hr intervals. Some gaps in the series have been filled through a gap-filling process relying on an AR model (see text). The
most substantial gaps are marked in green. The scaler rate in panel (b) was obtained by resampling the original series every 6 days after applying the gap-filling

procedure to the series in panel (a).

dependence of the observed counts per fractional baseline
drift. This correction leads to a minor offset from unity for the
rate used for normalization in 2013 due to the correction to the
integer value (3 ADC above baseline) instead of the average
(3.5 ADC above baseline) that was not taken into account in
the normalization.

Figure 1 shows the time series resulting from the mean of
the relative scaler rate r,(f) over all the stations.

Specifically, Figure 1(a) shows the relative scaler rate
sampled at 12 hr intervals, characterized by occasional gaps
resulting from applied selections, including a few short gaps
(of the order of days), along with longer ones that occurred in
2007 (37 days), in 2012 (24 days), in 2013 (29 days) and 2014
(19 days). These widest gaps are highlighted in green.

To obtain a uniform series necessary for the analysis
techniques described below (see Section 3), all gaps were filled
using a gap-filling method based on AR models, with the order
determined through the Akaike criterion (H. Akaike 1969).

Using this method, missing data points are substituted with
estimates derived from the forward and backward AR fits of
the remaining data samples. The maximum number of samples
used in the estimation and the order of the AR model were
chosen to lead to the most accurate reconstruction of randomly
selected periods of similar length in the existing data series.
Finally, the gap-filled points were computed by averaging 100
gap-filling estimates, each based on optimized parameters for
the AR model, since the set of artificial gaps is randomly
created in each iteration. The resulting (filled) series covers
more than 16 yr, from 2006 January 1 to 2022 March 19, for
11,844 data points. The end of the time series in 2022 March is
determined by the start of significant deployment of the

upgrade of the Pierre Auger Observatory, AugerPrime (Pierre
Auger Collaboration 2016), which includes a change of the
station's electronics (A. A. Halim et al. 2023). This series
shows a decadal modulation as well as an annual oscillation.

3. Spectral Analysis and Results

Appropriate methods for spectral analysis are necessary
when dealing with the potential presence of nonsinusoidal
variations in time series and with spectra displaying widely
varying power ranges encompassing both weak and strong
spectral components. Consequently, an accurate spectral
analysis has been performed using advanced spectral methods
to reliably reveal the significant periodic components within
the relative scaler-rate series r,(f). Singular spectrum analysis
(SSA; see Appendix) is a spectral method to confidently
extract deterministic components from the series. In contrast to
the classical Fourier spectral methods, which use a fixed basis
of harmonic functions (sines and cosines), SSA takes
advantage of data-adaptive basis functions; this feature also
makes the method particularly useful for short and noisy time
series. This method decomposes a time series into statistically
independent components that can be categorized as oscillatory
patterns or noise. The extracted periodic components can
exhibit modulations in terms of amplitude and phase. The
statistically ~significant components were detected and
extracted from the background noise using a recursive SSA
method based on a Monte Carlo (MC) test (MC-SSA). For
further details, see the Appendix. The noise in the series results
from statistical fluctuations intrinsic to the original signal or
added by the measurement.
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Figure 2. MC-SSA spectrum of the relative scaler rate. The MC ensemble size is 10,000. The gray bars, which bracket 99% of the power values obtained from the
ensemble, represent the MC band. The significant spectral components are indicated by the red squares, while the black dots represent the spectral components that
can be parameterized as red noise. The significant components with the same period specified in blue are grouped with blue boundaries.

The analysis was applied to a downsampled version to
extract the periodic oscillations present in the time series,
uncovering the oscillations corresponding to periods greater
than a few days. This downsampling was done to reduce
computational requirements while preserving adequate time
resolution. In detail, starting from the gap-filled version of the
12 hr sampled series, a 6 days sampled series has been
obtained (987 points), thus reducing the length of the series
under analysis to one-twelfth of its original size.

The series is shown in panel (b) of Figure 1. The adopted
window length M was set equal to 150 samples, corresponding
to a window width W = M At = 2.5 yr, where Ar = 6 days is
the sampling interval. The robustness of the results was tested
using a wide range of M values. The spectrum of the series is
represented in terms of power versus frequency in Figure 2.

We use a recursive MC method (M. R. Allen &
L. A. Smith 1996) that reliably identifies the spectral
components in a time series. Starting from a null hypothesis
of pure red noise, represented by a first-order autoregressive
process AR(1), the model is made iteratively more complex
until the data cannot statistically reject the model. The method
creates 10,000 MC data samples per iteration to obtain a band
in frequency space at a given confidence level. The hypothesis
test compares the SSA spectrum of the original series with the
MC band.

The first AR(1) noise assumption is usually used since a
large class of physical processes generates series with larger
power at lower frequencies. This is done to avoid over-
estimating the predictability of the system by underestimating
the amplitude of the stochastic component of the time series
(R. Vautard et al. 1992).

The model explaining the series includes the following
significant components at 99% c.l.: a decadal trend, an annual
oscillation, and modes of variability with periods of ~9 months,
~6 months, ~28 days, ~20 days, and ~14 days. The gray bars in
Figure 2 constitute the MC band. As one can see, no anomalous
power exceeds this band except those corresponding to the
significant components mentioned above and highlighted by the
red squares. The black dots indicate the spectral components that
can be parameterized as red noise or are not significant.

Figure 3 shows the significant components revealed by MC-
SSA analysis in the relative scaler-rate series (a), with decadal
scale (b), annual (c), ~9 months (d), ~6 months (e), ~28 days
(f), ~20 days (g), and ~14 days (h) periods. The percentage of
variance described by each component is also indicated within

each panel. The total variance corresponding to all the
significant components is about 88%. Therefore, we point
out that the noise level in the scalers series is extremely low
(about 12%). For comparison, the bottom panel of Figure 3
shows the sunspot number (SN) series with a 6 day resolution.
The SN is an index that quantifies the abundance of lower-
temperature “spots” associated with regions of high magnetic
field strength on the Sun’s surface and is the best-known proxy
of solar activity: higher SNs indicate higher solar activity. The
used SN time series has the same sampling interval of 6 days
as the scaler rates and was derived by resampling the daily data
currently maintained by the World Data Center's Sunspot
Index and Long-term Solar Observations (SILSO World Data
Center 2021). Similar periodicities have been found in neutron
monitor data and various solar indices (Y. P. Singh &
Badruddin 2019; A. Loépez-Comazzi & J. J. Blanco 2022,
2020; see Sections 3.1, 3.2, 3.3, and 3.4).

3.1. Decadal Variability

The Sun is a magnetically active star whose activity depends
on the magnetic dynamo process operating in the solar
convection zone at a depth of about 200 Mm. Solar magnetic
activity is visible through the cyclical appearance of sunspots
and active regions on the Sun’s surface, varying on different
timescales. The main cycle (called the Schwabe cycle) has a
period of about 11 yr and leads to polarity inversion of the
global solar magnetic field.

The decadal modulation, shown in Figure 3(b), is linked to
the Schwabe solar cycle and describes most of the signal
variance (~68%). In Figure 4(a), this component is directly
compared to the decadal one (red curve) revealed by SSA in the
SN series (light red curve) using the same window length M
adopted for the scalers analysis. The anticorrelation between the
two decadal components is revealed (correlation coefficient
r = —0.62, pyawe < 107°). However, a phase displacement
between the scalers and the SN decadal components, which
varies along the series, is visible. For instance, a lag of about 8
months is observed around 2009, which decreases in time,
reaching a value of about 3 months around 2013. The delay in
the period 2014-2015 is about one year. Instead, the maximum
around 2019 is almost in phase with the minimum observed in
the SN cycle. A time lag between GCR intensity and solar
activity, particularly concerning long-term modulations, has
been discussed in several papers (M. Singh et al. 2008; E. Ross
& W. J. Chaplin 2019; A. Lépez-Comazzi & J. J. Blanco 2022).
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Figure 3. The significant components identified through MC-SSA analysis in the relative scaler-rate series (a), with decadal scale (b), annual (c), ~9 months (d),
~6 month (e), ~28 days (f), ~20 days (g), and ~14 days (h) periods. The variance described by each component is also indicated in per cent inside each panel. The

SN series sampled every 6 days is also shown in the bottom panel.

It is generally related to the above-mentioned reversal of the
solar magnetic polarity. The polarity cycle is defined as positive
(A > 0) when the northern magnetic field is directed away from
the Sun and as negative (A < 0) when it is pointed toward the
Sun. Differences in the behavior of charged particles among
polarity cycles occur because, during the A > 0 cycle, positively
charged particles tend to drift toward the Sun along the polar
regions. In contrast, electrons mainly drift along the equatorial
heliospheric current sheet, which divides the heliosphere’s two

oppositely oriented magnetic-polarity hemispheres. When the
polarity cycle switches (A < 0), the opposite behavior occurs,
and when protons drift inward mainly through the equatorial
regions of the heliosphere, they encounter the equatorial
heliospheric current sheet and are progressively reduced by its
increasing waviness as solar activity grows: the wavy helio-
spheric current sheet thus has significant physical effects in
cosmic-ray modulation. This produces maxima in the cosmic-
ray intensity profiles, which are wider when A > 0 (see, e.g.,
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Figure 4. (a) Comparison between the decadal trend revealed in the Auger scaler rate (black curve) and the SN series sampled every 6 days (shaded red curve),
superimposed by the decadal modulation revealed in the latter by SSA (red curve). An anticorrelation among the decadal trends is visible. The shaded gray bar
represents the total time interval required for the polar field reversal in both hemispheres from 2012 June to 2014 November. Panel (b) shows the 28 days oscillation

revealed in the SN time series.

M. S. Potgieter 2013 for an extended review). This behavior is
reflected in the decadal scaler cycle (black line in Figure 4),
which shows a maximum around 2019 wider than the one
around 2009. This could cause the observed phase displace-
ment, which varies between the two periods of opposite
magnetic polarity. Therefore, a 22 yr cycle could be present in
the scalers (corresponding to the Hale cycle of solar activity),
which is, however, not detectable in the spectral analysis due to
the limited time interval covered by the data. The peak around
2009 has already been reported in J. Masias-Meza (2015) using
counting rates in two different energy ranges.

3.2. Annual Variability

The annual oscillation (see Figure 3(c)) shows minima at the
beginning of each year (December to January) and maxima in
the middle (June to July). The origin of this annual modulation
can be related to a combination of different factors.

Among the terrestrial causes is the seasonal variation of the
atmospheric temperature due to the inclination of the Earth’s
axis relative to the ecliptic plane. The upper atmosphere is
cyclically affected by seasonal temperature variations that alter
the mean free path of muons at the relevant production heights
(G. C. Castagnoli & M. A. Dodero 1967; M. Y. Andreyev
et al. 1990; M. Ambrosio et al. 2003; M. Aglietta et al. 2008).
Specifically, in December—January, when the temperature in
Malargiie is higher, the expansion of the atmosphere increases
the path from the generation point to the SDs, leading to a
higher probability of muon decay and consequently to a lower
muon flux at the ground.

More work on the fraction of the muonic signal in the
scalers and on understanding other systematic effects due to
seasonal changes in the atmosphere is necessary before firm
conclusions can be reached.

Among the extraterrestrial causes of the annual scaler-rate
cycle, there is the variation of the Earth—Sun distance due to
the eccentricity of the Earth’s orbit and to the effect of the
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asymmetry of the heliospheric magnetic field (see, e.g.,
M. Barker & C. Hatton 1971; K. Nagashima et al. 1998;
J. Jeong & S. Oh 2022).

3.3. 6 Month and 9 Month Variability

Two strong components are identified through the MC-SSA
analysis in the relative scaler-rate series, namely, ~9 months
and ~6months oscillations (see Figures 3(d), (e)). To
investigate the solar origin of these two components, we
analyzed the total sunspot area (SA) records, acquired daily by
the USAF/SOON telescopes'® with the contribution of the
US NOAA. The respective contributions of the two solar
hemispheres to the total SA were determined by separately
analyzing the SA time series of the northern (NH) and
Southern (SH) hemispheres.

In Figure 5, we show the full Sun (total) SA series (panel
(b)) together with the NH (panel a) and SH (panel (c))
hemispheric series (black lines). The most prominent peaks in
the full Sun series, occurring at the end of 2011 and during the
period 2014-2015, are related to the different activities of the
two hemispheres, as highlighted by the shaded red and blue
bars. We applied the MC-SSA to the three resampled (with
6 day time resolution) series, using the same window length
M = 150 adopted for the Auger scalers analysis.

In Table 1, we show the percentage of the total variance
associated with the SSA significant components of the three
SA series and the scalers series. The last two rows show the
total variance related to signal and noise for each series. We
notice that the total SA series shows the same spectral content
as the scalers series, except for the 14 days and the annual
components. The latter is missing, as expected, due to its
seasonal origin. Furthermore, analysis of the two hemispheric
SA series reveals that the ~6months and ~9 months
periodicities are due to the NH and SH, respectively.

The two reconstructed monthly components are shown in
Figure 5(a) (red curve) and Figure 5(b) (blue curve),
respectively, showing a higher variability in correspondence
to the two main peaks. It is important to point out that the noise
level of the scalers series is lower by a factor greater than 2
compared to the total SA series and by a factor of about 3
compared to the NH and SH series.

The ~6 and ~9 months variability is related to the known
solar Rieger-type periodicity (E. Rieger et al. 1984), which
was initially attributed to the 154 days periodicity in gamma-
ray flares observed by the Solar Maximum Mission near the
maximum of Solar Cycle 21. The analysis of different
indicators of solar magnetic activity during the past few
cycles, namely, X-ray flares (B. R. Dennis 1985; T. Bai &
P. A. Sturrock 1987; J. N. Kile & E. W. Cliver 1991;
M. Dimitropoulou et al. 2008), sunspot group numbers
(M. Carbonell & J. L. Ballester 1990, 1992; J. Lean 1990;
R. Oliver et al. 1998; J. L. Ballester et al. 1999), 10.7 cm radio
flux and SN (J. L. Lean & G. E. Brueckner 1989), occurrence
rates of solar flare energetic electrons (W. Droege et al. 1990),
type II, III, and IV radio bursts (V. K. Verma et al. 1991;
V. V. Lobzin et al. 2012), as well as microwave (J. N. Kile &
E. W. Cliver 1991) and proton (T. Bai & E. W. Cliver 1990)
flares, confirmed the existence of such a periodicity. This
component was found to be strong in some cycles and weak or
lacking in others. Moreover, its period is cycle-dependent: the

190 1ttp: / /solarcyclescience.com /activeregions.html
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stronger the solar cycle, the shorter the period (E. Gurgenash-
vili et al. 2016).

The physical reason for the occurrence of Rieger-type
periodicities has been debated for decades, and different
mechanisms have been suggested to explain the enigmatic
features of this component (K. Ichimoto et al. 1985; T. Bai &
P. Sturrock 1991; Y.-Q. Lou 2000; P. A. Sturrock et al. 2013;
P. Sturrock et al. 2015). On the other hand, Rieger-type
periodicities usually appear near solar-cycle maxima.

Recent studies show that this periodicity is probably related
to perturbations in the solar internal dynamo layer, where the
large-scale magnetic field is generated, which can be attributed
to locally generated magneto-Rossby waves (T. V. Zaqarashvili
et al. 2010). In fact, variations in the differential rotation and
magnetic field strength throughout the solar cycle can enhance
the growth rate of particular harmonics of magnetic Rossby
waves in the upper part of the tachocline (the transition layer
between the radiative interior and the outer convective zone),
especially around the maximum of the solar cycle.

In turn, the generation of these unstable harmonics may lead
to the periodic emergence of magnetic flux at the solar surface
due to magnetic buoyancy, thus modulating the ICME events
and consequently the GCR flux at these timescales. Finally,
since the dispersion relation of magnetic Rossby waves depends
on the unperturbed magnetic field strength (T. Zaqarashvili
et al. 2007), the amplitude of the specific enhanced harmonics
will differ in the NH and SH depending on their level of
activity (T. Gachechiladze et al. 2019), thus leading to the
observed north—south asymmetry in Rieger periodicities shown
in Figure 5.

3.4. Monthly Variability

A monthly component, with a period of about 28 days, was
also revealed in the scalers series and reconstructed in
Figure 3(f). This component can be related to the combination
of solar rotation and an inhomogeneous distribution of long-
lived solar active regions, such as sunspots, coronal holes, and
corotating interaction regions (P. K. Grieder 2001). The
amplitude of this variability component in the scalers reaches
its maximum value around solar activity maximum, as results
from the comparison of panels (f) and the bottom panel of
Figure 3. Furthermore, a higher variability is observed until the
beginning of 2018, i.e., for the entire duration of the
descending phase of the cycle. In fact, while CMEs
approximately follow the SN variation (S. Yashiro et al.
2004), CIRs are more prevalent in the declining phase of the
solar cycle (I. G. Richardson et al. 2002).

This cycle is linked to the longitudinal asymmetry of the
electromagnetic conditions in the heliosphere during one solar
rotation. Due to solar differential rotation, the sidereal
rotational period of the photosphere is about 25 days at the
near-equatorial region and reaches values around 34 days at
about +75° of heliographic latitude. On the other hand, it is
important to consider that large-scale coronal magnetic
structures rotate more rigidly than the underlying photosphere,
i.e., much faster at all latitudes and less differentially than the
underlying small-scale magnetic structures linked to the
photospheric plasma (S. Mancuso & S. Giordano 2011;
S. Mancuso et al. 2020), naturally leading to the observed
predominance of the observed ~28 days periodicity, corresp-
onding to the so-called synodic rotation period, the apparent
rotation period of the Sun as seen from the Earth. This
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Figure 5. Comparison between the full Sun (b), NH (N-) (a) and SH (S-) (c) SA time series (black curves) sampled every 30 days, to better distinguish the main
peaks by reducing the noise in the signal. The NH and SH data are superimposed by the reconstructed ~6 m (red curve in panel a) and ~9 m (blue curve in panel (c))
components, respectively, obtained by applying the MC-SSA to the 6 days sampled series. The shaded red and blue bars highlight the main peaks in solar activity

linked to higher variability in the 6 and 9 m components.

variability has also been found in several neutron monitor data
(G. A. Bazilevskaya 2000; R. Modzelewska & A. Gil 2021;
A. Lopez-Comazzi & J. J. Blanco 2022, 2020) and has been
detected in the SN time series, as shown in Figure 4(b). Thus,
the quasi-periodic modulation of the cosmic-ray flux over 28
days can be mainly attributed to the quasi-rigid rotation of
coronal magnetic structures and is also related to the CIRs.

3.5. The 14 Day Variability

A significant 14 days oscillation was also revealed in the
scaler time series. The reconstruction of this component is
shown in Figure 3(h). Higher variability is observed between
2015 and 2019 and around 2008, i.e., in correspondence with
declining phases of solar cycles. This is in agreement with the
results reported in K. Mursula & B. Zieger (1996): the largest

10

variability of this oscillation has been found in the late
declining phase of the solar cycle in the case of heliospheric
variables and around sunspot maxima in the case of solar
variables. In the heliospheric case, intervals of large 14 days
periodicity are generally attributed to the occurrence of two
high-speed solar wind streams approximately 180° apart in
solar longitude, per solar rotation. Due to the tilt of the solar
quasi-dipolar global magnetic field, such two-stream structures
naturally appear if the heliospheric current sheet is narrow and
the dipole axis is tilted in relation to the solar rotation axis
(V. Vipindas et al. 2016). Spectral peaks at about half the solar
rotation period have also appeared in solar wind studies and
geomagnetic activity. It has also been found in neutron
monitor data and several solar indices (A. Lopez-Comazzi &
J. J. Blanco 2020).
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Table 1
The Percentage of the Total Variance Associated with the SSA Significant
Components of the Three SA Series and the Scalers Series

SSA Significant Components (99% c.1.)

Scalers SA SA SA
(total) (north) (south)

Period Variance (%)
11 yr 68.2 53.7 37.8 40.7
1yr 14.8
9 months 1.0 4.0 6.2
6 months 1.6 2.4 3.4 (90% c.l.)
28 days 2.1 7.0 8.1 12.0
20 days 0.4 3.0 3.5
14 days 0.2
Signal 88% 70% 53% 59%
Noise 12% 30% 47% 41%

Note. The last two rows show the total variance related to signal and noise for
each series.

4. Discussion and Conclusions

Solar activity variations strongly impact the modulation of
the flux of low-energy GCRs reaching the Earth. In this work,
we have shown that, through the spectral scaler analysis data
from the Pierre Auger Observatory, the time variations of the
GCR flux related to the activity of the heliosphere at different
timescales can be revealed with high accuracy.

Several periodic components have been detected in the 16 yr
long scaler-rate time series with a 99% c.l. against the null
hypothesis of a red noise process. The series has been sampled
every 6 days to investigate scales from decadal to a few days. A
dominant decadal modulation has been detected, describing
most of the signal variance. This reveals an evident antic-
orrelation with the decadal solar cycle, which, for Solar Cycle
24, lasted 11 yr. An observed phase displacement that varies
with time has been explained as due to the polarity reversal of
the solar magnetic field. An annual oscillation is also present,
showing maxima in correspondence with austral winters and
minima during austral summers. Its origin is possibly linked to
both terrestrial and extraterrestrial causes, such as the temper-
ature effect affecting the muon flux at the surface, the variation
of the Earth—Sun distance during the year, and the effect of the
asymmetry of the heliospheric magnetic field.

Other shorter-term oscillations with periods of about 9 and
6 months, and 28, 20, and 14 days have also been detected. The
first two components have been detected in several neutron
monitor data and many solar indices. The analysis of the SA
series corresponding to the NH and SH has revealed the
different origins of the two oscillations. The 28 days comp-
onent shows higher variability in correspondence with both the
maximum and the descending phases of Solar Cycle 24. This
modulation is caused by the combination of an inhomogeneous
distribution of long-lived solar active regions and solar
rotation. This periodicity has also been found in the SN time
series. The 14 days periodic component is associated with both
solar active longitudes and tilted dipole structures. It has also
been found in neutron monitor data and several solar indices.
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Also, this component is observed to be more prominent during
the declining phase of solar cycles, presenting a higher
variability between 2015 and 2019 and around 2008.

In conclusion, we have shown that Auger scaler data are
strongly related to solar activity. The intrinsic very low noise
level and the high statistical significance related to the very
high count rates also allow a detailed investigation of the GCR
flux variations in the heliosphere at different timescales by
revealing signals of very low amplitude.

The scaler information is also available in the AugerPrime
SD electronics, and therefore these studies can be extended by
using the data set beyond 2022.
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LQ100102401, MEYS LM2023032, CZ.02.1.01/0.0/0.0/
16_013/0001402, CZ.02.1.01/0.0/0.0/18_046/0016010, and
CZ.02.1.01/0.0/0.0/17_049/0008422 and CZ.02.01.01/00/
22_008/0004632; France—Centre de Calcul IN2P3/CNRS;
Centre National de la Recherche Scientifique (CNRS); Conseil
Régional Ile-de-France; Département Physique Nucléaire et
Corpusculaire (PNC-IN2P3 /CNRS); Département Sciences de
I’Univers (SDU-INSU/CNRS); Institut Lagrange de Paris
(ILP) grant No. LABEX ANR-10-LABX-63 within the
Investissements d’Avenir Programme grant No. ANR-11-
IDEX-0004-02; Germany—Bundesministerium fiir Bildung
und Forschung (BMBF); Deutsche Forschungsgemeinschaft
(DFG); Finanzministerium Baden-Wiirttemberg; Helmholtz
Alliance for Astroparticle Physics (HAP); Helmholtz-
Gemeinschaft Deutscher Forschungszentren (HGF); Minister-
ium fiir Kultur und Wissenschaft des Landes Nordrhein-
Westfalen; Ministerium fiir Wissenschaft, Forschung und
Kunst des Landes Baden-Wiirttemberg; Italy—Istituto Nazio-
nale di Fisica Nucleare (INFN); Istituto Nazionale di
Astrofisica (INAF); Ministero dell’Universita e della Ricerca
(MUR); CETEMPS Center of Excellence; Ministero degli
Affari Esteri (MAE), ICSC Centro Nazionale di Ricerca in
High Performance Computing, Big Data and Quantum
Computing, funded by European Union NextGenerationEU,
reference code CN_00000013; México—Consejo Nacional de
Ciencia y Tecnologia (CONACYT) No. 167733; Universidad



THE ASTROPHYSICAL JOURNAL, 987:41 (13pp), 2025 July 1

Nacional Auténoma de México (UNAM); PAPIIT DGAPA-
UNAM; The Netherlands—Ministry of Education, Culture and
Science; Netherlands Organisation for Scientific Research
(NWO); Dutch national e-infrastructure with the support of
SURF Cooperative; Poland—Ministry of Education and
Science, grants No. DIR/WK/2018/11 and 2022/WK/12;
National Science Centre, grant Nos. 2016,/22/M/ST9/00198,
2016/23/B/ST9/01635, 2020/39/B/ST9/01398, and 2022/
45/B/ST9/02163; Portugal—Portuguese national funds and
FEDER funds within Programa Operacional Factores de
Competitividade through Fundagdo para a Ciéncia e a
Tecnologia (COMPETE); Romania—Ministry of Research,
Innovation and Digitization, CNCS-UEFISCDI, contract no.
30N/2023 under Romanian National Core Program LAPLAS
VII, grant No. PN 23 21 01 02 and project number PN-III-P1-
1.1-TE-2021-0924 /TE57/2022, within PNCDI III; Slovenia
—Slovenian Research Agency, grants P1-0031, P1-0385, 10-
0033, N1-0111; Spain—Ministerio de Ciencia e Innovacién/
Agencia Estatal de Investigacion (PID2019-105544GB-100,
PID2022-140510NB-I00 and RYC2019-027017-1), Xunta de
Galicia (CIGUS Network of Research Centers, Consolidacidn
2021 GRC GI-2033, ED431C-2021/22 and ED431F-2022/
15), Junta de Andalucia (SOMM17/6104/UGR and P18-FR-
4314), and the European Union (Marie Sklodowska-Curie
101065027 and ERDF); USA—Department of Energy, Con-
tracts No. DE-AC02-07CH11359, No. DE-FR02-04ER41300,
No. DE-FG02-99ER41107, and No. DE-SC0011689; National
Science Foundation, grant No. 0450696; The Grainger
Foundation; Marie Curie-IRSES/EPLANET; European Parti-
cle Physics Latin American Network; and UNESCO.

The SSA analyses were performed using the SSA-MTM
Toolkit at https://research.aos.ucla.edu/dkondras/ssa/form.
html. Daily mean sunspot numbers come from the source:
WDC-SILSO, Royal Observatory of Belgium, Brussels, and
these can be downloaded from https://www.sidc.be/silso/.

Appendix
Monte Carlo Singular Spectrum Analysis

The SSA is a nonparametric spectral method that allows us
to efficiently extract the deterministic components of a time
series from noise (R. Vautard & M. Ghil 1989; R. Vautard
et al. 1992; M. Ghil et al. 2002). It uses data-adaptive filters to
separate the time series into statistically independent compo-
nents that can be classified as oscillatory patterns modulated in
amplitude and phase.

The SSA methodology applied on a time series x(n) consists
of three basic steps:

1. Embedding the time series of length N in a vector space
of proper dimension M,

2. Computing the M x M lag-covariance matrix Cp of
the data;

3. Diagonalizing the matrix Cp to extract its eigenvectors
E; and corresponding eigenvalues )\, with k = 1, ...M.

The lag-covariance matrix Cp can be estimated as

1

C:—/DTD, Al
D=y (AL)
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where N' = N — M + 1 is the embedding dimension, and D is
the trajectory matrix, defined as

x(1) x(2) x(M)
D— x(:2) x(:3) | x(M:—i— 1) . (A2)
xNY x(N '+ 1) ... x(N)

The diagonalization of the matrix Cp yields the diagonal
matrix Ap = Ej Cp Ep, where Ap = diag(\, Ao, Az, ..., Ang)s
with Ay > Xy > A3 >---> Ay, > 0, and Ep is the M X M matrix
having the corresponding eigenvectors Ey, k = 1, ...M, as its
columns.

For each E;, also known as empirical orthogonal functions,
the k-th principal component (PC) is constructed, representing
a time series of length N' obtained by projecting the original
time series on the eigenvector E,

M
Pt = > x(t' + j) Ec(j).

j=1

(A3)

The corresponding eigenvalue A, describes its variance, which
can be interpreted as the percentage of the time series x(n)
described by the kth component.

Given a subset of eigenvalues, it is possible to extract a time
series of length N by combining the corresponding PCs. These
time series, called reconstructed components, capture the
variability associated with the eigenvalues of interest and are
estimated as

U,
R = -5 5° Pt — ) Ee(j). (A4)

tkeK j=L,

The values of the normalization factor M, and the lower and
upper bound of summation L, and U, differ between the central
part of the time series and its endpoints (R. Vautard et al. 1992;
M. Ghil et al. 2002),

(i, L1

t

(M, L,, U) = (i 1 M)
1> ts t) — Mv B

(;,I—N—%M,M);N’—&—lgth.
N—-1t+1

(A5)
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