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Kurzfassung

Organische Halbleiter haben sich aufgrund ihrer mechanischen Flexibilität, chemischen Ein-

stellbarkeit und ihres Potenzials für eine kostengünstige Herstellung als vielversprechende

Alternative zu herkömmlichen anorganischen Materialien herausgebildet. Sie haben

beachtliche Fortschritte ermöglicht, wie etwa organische Solarzellen mit Wirkungsgraden

von über 20% sowie organische Fotodioden mit Empfindlichkeiten, die mit denen anor-

ganischer Bauelemente vergleichbar sind. Diese Eigenschaften eröffnen zum Beispiel

Anwendungen in der flexiblen Elektronik, in durchsichtigen Solarzellen und in Bildsensoren.

Die Lösungsmittelverarbeitung hat sich als praktikable Alternative zur Vakuumprozessierung

etabliert. Üblicherweise werden organische Halbleiter jedoch in giftigen und umweltschädlichen

Lösungsmitteln gelöst, was sowohl ökologische als auch wirtschaftliche Bedenken aufwirft.

Eine umweltfreundliche Alternative stellen Nanopartikeldispersionen in Medien wie Wasser

oder Ethanol dar. Zur Stabilisierung dieser Dispersionen sind Oberflächenladungen er-

forderlich, die beispielsweise durch elektronische Dotierung eingebracht werden können.

Diese Arbeit bringt das Gebiet der Dotierung in der organischen Elektronik durch die

Bearbeitung mehrerer zentraler Herausforderungen voran. Zunächst wurde ein neues

Modell für die Bindungsenergie des ganzzahligen Ladungsübertragungskomplexes entwick-

elt, das orientierungsabhängige Polarisationswirkungen sowie das Quadrupolmoment des

Dotiermoleküls berücksichtigt. Es zeigt sich, dass das Quadrupolmoment des Dotanden

die Beweglichkeit der Ladungsträger deutlich beeinflussen kann, potenziell um mehr als

zwei Größenordnungen. Das Modell ermöglicht eine präzise rechnergestützte Vorhersage,

wie die elektrostatischen Eigenschaften des Dotierstoffs den Ladungstransport beeinflussen,

und liefert damit wertvolle Erkenntnisse für die Materialgestaltung. Zusätzlich wurde eine

neuartige spektroskopische Methode entwickelt, mit der die Polaronenausbeute in organ-

ischen Dispersionen bestimmt werden kann. Im Gegensatz zu herkömmlichen Ansätzen

erfordert diese Methode keine Vorkenntnis der Absorptionsspektren des Wirtsmaterials

und ermöglicht dadurch ein rasches Prüfen neuer Halbleiter.

Im Bereich organischer Fotodetektoren zeigt diese Arbeit, dass umweltfreundliche Nanopar-

tikeldispersionen zur Herstellung von Fotodetektoren eingesetzt werden können, deren

Detektivität mit der von modernen organischen und anorganischen Fotodioden vergleichbar
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ist. Damit unterstreicht sie das Potenzial nanopartikelbasierter Beschichtungsverfahren,

schädliche Lösungsmittel zu ersetzen, ohne die Bauelementleistung zu beeinträchtigen.

Weiterhin werden organische Solarzellen mit lichtabsorbierenden Schichten vorgestellt,

die aus durch n-Dotierung stabilisierten organischen Nanopartikeldispersionen prozessiert

wurden. Insbesondere konnten n-dotierte Nanopartikel aus dem niedermolekularen Halbleit-

ermaterial Y6 hergestellt werden, einem weit verbreiteten Akzeptormaterial in modernen

organischen Solarzellen. Elektrophoresemessungen bestätigten, dass diese Nanopartikel

negativ geladen sind. Darüber hinaus ermöglichte die gleichzeitige Stabilisierung von

PIDT-T8BT die Herstellung donorakzeptorhaltiger Dispersionen, die sich für die Bauele-

mentfertigung eignen. Während die ersten Bauelemente einen Wirkungsgrad von 0,8%

erreichten, könnten weitere Verbesserungen bei der Kompensation der n-Dotierung in-

nerhalb der lichtabsorbierenden Schicht sowie bei der Optimierung der Mikrostruktur zu

Leistungssteigerungen führen.

Zusammenfassend leistet diese Arbeit Fortschritte in der elektronischen Dotierung or-

ganischer Halbleiter, indem sie ein verbessertes Rechenmodell bereitstellt, eine neuartige

Methode zur Bestimmung der Polaronenausbeute entwickelt und die Anwendung n-dotierter

Nanopartikeldispersionen in Solarzellen demonstriert. Diese Beiträge erweitern nicht nur

das grundlegende Verständnis, sondern eröffnen auch praxisnahe Wege zu nachhaltigeren

und effizienteren organischen elektronischen Bauelementen. Die entwickelten Methoden

können darüber hinaus für ein Hochdurchsatzprüfen neuer Kombinationen aus Dotierstoff

und Wirtsmaterial eingesetzt werden.
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Abstract

Organic semiconductors have emerged as a promising alternative to traditional inorganic

materials because of their mechanical flexibility, chemical tunability, and potential for low-

cost fabrication. They have demonstrated significant achievements, such as organic solar

cells (OSCs) exceeding 20% power conversion efficiency (PCE) and organic photodiodes

with detectivities comparable to their inorganic counterparts. These properties enable

applications, e.g., in flexible electronics, transparent solar cells, and imaging sensors.

Solution processing emerged as a viable alternative to vacuum processing. While organic

semiconductors are traditionally dissolved in toxic and environmentally harmful solvents,

raising economic and environmental concerns, nanoparticle dispersions in eco-friendly

media such as water or ethanol present an alternative. One method to stabilize these

dispersions requires surface charges, which can be introduced via electronic doping.

This thesis advances the field of doping in organic electronics by addressing several key

challenges. First, a new model for the integer charge transfer complex (ICTC) binding

energy was developed, incorporating orientation-dependent polarization effects and the

quadrupole moment of the dopant molecule. It was revealed that the quadrupole moment

of the dopant can significantly influence charge carrier mobility, potentially by more than

two orders of magnitude. The model enables accurate in-silico predictions of how dopant

electrostatics influence charge carrier transport, providing valuable insights for material

design. Additionally, a novel UV-Vis spectrometry method was established to determine

polaron yield efficiencies in organic dispersions. Unlike traditional methods, this approach

does not require prior knowledge of the absorption spectra of the host, facilitating the

rapid screening of new semiconductors.

In the realm of organic photodetectors, this research demonstrates that eco-friendly

nanoparticle dispersions can be used to fabricate photodetectors with detectivities compa-

rable to state-of-the-art organic and inorganic photodetectors. These findings emphasize

the potential of the nanoparticle-based fabrication route to replace harmful solvents while

maintaining high device performance.

This work reports on OSCs with photoactive layers processed from organic nanoparticle

dispersions stabilized by n-doping. Specifically, n-doped nanoparticles were successfully
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synthesized from the small molecule semiconductor Y6, which is a widely used acceptor in

state-of-the-art OSCs. Electrophoresis measurements confirmed that these nanoparticles

carry a negative charge. Furthermore, co-stabilization of PIDT-T8BT enabled the forma-

tion of donor-acceptor dispersions suitable for device fabrication. While the initial devices

achieved a PCE of 0.8%, further improvements in compensating the n-doping within the

photoactive layer and optimizing the microstructure hold promise for performance gains.

In summary, this research advances electronic doping in organic electronics by improving

computational modeling, developing a novel polaron yield quantification method, and

demonstrating the new application of n-doped nanoparticle dispersions in solar cells. These

contributions not only advance the fundamental understanding, but also provide practical

pathways toward more sustainable and efficient organic electronic devices. The methods

developed can be used in high-throughput screening of new dopant-host systems.
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Organic Photodiodes from Eco-friendly Nanoparticle Dispersions. In preparation

Talks at international conferences

• Armleder, J..; Strunk, T.; Symalla, F.; Friederich, P.; Olivares Peña, J.E.; Neumann,

T.; Wenzel, W.; Fediai, A. Computing Charging and Polarization Energies of

Small Organic Molecules Embedded into Amorphous Materials with Quantum

Accuracy. E-MRS Fall Meeting 2021. Symposium G, Session “Materials modeling

for nanoelectronics”, Number G.8.4.

v

https://www.nature.com/articles/s41467-023-36748-x
https://www.nature.com/articles/s41467-023-36748-x
https://doi.org/10.1002/smll.202406236
https://doi.org/10.1002/ente.202500074


• Armleder, J..; Fischer, K.; Bruder, J.; Colsmann, A. An Efficient UV-VIS Spec-

troscopic Approach for Quantifying the Doping Efficiency in p-Doped Organic

Nanoparticle Dispersions. E-MRS Spring Meeting 2024. Symposium T, Session

“T09 Doping in organic semiconductors IIIb”, Number 1603.

Talks and poster presentations on expert symposiums

• Armleder, J..; Manger, F.; Marlow, P.; Fischer, K.; Koppitz, M.; Gärtner, S.; Sprau,
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1 Introduction

Organic semiconductors have rapidly emerged as a promising alternative to inorganic

semiconductor technologies. They can be deposited on plastic foils, allowing the fabrication

of electronic devices with high mechanical flexibility [1]. The conjugated small molecules

or polymers, mainly composed of carbon, can be chemically tailored to adjust electronic

properties for targeted applications, such as specific emission or absorption spectra. In

addition, thin functional layers reduce material consumption and allow low-cost production.

Large-area printing techniques, such as roll-to-roll processing or spray-coating, further

support economical manufacturing. Today’s organic devices can compete with inorganic

counterparts in several performance metrics. Organic solar cells have achieved power

conversion efficiencies (PCE) that exceed 20% [2] and have been shown to exhibit low

energy payback time [3–6]. Their tunability for specific colors and semitransparency

enables innovative applications such as integration into windows, facades, and greenhouses.

Organic photodiodes already exhibit detectivities comparable to those of their inorganic

counterparts, with the added advantage of an easily tunable spectral response. They are

currently used in image sensors, health monitoring, machine vision systems, night-time

surveillance, and biomedical imaging [7, 8]. Despite these achievements, organic electronics

still face critical challenges such as thermal instability, limited conductivity, and particu-

larly the high costs of materials, along with manufacturing expenses.

One manufacturing approach is solution processing, which enables low-cost large-area

fabrication [9, 10]. Stable inks are required, which typically involve dissolving organic

semiconductors in solvents that are toxic and environmentally harmful. This increases costs

because expensive solvent capture systems are required. An alternative to solution-based

processing is the use of organic semiconductors in the form of nanoparticles dispersed in

eco-friendly media, i.e. water or ethanol, eliminating the need for harmful solvents. The

stability of these inks is based on surface charges that lead to particle repulsion. More than

4% PCE has been achieved with P3HT:fullerene stabilized by intrinsic charging of P3HT

[11, 12]. Typically, polymers other than P3HT require extrinsic charging to form stable

nanoparticle dispersions, which was shown to be possible by illumination or electronic

doping [12, 13].
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1 Introduction

Electronic doping occurs by charge transfer between a dopant and organic host molecule,

increasing the charge concentration on the host material. Not only does this help stabilize

the dispersions, but it also addresses the problem of limited conductivity in organic layers.

Furthermore, it allows tuning key electronic parameters such as the Fermi level and charge

carrier mobility, which in turn improves interface energetics and transport in organic

devices [14, 15]. Doping has led to various approaches to improve the performance of

organic devices such as organic transistors and organic solar cells [16, 17].

Given the importance of doping, it is included in current computational models to allow

predictions of doped organic electronic devices in-silico [18, 19]. However, implementations

often lack a fundamental description of the process on a microscopic level. Current models

often rely on simplified assumptions. For example, the binding energies of the integer

charge transfer complex (ICTC) are considered fixed, and the amorphous orientations

that lead to orientation-dependent polarization effects are neglected, which are inherent to

real organic semiconductors [20, 21]. These simplifications do not allow for the predictive

accuracy of in-silico doping studies [22].

To efficiently drive the research of doping-stabilized dispersions, a quantification of trans-

ferred charges from dopant to organic host is needed. For quantification, accurate electron

paramagnetic resonance and facile UV-Vis methods have been established [23, 24]. Al-

though many films and solutions have been characterized, UV-Vis methods typically

require knowledge of the absorption spectra of the semiconductor materials in their neutral

and charged states. These are often not known for new materials and are difficult to

measure for dispersed semiconductors. Hence, a facile method is required to determine

the number of charges transferred between the dopant and the nanoparticles to drive the

fast development of stable inks based on new organic semiconductors.

Previously, the stabilization of organic nanoparticle dispersions has primarily employed

p-doping (i.e., electron transfer from the organic host to the dopant). Materials with high

ionization potentials (IP) require strong p-dopants. Even strong dopants with electron

affinities of 5.87 eV may only weakly p-dope hosts with deeper IPs [25]. Many modern

acceptor molecules used in organic photovoltaics exhibit a high electron affinity, which

is a key requirement for efficient n-doping (i.e., electron transfer from the dopant to the

organic host). Consequently, n-doping such acceptors could enable efficient charge transfer

and facilitate stable dispersions.

The goal of this thesis is to advance the field of doping by: (i) Developing a new model

of the ICTC binding energy incorporating orientation-dependent polarization energies.

This enables in-silico analysis of how the dopant electrostatics influences charge transport
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in an organic semiconductor. (ii) Developing a new UV-Vis spectrometry method for

determining the polaron yield efficiency (PYE) of dopants in organic dispersions, and thus

the number of transferred charges between host and dopant. In addition, a host-dopant

pair that yields a high PYE is used to fabricate organic solar cells. (iii) Testing of n-doping

for stabilization of organic nanoparticle dispersions and using these for the fabrication of

organic solar cells.

Furthermore, organic photodiodes are fabricated using intrinsically stabilized P3HT:fullerene

nanoparticles to explore new device architectures enabled by nanoparticle dispersions, and

their performance is compared to state-of-the-art organic and inorganic photodiodes.
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2 Physical fundamentals

In this section, the physical fundamentals are discussed. First, the principles of organic

semiconductors are introduced, forming the basis for a subsequent discussion on organic

nanoparticle dispersions and electronic devices. Specifically, organic solar cells (OSCs)

and organic photodiodes (OPDs) are examined.

2.1 Organic semiconductors

Organic semiconductors are based on carbon atoms, which is why the electronic config-

uration of carbon is discussed and how it leads to molecular orbitals for bound carbon

atoms. Various molecular properties are discussed, including the electrostatic field result-

ing from a molecule’s nonuniform charge distribution, ionization potential, and electron

affinity. Furthermore, charge carrier transport is examined along with the influence of

electron-donating or electron-accepting entities, known as electronic dopants.

2.1.1 Electronic structure

The electronic configuration of a neutral carbon atom in its ground-state is 1s2 2s2 2p1x 2p
1
y 2p

0
z.

The 1s and 2s orbitals are fully occupied, whereas only two of the three 2p orbitals contain

a single electron. Promoting an electron from the orbital 2s to the orbital 2pz enables

the formation of four covalent bonds. The energy required for this promotion can be

compensated by interactions with the binding partners, leading to the formation of new

hybrid orbitals through the mixing of the 2s and 2p orbitals. The mixing of four atomic

orbitals results in the formation of four equivalent sp3 hybrid orbitals. This occurs,

for example, in ethane, where two carbon atoms form a single bond, and each carbon

establishes three additional bonds with hydrogen atoms. Alternatively, combining the

2s orbital with only two 2p orbitals generates three planar sp2 hybrid orbitals, while the

non-hybridized 2pz orbital orients perpendicularly to this plane, as observed in ethene.

The number of hybrid orbitals and remaining non-hybridized p orbitals determines the

types of molecular orbitals (MOs) and bonds formed between atoms. When neighboring

carbon atoms possess sp2 hybridized atomic orbitals (AOs), their overlap produces bonding

(σ) and antibonding (σ∗) molecular orbitals, which exhibit rotational symmetry around

5



2 Physical fundamentals

the bonding axis. The bonding and antibonding interaction arises from interference of

the electronic wavefunctions. The remaining atomic pz orbitals overlap to a lesser extent,

forming π and π∗ orbitals [26]. For diatomic carbon molecules, the highest occupied

molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) consist

of π and π∗ orbitals. To fully describe the electronic properties of the ground-state, the

entire molecule must be considered, with all molecular orbitals up to the HOMO occupied

by electrons, whereas states above the LUMO remain unoccupied. The molecular orbitals

are solutions to the Schrödinger equation. Various approximations have been used to solve

it for molecules, usually in the Born-Oppenheimer approximation, which assumes that

the atom positions are fixed because they are much heavier and slower than electrons.

Simple models approximate the molecular orbitals by linear combination of atomic orbitals

(LCAO), whereas more accurate models describe the orbitals as a superposition of basis

functions, such as density functional theory (DFT). [26]

Organic semiconductor molecules have conjugated bonds resulting in delocalized π elec-

tron orbitals, which especially contribute to electronic properties due to their energetic

proximity to the energy gap. In polymers, the π orbitals can overlap, leading to splitting

of the frontier orbitals, reducing the energy gap between HOMO and LUMO [27]. Ideally,

overlapping leads to electron delocalization over the whole polymer.

The nonuniform spatial distribution of molecular orbitals leads to a nonuniform distribu-

tion of charge density in the molecule, which in turn results in a molecular electrostatic

potential (MEP). This causes molecules to interact with each other through electrostatic

interactions. The MEP, determined by the positively charged atomic nuclei and the

negatively charged electrons occupying molecular orbitals, is the following:

VMEP(r⃗) =
1

4πε0

(
nuclei∑

k

Zk

|r⃗ − r⃗k|
−
∫

ρ(r⃗′)

|r⃗ − r⃗′|
dr⃗′

)
(2.1)

for a test charge located at position r⃗. Here, ε0 is the vacuum permittivity, Zk represents

the charge of the nucleus k, while ρ(r⃗′) denotes the electron density. The molecular

electrostatic potential, VMEP, can be expressed using a multipole expansion, providing a

more intuitive interpretation:

VMEP(r⃗) =
1

4πϵ0

(
q

r
+
µ⃗r⃗

r3
+

1

2

r⃗Qr⃗

r5

)
, (2.2)

where q represents the total charge of the molecule, µ⃗ denotes the dipole moment, and Q

corresponds to the quadrupole tensor. Higher-order terms in the expansion diminish more
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2.1 Organic semiconductors

rapidly with increasing distance r from the molecular origin, which shows that charged

molecules (q ̸= 0) generate particularly strong electrostatic fields.

The ionization potential (IP) and electron affinity (EA) are properties characterizing

charge carrier transport. The vacuum IP is the energy needed to remove an electron from

a neutral atom or molecule in its ground-state in vacuum. It is given by:

IPg = E(N − 1)− E(N), (2.3)

where E(N) and E(N−1) represent the total energies of the neutral and cationic molecule,

respectively. N is the number of electrons on the neutral molecule. The vacuum EA is

defined as the energy gained when an additional electron is added to an isolated atom or

molecule in its ground-state.

EAg = E(N)− E(N + 1), (2.4)

where E(N+1) represents the total ground-state energy of the anionic molecule. Adding or

removing an electron to the frontier orbitals (HOMO/LUMO) induces structural changes in

the molecule due to the resulting additional charge. As a result, IP and EA are defined in

two different ways. The vertical IP (EA) is defined assuming that the molecular geometry

remains fixed in its neutral-state conformation during transition to the cationic (anionic)

state. In contrast, the adiabatic IP (EA) considers the relaxation of the molecular structure

in the charged state, allowing it to reach its lowest energy [28].

The IP and EA can differ significantly between molecules in vacuum and those in a

polarizing environment. Even for the same molecule embedded in two different solids,

these energies can vary by as much as 0.6 eV [29, 30]. Equations 2.3 and 2.4 define how IP

and EA are computed for isolated molecules in vacuum. For embedded molecules, these

quantities are modified and determined by:

IP = U+ − U0, (2.5)

EA = U0 − U−, (2.6)

where U0, U+, and U− denote the total energy of the system when the molecule of interest

(for which IP/EA is of interest) is in its neutral, positively charged (cationic) and negatively

charged (anionic) states, respectively. The intermolecular interactions of the environment

7
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Figure 2.1: Shift of IP and EA in a polarizing environment. Compared to vacuum levels, the IP decreases
and the EA increases.

influence these energies differently depending on the charge (0, +, -), which leads to an

energy shift in IP and EA compared to their gas-phase energies [28]:

P (+) = IPg − IP (2.7)

P (−) = EA− EAg, (2.8)

where P (+) and P (−) represent the polarization energies. The resulting energy changes

are shown in Figure 2.1. As a consequence, IP decreases, while EA increases, leading to a

reduction in the transport energy, defined as ET = IP − EA, in the solid phase. Often,

the dominant contribution to P± arises from electronic polarization, mainly due to the

stabilizing effect of induced dipoles that form in response to the localized charge on a

molecule [31, 32]. This stabilization energy can sometimes exceed the total polarization

energy P±, as other effects such as structural relaxation and charge delocalization generally

reduce the overall contribution of polarization [33, 34].

2.1.2 Optical excitations

The absorption of a photon can excite an electron from the HOMO into an orbital of higher

energy, leading to a bound electron-hole pair i.e. an exciton. In inorganic semiconductors,

high dielectric screening leads to low binding energies EB, which can be overcome at

room temperature to form free charge carriers. In organic semiconductors, the dielectric

permittivity is lower (ϵr = 3 − 4) leading to less screening and Frenkel excitons, which

have an EB of several hundred meV. The minimal energy needed for the formation of an

exciton is IP− EA− EB.

However, excitations with higher energies are also possible. The probability of optical

transitions, considering the vibrational influence, is explained by the Franck-Condon

8
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Figure 2.2: a) Vibrational splitting of the energy levels in the ground-state (S0) and excited state (S1) of
a diatomic molecule. According to the Franck-Condon principle, electronic transitions occur
vertically in this energy diagram. b) Schematic representation of the resulting emission and
absorption spectra. In solutions or solids, these peaks are broadened, as indicated by the
dashed line. Own schematic illustration inspired by [27, 35].

principle. A molecular ground-state is typically denoted S0. The excited (singlet) states

are denoted S1, S2,.... For each of these states, vibrations lead to the formation of

vibrational states and the splitting of energy levels. This is illustrated for a diatomic

molecule in Figure 2.2, the atom distance being the x-axis. The ground-state (S0) and

the excited state (S1) also exhibit a shifted potential, corresponding to a different energy-

favorable molecular structure for the various excited states. The Franck-Condon principle

states that the molecular structure remains unchanged during an electronic transition,

which implies a vertical transition of electrons in Figure 2.2. Excitation of an electron

from a structurally relaxed molecule in the S0 state will lead to an excited vibrational

state in S1. Since the lifetime of the S1 state is several orders of magnitude longer than

the energy loss to phonons, it is likely that the electron will relax into the vibrational

state of the lowest energy of S1. Then it transitions to an excited vibrational state of S0,

emitting a photon with energy lower than that initially absorbed. This effect is referred to

as the Stokes shift, causing the emitted photons to have a lower energy than the absorbed

photons, making organic semiconductors largely transparent to their own emitted light. In

addition, if the organic material is in solution or solid form, the broadening of the spectral

peaks leads to continuous emission and absorption.
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2.1.3 Charge carrier transport

Macroscopically, charge transport in a semiconductor is described by the conductivity

σ = (pµh + nµe)e, where p (n) are the concentrations and µh (µe) are the mobilities of the

holes (electrons). This shows that charge carrier transport requires free charge carriers,

given by the following mechanisms: Charge carrier injection or extraction from an electrode,

redox reactions between host and dopant molecules in an organic semiconductor, or the

dissociation of a neutral excited state leading to charge separation between neighboring

molecules. The mobility µh or µe defines the proportional relationship between the velocity

of the hole or electron and the applied electric field.

The mechanism of charge carrier transfer is influenced by the arrangement of molecules.

In molecular crystals, orbital overlap results in band formation. However, due to weak

interactions between neighboring sites, only narrow bands with bandwidths ranging

from 50 to 500meV [26] form. Although band transport is feasible at temperatures

above approximately room temperature, intra- and intermolecular vibrations disrupt the

coherence between adjacent sites, making band transport ineffective. Challenges such as

brittleness and the consequently required thick layers have shifted research interest toward

amorphous films. In amorphous polymers, conformational disorder restricts coherence to

only a few repeat units. Over this limited distance, a charge can move coherently before

hopping to the next conjugated segment. Therefore, it is more practical to consider such

a conjugated segment as a single transport unit, often termed a chromophore. The Su-

Schrieffer-Heeger model, a one-dimensional semiconductor band model, describes charge

carrier transport in polymers. In amorphous molecular films, spatial fluctuations in

polarization create a random distribution of molecular energy levels. These energy levels

are typically modeled using a Gaussian distribution. Charge carrier transport in these

systems is governed by charge carrier hopping between molecular energy levels.

When the electronic orbitals of different molecules are weakly coupled, the charge hopping

rate can be determined using Fermi’s Golden Rule:

ω =
2π

ℏ
∑
i

∑
f

pi |⟨Ψf |H|Ψi⟩|2 δ(Ef − Ei), (2.9)

where ω represents the hopping rate for an electron transferring from one molecule to

another. The index i sums up all possible electronic states in molecule A, while f runs over

all available states in molecule B. pi denotes the occupation probability of the initial state

i, followed by the matrix element that quantifies the coupling between the wavefunctions

of states f and i. These matrix elements vary depending on whether energy or charge
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transfer is considered. The function δ enforces the resonance condition between the initial

and final states, ensuring energy conservation, where Ef and Ei correspond to the energies

of the final and initial states, respectively. Two common approximations of equation 2.9

include the Miller-Abrahams approach and the Marcus theory. Marcus theory is based

on the premise that charging a molecule induces conformational changes. To illustrate

this, two molecules, A and B, are considered, where molecule A carries an additional

electron, placing it in a distinct conformational state. This structural adjustment alters the

electronic state energies and, consequently, modifies the energy barrier for electron transfer.

However, because molecular conformational reorganization occurs on a slower timescale,

molecule B cannot instantly adjust to facilitate charge transport. The Franck-Condon

principle further suppresses transitions that occur during an intermediate conformational

state. Marcus theory postulates that charge transfer occurs when the system fluctuates into

a transient conformational state, where both molecules reach resonance in their charged

states. This results in an energy barrier given by:

ET − EA, (2.10)

where ET represents the total energy of the system in the transition state and EA denotes

the energy of the initial state. To estimate the energy barrier, the following approximation

is applied, assuming weak electronic coupling between the charge states on molecules A

and B. Under this condition, the energy barrier is approximated and the electron charge

hopping rate is given by:

ωif =
2π

ℏ
|Jif |2

1√
4πλkBT

exp

(
−(λ+∆E)2

4λkBT

)
. (2.11)

where λ is the reorganization energy, which is a measure of the energy change due to the

geometric molecular rearrangement when an electron is added or removed, Jif is the transfer

integral, and ∆E represents the energy difference between the initial and final states. The

transfer integral Jif depends on the wavefunction overlap of the participating orbitals.

Further discussion of its modeling is provided in Section 3.2.2.The energy difference ∆E

corresponds to the variation in the Gibbs free energy of the system between the final and

initial states, with additional details given in Section 3.3.1.

2.1.4 Electronic doping

Doping is understood through two mechanisms: ion pair formation, also considered as an

integer charge transfer complex (ICTC) or a charge transfer complex (CTC) formation [17].

11



2 Physical fundamentals

p-type 
dopant

n-type 
dopant

Host

HOMO
HOMO

LUMO

LUMO

b)a)

local 
HOMO

local 
LUMO

Host

Charge transfer complex Integer charge 
transfer complex

p-type 
dopant

Figure 2.3: a) Energy level schematic of charge transfer complex (CTC) formation between a host and a
p-dopant. The hybridization of the donor HOMO and dopant LUMO results in the formation
of a new local HOMO and LUMO, leading to fractional charge transfer. b) Schematic
representation of typical relative energy levels of a host, n-dopant, and p-dopant. Electron
transfer between the host and dopant results in the formation of an integer charge transfer
complex.

In the former, an integer elementary charge is transferred between donor and acceptor

molecules, and in the latter, only a fraction of charge is transferred. This works by

hybridization of the donor HOMO and the acceptor LUMO. New local HOMOs and

LUMOs form, with their energy levels shown in Figure 2.3a. The bonding state has lower

energy, while the antibonding state has higher energy. The fraction of charge transfer then

depends on the energetic mismatch of the HOMO of the host and the LUMO of the dopant,

as well as the spatial overlap of the individual orbitals [36]. CTCs have been observed, for

example, for the widely used dopant 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane

(F4TCNQ) when doping 2,7-dioctyl[1]benzothieno[3,2-b][1]benzothiophene (C8-BTBT).[36,

37] An ICTC can be considered as the limiting case of an CTC.

A p-type molecular dopant triggers the formation of an ICTC if its LUMO is deep enough

to enable charge transfer from the HOMO of another molecule. In the case of an n-type

molecular dopant, the HOMO of the dopant must be shallow enough to donate an electron

to the LUMO of another molecule. Figure 2.3b shows the energy levels of HOMO and

LUMO of n-type and p-type dopants compared to a host organic semiconductor. In the

following, only p-doping will be addressed, but the considerations can readily be transferred

to n-doping. It is often assumed that the EA of the dopant only needs to be similar

or greater than the IP of the host. This simplified picture has been shown to not even

qualitatively explain the observed behavior of doped small molecules or oligomers[36, 38],

because the electrostatic binding energy of ICTC VC is not taken into account. VC is the

Coulomb interaction energy between the charge densities of the ionized host and dopant,
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which on the one hand, stabilizes the ICTC, i.e., aids dopant ionization. On the other hand,

VC poses a barrier that a charge carrier must overcome to be transported, which results

in the conductivity to depend on VC [14, 20, 39–44]. In addition, an important influence

on the formation of ICTC is the polarization effect of the surrounding medium. The

rate of dopant ionization depends on the energy difference of the system before and after

ionization. Initially, the ICTC-participating molecules are neutral; upon ionization, they

acquire opposite charges, forming a dipole. This dipole polarizes the surrounding medium,

leading to a polarization energy that aids in dipole formation. A stronger polarizable

medium (higher ϵr) increases the polarization energy, making the formation of ICTC more

energetically favorable, as shown for monopoles [34, 45]. Experimentally, Barrett et al.

demonstrated that ICTCs form more favorably in solvents of higher dielectric permittivity

[46].

To quantify an amount of dopants, the dopant concentration, dopant weight ratio (DWR),

or dopant molar ratio (DMR) is used. If not noted otherwise, the dopant concentration

refers to the absolute concentration given in either g L−1 or mol L−1, the DMR (expressed in

mol%) refers to the number of dopant molecules versus the number of doped semiconductor

molecules (sum of the number of host and dopant molecules), the dopant weight ratio

(DWR, expressed in wt%) refers to the weight of the dopant molecules versus the weight

of the doped semiconductor (sum of the weight of host and dopant).

2.1.5 N-doping organic semiconductors

N-doping requires atoms or molecules with a high electron donating strength, which is

why some of the first systematic n-doping was done with alkali metals. Because alkali

metals have only one electron in the outermost s orbital, they can be removed with

little energy. Potassium and sodium were used in the 1970s [47]. Lithium has especially

played an important role due to deposition via lithium-containing layer such as lithium

fluoride.[48] However, the general problem of atom doping is the diffusion of one layer

into another that should not be doped [49]. This can, for example, cause luminescence

quenching in organic light-emitting diodes (OLEDs) [48, 50]. Doping with molecules

aids against diffusion because of their steric configuration. Molecular n-doping was first

demonstrated in the year 2000.[51] Early n-dopants had the problem of being unstable

in air, which drove the development of modified doping strategies. One strategy is to

use n-type precursors that are themselves less sensitive to oxygen or not at all sensitive

to oxygen and are activated in the host matrix via heat or illumination. Evaporation in

vacuum leaves the dopant intact until it dopes the host semiconductor [52, 53]. A novel
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approach is the use of air stable dimers that dissociate into n-dopants. They can typically

be processed from solution and by evaporation. The dimers should be rather weakly

bound to control the dissociation by small amounts of energy. Un et al. showed that

(pentamethylcyclopentadienyl)(1,3,5-trimethylbenzene)ruthenium dimer ((RuCp*mes)2)

strongly increased the conductivity of the polymer P(NDI2OD-T2) with high reproducibil-

ity, providing a clean reaction for n-doping. However, even higher conductivity was

achieved employing the n-dopant N-DMBI-H which is less bulky than RuCp*mes, possibly

leading to less perturbation of the ordered microstructure. This led to the development

of (pentamethylcyclopentadienyl)(1,3,5-trimethylbenzene)ruthenium dimer ((N-DMBI)2),

which combines the properties of (RuCp*mes)2 and N-DMBI-H. (N-DMBI)2 shows even

higher conductivity than N-DMBI-H. Due to their straightforward use and air-stability,

(N-DMBI)2 and (RuCp*mes)2 are tested in Section 8 toward their use in the electro-

static stabilization of 2,2′-((2Z,2′Z)-((12,13-bis(2-ethylhexyl)-3,9-diundecyl-12,13-dihydro-

[1,2,5]thiadiazolo[3,4-e]thieno[2′,3′′:4′,5′]thieno[2′,3′:4,5]pyrrolo[3,2-g]thieno[2′,3′:4,5]thie-

no[3,2-b]indole-2,10-diyl)bis(methanylylidene))bis(5,6-difluoro-3-oxo-2,3-dihydro-1H-indene-

2,1-diylidene))dimalo-nonitrile (Y6) nanoparticles.

2.2 Organic nanoparticle dispersions

Most organic semiconductors dissolve only in heterocyclic, aromatic, or halogenated

solvents such as chlorobenzene (CB) or chloroform (CHCl3). Because these solvents can

seriously harm health and present environmental risks [54–57], their use requires costly

solvent recovery systems. An alternative approach toward more sustainable processing is

to employ nanoparticle dispersions of the semiconductors in polar media, such as water or

alcohols, where they are otherwise insoluble (nonsolvent). The photoactive layers of OSCs

and photodiodes are processed of nanoparticle dispersions.

2.2.1 Nanoparticle formation

Nanoparticles in this work are obtained by nanoprecipitation (Section 4.1.1), which rapidly

reduces the solubility of organic semiconductor in the medium, leading to supersaturation.

The formation of nuclei that grow to particles is described by the classical nucleation

theory (CNT) [58–61]. It describes that the supersaturated material clusters to solid

material nuclei. These have a probability of dissolving again, which decreases for larger

nuclei. At a critical size, the nuclei become thermodynamically stable. This size depends,

among other parameters, on the surface energy and supersaturation of the semiconductor

in the solution. During the nucleation process, the concentration of the solvated material
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decreases. Although CNT describes the formation of particles, it does not produce accurate

predictions for the final particle sizes[62], rather, it predicts only the minimal sizes. For

the final nanoparticle size predictions, considerations of colloidal stability as described in

the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory have proven to be more useful

[63–67].

2.2.2 Stabilization

The stability of an organic nanoparticle dispersion can be considered in the absence of

growth processes that reduce stability. Known growth processes are Ostwald ripening,

agglomeration, sedimentation, and coalescence [68]. Ostwald ripening is driven by the

solubility difference between small and large particles, leading to small particles to be

incorporated into larger particles [69]. Agglomeration describes particles sticking at each

other, forming clusters of individual particles. Sedimentation is the formation of a solid

phase that deposits out of the fluid through gravitational or other forces. Coalescence

describes the merging of two or more particles into larger particles. Van der Waals

forces and Brownian motion continuously lead to growth if not prevented. Particles can

be stabilized by suspending them in a solution of depletants, which are non-adsorbing

macromolecules. These form a depletion layer that leads to stabilization [70]. Steric

stabilization is based on macromolecules attached to the particles by covalent binding or

adsorption that prevent the particles from coming too close to each other [71]. Electrostatic

stabilization is described by the DLVO theory. It describes the particle interaction by the

sum of the attractive van der Waals force and the Debye–Hückel–screened electrostatic

interaction as shown in Figure 2.4a. In [72] it is stated that the van der Waals force can

be minimized by matching the surface energy of the particles and the dispersion medium,

which leads to less agglomeration of the particles. A different approach is increasing the

electrostatic repulsion, causing a barrier for particles that prevents agglomeration. To

engineer the particle surface potential, illumination and electronic doping [12, 13, 73] have

been used. As the kinetic energy of the particles in a dispersion is statistically distributed,

some particles have a high enough energy to overcome the Coulomb barrier. This leads to

agglomeration over time since there is no reverse process.

Figures 2.4b-d show the simulated influence of various parameters on the energetic po-

tential of two particles. Figure 2.4b depicts the dependence on the Hamaker constant,

which defines the strength of the van der Waals interaction between particles. Figure 2.4c

shows that a higher surface potential leads to a higher barrier. Figure 2.4d shows that

greater ion concentration in the dispersion leads to a reduced potential barrier, due
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Figure 2.4: a) Potential energy of two particles with the same charge in the framework of DLVO theory,
showing the contributions from attractive van der Waals forces, repulsive electrostatic interac-
tions, and the resulting total energy. b)-d) Simulated influences of surface potential, Hamaker
constant and ion concentration on the potential barrier between two particles. Published
by Philipp Marlow under the licence CC BY-SA 4.0 [74]; language and visual appearance
modified by the author.
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to a decrease in the Debye-Hückel screening length. In [75] it is shown experimentally

that ions added to a dispersion otherwise stable lead to larger particle sizes and flocculation.

The achievement of stable long-term dispersions can be achieved using ionic surfactants;

however, after deposition, these surfactants persist in organic semiconductor devices, poten-

tially limiting charge carrier transport and lowering device performance [76]. In this work,

an alternative approach is pursued, the electrostatic stabilization of nanoparticle dispersions.

Recently, photo- and electronic p-doping have been used to stabilize nanoparticle dispersions

of semiconducting polymers for OSC applications. It occurred, that Poly(3-hexylthiophene-

2,5-diyl) (P3HT) tends to self-charge, i.e. the formation of polarons on P3HT, and hence the

corresponding nanoparticles carry positive charges which stabilize the dispersions against

agglomeration [12]. Electrostatic stabilization can be enhanced by photoexcitation during

nanoparticle formation [12]. Higher irradiance leads to smaller particles. Monochromatic

illumination with a tuned wavelength shows that stabilization is increased in the wavelength

regime where P3HT absorbs. Then it was shown that the p-dopant F4TCNQ decreases

the nanoparticle size of the P3HT dispersions. Since self-charging, to date, is a unique

effect in P3HT, extrinsic charging was the key to stabilizing dispersions of other polymers.

F4TCNQ has been shown to aid in the stabilization of dispersions made of the following

semiconductors [13]: Poly[[5,6-difluoro-2-(2-hexyldecyl)-2H-benzotriazole-4,7-diyl]-2,5-

thiophenediyl[4,8-bis[5-(tripropylsilyl)-2-thienyl]benzo[1,2-b:4,5-b’] dithiophene-2,6-diyl]-

2,5-thiophenediyl] (J71), (poly[[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b′]dithiophene-2,6-

diyl][3-fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl]] (PTB7), Poly[4,8-bis(5-

(2-ethylhexyl)thiophen-2-yl)benzo[1,2-b;4,5-b’]dithiophen-2,6-diyl-alt-(4-(2-ethylhexyl)-3-

fluorothieno[3,4-b]thiophen-)-2-carboxylat-2-6-diyl)] (PTB7-Th), Poly[(2,6-(4,8-bis(5-(2-

ethylhexyl)thiophen-2-yl)-benzo[1,2-b:4,5-b’]dithiophen))-alt-(5,5-(1’,3’-di-2-thienyl-5’,7’-

bis(2-ethylhexyl)benzo[1’,2’-c:4’,5’-c’]dithiophen-4,8-dion)] (PBDB-T) and Poly[(2,6-(4,8-

bis(5-(2-ethylhexyl-3-fluoro)thiophen-2-yl)-benzo[1,2-b:4,5-b’]dithiophen))-alt-(5,5-(1’,3’-

di-2-thienyl-5’,7’-bis(2-ethylhexyl)benzo[1’,2’-c:4’,5’-c’]dithiophen-4,8-dion)] (PBDB-T-2F).

Some polymers require dopant concentrations that are higher than others to obtain the

same nanoparticle size. With PTB7 and the acceptor [6, 6]phenyl-C71-butyric acid methyl

ester (PC71BM) a stable ink was obtained for the processing of OSCs. Manger et al.

stabilized a blend of J71 and Y6 using iodine as a dopant [73]. However, they found an

excessive dopant weight ratio of 40wt% (relative to the weight of J71) was needed to

achieve dispersion concentrations of 0.5 g L−1.
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2.3 Organic solar cells and photodiodes

This section focuses on the working principle of OSCs and photodiodes. In addition,

important performance indicators are introduced.

2.3.1 Organic solar cells

OSCs utilize the photovoltaic effect to generate electrical power. Compared to inorganic

SCs, OSC performs well in low light, can be lightweight and flexible, and can be designed

to be semitransparent [77–79]. Organic light harvesting layers are typically only a few

hundred nanometer thick, can be coated using roll-to-roll processes, and do not require

very high fabrication temperatures, making them potentially inexpensive with low energy

payback time [3, 80]. Recently, a single-junction OSC has been reported to show a power

conversion efficiency (PCE) of over 20% on lab-scale [2].

The architecture of OSCs consists at least of an organic photoactive layer (responsi-

ble for absorbing light and exciton dissociation) and two electrodes on either side to collect

the charge carriers. One of the electrodes is chosen to be transparent, so that photon

can reach the photoactive layer. Depending on the application, the counter electrode

is also transparent or reflecting (reflected photons pass through the photoactive layer

a second time). Depending on the optical transitions of the photoactive layer semicon-

ductors (see Section 2.1.2), photons are absorbed and excitons are created. The high

absorption coefficients allow for thin photoactive layers. Organic semiconductors have

a lower dielectric permittivity than common inorganic semiconductors, leading to high

exciton binding energies. Thus, the dissociation of excitons into charge carriers by thermal

energy is unlikely. The introduction of two organic semiconductors (donor and acceptor)

in the photoactive layer with shifted energy levels makes exciton dissociation energetically

favorable at the interface. The LUMO of the acceptor is deeper than the LUMO of the

donor and the HOMO of the donor is shallower than the HOMO of the acceptor enabling

energetically favorable exciton dissociation with the electron transferring from the donor

to the acceptor and the hole from the acceptor to the donor. Excitons must reach an

interface within their diffusion length (a few tens of nanometers) to dissociate [27]. This

could, for example, be achieved by a bilayer architecture: a donor layer and an acceptor

layer on top of each other. However, their thickness would need to be on the order of the

exciton diffusion length LD which is too small to efficiently absorb light. The solution is a

bulk-heterojunction (Figure 2.5a), which is a mixed layer of donor and acceptor. Ideally,

for efficient exciton dissociation in OSCs, the donor and acceptor materials should form
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Figure 2.5: a) Schematic of the working principle of a BHJ in an OSC. An incident photon with energy
hν is absorbed by the photoactive layer, which consists of two materials: a donor and an
acceptor. The generated exciton migrates to the donor-acceptor interface, where dissociation
occurs due to the energy level offset (as shown in b). The resulting electron and hole are
transported through the acceptor and donor phases to the cathode and anode, respectively,
leading to charge extraction and photocurrent generation. Published by Philipp Marlow under
the Licence CC BY-SA 4.0. [74]

pure domains with a size on the order of the exciton diffusion length (LD). At the same

time, these domains should remain connected to the electrodes so that the separated

charge carriers can be efficiently transported and collected. The collection can be achieved

by different Fermi levels: The cathode workfunction is similar to the LUMO of the acceptor

and the anode workfunction similar to the HOMO of the donor. Another technique is to

use hole transport layers (HTLs) or electron transport layers (ETLs) to align the energy

levels for efficient charge carrier extraction. They can also be designed to be selective,

allowing electrons to reach only the cathode and holes only the anode, thereby reducing

recombination.

OSCs are typically characterized by their J-V curves, which show the measured current as

a function of the applied voltage. An example (measured in the dark and under illumina-

tion) is shown in Figure 2.6. In the metal-insulator-metal model, the J-V characteristics

in the dark show only very small currents for voltages below the built-in voltage, which is

primarily determined by the electrode work-function difference, but can also be influenced

by interfacial dipoles, contact layers, Fermi-level pinning, and (un)intentional doping [27].

In this case, the internal electric field counters charge carriers injection. Under illumination,

charge carriers are photogenerated. However, the current that is extracted and measured

depends strongly on the applied bias. For a voltage of V = 0V, the OSC is short-circuited,

which means that once the charge carriers reach the electrodes of the OSC, they contribute

to the measured current (except for the low cable resistance). The current in this case is
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Figure 2.6: Example of the current density J versus applied voltage V of an OSC. The green line represents
the characteristics of a well-performing solar cell, while the blue line corresponds to a less
efficient solar cell. The performance of the solar cell is determined by the maximum power
that can be harvested, indicated by the yellow square. The highest achievable current and
voltage outputs are the short-circuit current density (JSC) and the open-circuit voltage (VOC).
The maximum power the OSC can produce is given by PMPP = VMPP · JMPP. Published by
Karen Fischer under the Licence CC BY-SA 4.0. [81]

ISC = A ·JSC, with A being the area of the OSC. For a voltage of V < 0V, an electric field

is applied in a direction, which aids charge carriers to reach their respective electrode: holes

the anode, electrons the cathode. This can reduce recombination and possibly increase J

compared to JSC. V > 0V decreases the built-in electric field, reducing the drift speed

and increasing recombination, thus reducing J . At the open-circuit voltage V = VOC

the internal field decreases, so that all charge carriers recombine, leading to zero current.

The power density that can be extracted from the OSC is given by P (V ) = V · J(V ),
leading to a maximum power point (MPP) with PMPP = VMPP · JMPP. JSC is the highest

photocurrent density, VOC the highest voltage of the solar cell, generating a hypothetical

maximum power Pmax = VOC · JSC. Then the fill factor (FF) is defined as:

FF =
PMPP

Pmax

=
JMPP · VMPP

JSC · VOC

. (2.12)

The FF is often considered a quality factor, measuring the squareness of the J-V curve. A

low FF results from poor charge carrier transport properties (low mobility) and recombi-

nation of charge carriers.

Different OSCs are often compared using their PCE, which is defined as the fraction of
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2.3 Organic solar cells and photodiodes

the incident solar power Pin = 1000Wm−2 (according to air mass (AM) 1.5G standard

spectrum) converted into electrical energy:

η =
PMPP

Pin

=
VOC · JSC · FF

Pin

. (2.13)

The external quantum efficiency (EQE) and the spectral response (SR) provide insight

into which wavelengths contribute to the generated current under illumination. The EQE

is the ratio of the extracted charge carriers to the number of incident photons. The SR is

the ratio of the generated current to the incident power on the device. Using the EQE,

the spectral mismatch calculation factor (SMCF) can be computed to correct the recorded

short-circuit current under a solar simulator for differences between the solar simulator

and the real sunlight spectra (Section 4.3.1). Since the EQE depends on the applied bias,

the SMCF also depends on it. However, this dependence is expected to be small; therefore,

the SMCF is typically calculated at V=0. [27]

SMCF =

IDUT,Sim

IDUT,AM1.5G

IRef,Sim

IRef,AM1.5G

=

∫
λ · EQEDUT(λ) · FSim(λ)dλ∫

λ · EQEDUT(λ) · FAM1.5G(λ)dλ

·
∫
λ · EQERef(λ) · FAM1.5G(λ)dλ∫
λ · EQERef(λ) · FSim(λ)dλ

,

(2.14)

with FSim and FAM1.5G being the spectral irradiance of the solar simulator and the AM1.5G

standard, respectively. This shows that the correction factor equals one if the EQE of

the reference solar cell is equal to that of the device under test (DUT). Unless stated

otherwise, the OSC data are presented without SMCF correction, as the correction did

not significantly alter the device characteristics or comparative conclusions.

2.3.2 Organic photodiodes

Recent progress in wearables, disposable sensors [82] and implementations of image sensors

[83–85], demands lower photodiode fabrication costs and new functionalities, including

detection at low light intensities [86], narrowband and broadband spectral selectivity

[87, 88], lightweight devices and mechanical flexibility [89, 90]. As silicon photodetectors

require significant additional processing steps to meet these requirements, interest has

shifted to OPDs that show chemical tunability, mechanical flexibility, and can be deposited

by many different techniques [91]. OPDs rely on the same working principle as OSC;

however, the architecture is optimized for other figures of merit, and they are usually

operated under reverse bias to assist the extraction of charge carriers.
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In an OPD, a signal must exhibit a stronger current than the noise current to be

detected. The noise current is derived from the noise power spectral density (NSD), which

is a Fourier-transformed quantity that represents the power spectral density (PSD) of the

noise power. The noise current is the square root of the integrated NSD over a frequency

bandwidth, making it a measurable quantity by measuring current fluctuations over time.

The following terms contribute to the noise current in OPDs [92, 93]:

• The shot noise current originates from the quantum dynamics of charge carriers

crossing a potential barrier and can be modeled as a Poisson process.

isn =
√

2qID∆f, (2.15)

with q being the elementary charge, ID being the dark current and ∆f the noise

measurement bandwidth.

• The Johnson or Nyquist noise emerges by the thermal generation of charge carriers.

It is given by

ijn =

√
4kBT∆f

RSH

. (2.16)

kB is the Boltzmann constant, T the temperature and RSH the shunt resistance of

the device.

• The flicker noise current ifn has also been observed in OPDs. It is only relevant at

low frequencies, and its PSD exhibits a dependence on 1
f
.

The total noise is

in =
√
i2sn + i2jn + i2fn. (2.17)

Based on the noise current, the noise-equivalent power (NEP) and the specific detectivity

D∗ are defined. The NEP is the power required to have a signal-to-noise ratio (SNR) of

one [93]:

NEP =
in
SR

, (2.18)
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2.3 Organic solar cells and photodiodes

with SR being the spectral response, which is the current generated per incident illumination

power. The specific detectivity is the inverse NEP, normalized by the detector area and

bandwidth:

D∗ =

√
A∆f

NEP
. (2.19)

A is the light-absorbing area of the OPD. This makes D∗ a better figure of merit to

compare different OPDs. Assuming that the total noise current is dominated by shot

noise, D∗ yields

D∗=
SR
√
A∆f

isn
= SR

√
A

2qID
=

SR√
2qJD

. (2.20)

Ignoring the contributions of flicker and thermal noise has been shown to overestimate D∗

[7, 94–99]. However, under applied bias, the thermal noise generally becomes smaller than

the shot noise [93] and for frequencies above 10Hz, the flicker noise decreases to a steady

limit, close to the shot noise, showing that the NEP for high frequencies is mainly shot

noise limited [93, 100, 101]. Furthermore, care must be taken when using Equation 2.20

as comparing quantity because JD depends on the applied electric field and the SR on the

wavelength. OPDs are commonly operated under a reverse bias in the range of −1 to −5V
to enhance charge extraction and reduce recombination [102, 103]. The specific detectivity

D∗ is typically reported at the wavelength at which it reaches its maximum. The equation

is widely used and thus enables a broad comparison of OPD performance [92].

Assuming shot noise as the primary noise mechanism, several strategies have been intro-

duced to reduce the dark current (Figure 2.7a). OPDs with a planar heterojunction (PHJ)

[97, 104] or sequentially solution-processed (SSP) photoactive layer [105, 106] can lead

to pure phases at the electrodes, resulting in a higher energy barrier for charge carriers

under reverse bias (Figure 2.7b). Thus, the dark current decreases. Another strategy is

to introduce blocking layers between the photoactive layer and the electrode to increase

charge carrier selectivity (Figure 2.7c) [107–110]. Some semiconductors even reduce charge

carrier selectivity: Poly(3,4-ethylenedioxythiophene):Polystyrene sulfonate (PEDOT:PSS)

has been shown to increase the dark current, as observed in [111].
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Figure 2.7: a) Dark current mechanism by injection under reverse bias: Electrons are injected into the
LUMO of the acceptor and holes in the HOMO of the donor. b) Strategy to avoid dark current
injection under reverse bias by pure material phases at the electrodes (planar heterojunction
photoactive layer). Sequentially solution-processed photoactive layers can reduce the dark
current as well while being partially mixed in the center of the photoactive layer. c) Blocking
layers introduce barriers for charge carriers under reverse bias to reduce the dark current [92].
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3 Simulation methods

This section describes the fundamentals of the simulation methods that are used and

further developed in Section 5. The chapter focuses on a multiscale simulation workflow

for organic electronic devices, initially developed in the group of Prof. Wolfgang Wenzel

(Karlsruhe Institute of Technology) for single- or multi-component materials, and to some

extent for doped materials with my active participation [22, 34]. The workflow begins by

generating a force-field-like representation of molecules and assembling a digital morphology,

in which the electronic properties of embedded molecules are simulated starting from

quantum mechanical methods. This enables the calculation of rates that characterize the

system dynamics, specifically the transport of charges and excitons. Kinetic Monte Carlo

simulations utilize these rates to propagate the system in time.

3.1 Material deposition

The prediction of the formation of solid structures of atoms or molecules is a classical

optimization problem. Several approaches have been introduced to model the morphologies

of small molecules. The classical molecular dynamics (MD) and Monte Carlo (MC) methods

require the evaluation of O(N2) energy terms, with N being the particle number, i.e. the

system size, for each simulation step. The software Deposit [112] reduces the computational

load to O(N) by deposition of individual molecules in imitation of the experimental method

of molecular beam epitaxy.

Single molecule deposition first requires the parametrization of molecular properties, which

are then the input for the method. DFT simulations are used to relax the geometry

and compute the molecular electrostatic potential (MEP). Atomic partial charges are

fitted using the Merz-Singh-Kollmann scheme to reproduce the surrounding electrostatic

potential [113, 114]. Lennard-Jones parameters, modeling the Pauli repulsion and van der

Waals attraction between atoms, are inherited from a non-polarizable force field. Both the

electrostatic potential and Lennard-Jones parameters form the non-bonded potential later

used to determine energetically favorable conformations and positions of the molecule. If

the molecules feature dihedrals, they are characterized during stepwise rotation, relax the

rest of the molecule, and calculate the single-point energy by DFT. Figure 3.1a shows
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Figure 3.1: Algorithmic scheme of the software Deposit, simulating the assembly of organic small molecules.
The process mimics molecular beam epitaxy by single molecule deposition via SA cycles. Own
schematic illustration inspired by [112].

the general scheme of single molecule deposition. Together with an (optional) initial

morphology, a force field representation is generated. On the basis of the Basin-hopping

algorithm, a single molecule is deposited. The force terms in the morphology are updated

including the new molecule atoms. This is repeated until the set number of molecules is

deposited. Inspired by the Monte Carlo minimization, the Basin-hopping algorithm is an

algorithm for global optimization in very high-dimensional landscapes [115]. It is based

on sequentially finding the local minimum after perturbing the rigid body and dihedral

variables till a set number of Basin-hopping cycles are reached. In Deposit, a new molecule

starts with a random position and conformation, and then a simulated annealing (SA)

cycle is performed to find a local minimum in the energy landscape. If this has a lower

energy than the previous configuration, it is saved; otherwise, it is discarded. An SA cycle

starts with a rigid body rotation/translation or dihedral rotation, drawn from a random

Gaussian distribution with a standard deviation of 0.1 nm and 0.2π, respectively. The

move is accepted with a likelihood of P = 1 if Ef − Ei < 0 or P = exp(−(Ef − Ei)/kBT )

otherwise, where Ef is the configurational energy after and Ei before the move. The SA

cycle terminates when it reaches the defined upper limit of Monte Carlo steps. During
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3.2 Electronic characterization of morphologies

deposition, periodic boundary conditions are applied in two axes (hereinafter labeled the

x and y axes). In the direction of growth z, no periodicity is applied. In the case of

electronically doped materials, the chance of deposited host or dopant molecules depends

on the dopant molar ratio.

An important function to characterize amorphous structures is the radial distribution

function (RDF), also called the pair correlation function g(r). It explains how the particle

number density changes depending on the distance r from a reference particle. Molecular

RDFs approximate the molecules as one particle, here using its center of geometry as

coordinate. g(r) is calculated by counting the particles nr in a spherical shell around

a reference particle (r ∈ [r, r + dr]) and dividing it by the shell volume dVr times bulk

number density n̄:

g(r) =
dnr

dVr · n̄
. (3.1)

With regard to small molecule morphologies, the RDF provides information about local

order and can be used to infer crystallinity, but it does not directly describe relative

molecular orientations.

Another important parameter is the molecular density, summing up the element weight of

atoms times the spatial frequency of occurrence in a unit volume. Density measurements

are straightforward to perform, which facilitates direct comparisons between simulated

morphologies and experimental results. The application of the Deposit method to various

organic semiconductors showed good agreement with experimental densities. In addition,

the lattice structure of Buckminsterfullerene (C60) is predicted. [112]

3.2 Electronic characterization of morphologies

The previous section covered the computational simulation of a morphology but did not

address the electronic structure. The following sections introduce a quantum embedding

method for obtaining equilibrated charge density and computing transfer integrals and

charge carrier transport energy levels.

3.2.1 Quantum embedding method QuantumPatch

The electronic structure of small molecules in organic semiconductors is primarily influenced

by electrostatic interaction with the molecular electrostatic potential of other molecules

(Section 2.1.1). The method is designed to simulate the equilibrated charge density of a

system of molecules, i.e. how the charge density is distributed in the steady state. This
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requires a model of the charge density and how it interacts with surrounding charges.

There are fast and rather approximative methods, such as microelectrostatic or charge

redistribution models that redistribute the polarized charge density along the molecular

dipole or along bonds [116–118]. Typically, first-order principle methods are used to

parametrize these models. Due to the simple nature of the models, they often have

problems in expressing the correct polarization perpendicular to the dipole moment or the

bonds. This leads to problems in particular for planar molecules. More complex methods

often separate the simulation space into a “core” region and its surrounding. The quantum

mechanics/molecular mechanics (QM/MM) methods treat the core region on a quantum

mechanical level and the surrounding on a classical level with, e.g., polarizable force fields

which are coupled. Because of computation time limitations and charge transfer between

molecules, often only a few molecules form the core region and are treated quantum

mechanically. This still leads to low predictability for molecules where the polarizability is

not well represented by classical models. Full quantum mechanical approaches, Valence

Bond Hartree-Fock (VBHF) [119, 120] and constrained DFT (CDFT) [121], employ HF or

DFT for all molecules in modeling the molecular polarization response. Despite having

high accuracy, they also have a high computational demand, scaling quadratically with the

system size. VBHF and CDFT use artificially employed potentials to avoid charge transfer

between the molecules, limiting their application to unknown molecular systems. As a

compromise between QM/MM and full quantum mechanical approaches, the fully self-

consistent quantum mechanical/quantum mechanical (QM/QM) method QuantumPatch

has been developed [34, 122–124]. Even though every molecule is quantum mechanically

treated, the computational cost grows only linearly with the number of molecules. Because

no artificial constraints are imposed, the method is accurate and applicable to unknown

systems.

The input of the method is a morphology (xyz-coordinates of atoms). Typically, a sphere

around a core region or molecule constitutes the simulation volume. The use case of

embedding methods is often to compute the properties of individual molecules embedded

in the environment. The core region, in which these are extracted, can be modeled with

more accurate DFT settings, such as a larger basis set. In OE, molecules are typically

weakly coupled, so that exchange interactions and intermolecular contributions to the

kinetic energy can be neglected, and intermolecular interactions are modeled as purely

electrostatic. This leads to a diagonal Hamiltonian:

Ĥµ = diag(Ĥµ
1 (n

µ
tot(r⃗)), ..., Ĥ

µ
N(n

µ
tot(r⃗))). (3.2)
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Ĥµ
i (n

µ
tot(r⃗)) is the Hamiltonian describing the ith molecule depending on the total charge

density nµ
tot(r⃗). µ ∈ [0, 1..., Nsf] is the self-consistency iteration step with a maximum of

Nsf. The total charge density nµ
tot(r⃗) can be separated into the density of the ith molecule

nµ
i (r⃗) and of the surrounding nµ

env(r⃗). In the first iteration, the molecular charge densities

and so nµ
env(r⃗) are not known. For a first estimate, Ĥ0

i (n
0
tot(r⃗)) is solved for all molecules

i ∈ [1, ..., N ] (N being the total number of molecules) with n0
env(r⃗) = 0. Commonly, this

type of calculation is referred to as an in vacuo calculation, i.e. using DFT as the method,

it is referred as a vacuum single-point DFT calculation. For each molecule, this yields a

first estimate of nµ
i (r⃗) yielding n

µ
env(r⃗). Then, in the iteration steps µ ≥ 1, Ĥµ

i (n
µ−1
tot (r⃗))

can be solved using the electron density of molecules surrounding the molecule i of the

previous steps nµ−1
tot (r⃗). These self-consistent iterations are repeated till a steady-state is

reached. The indicator of convergence is the total system energy; however, as illustrated in

[34], parameters such as the dielectric constant require more self-consistent iteration steps.

Practically, nµ−1
tot (r⃗) is represented by partial charges fitted using the Merz-Singh-Kollmann

scheme [113].

3.2.2 Transfer integrals and reorganization energy

The transfer integrals, also denoted as electronic couplings, describe the overlap of molecular

orbitals. They are necessary to calculate the charge carrier hopping rates and therefore

fundamental to the simulation of charge carrier transfer in organic electronics. The transfer

integral between two molecules is

Jij =
Ĥij − 1

2
(Ĥii + Ĥjj)Sij

1− S2
ij

, (3.3)

where Sij = ⟨ψi|ψj⟩ is the overlap matrix element of the extended HOMO (or LUMO) or-

bitals ψi and ψj , i as orbitals in the first and j of the second molecule. Ĥij = ⟨ψi|ĤKS|ψj⟩
is the effective one-electron Hamiltonian in a (neutral) dimer system ĤKS. As these

values are used for simulating charge transfer in bulk materials, the orbitals of embedded

molecules are of interest. To evaluate Equation 3.3, a morphology with equilibrated

electronic structure is needed. The electron orbitals are equilibrated by the self-consistent

quantum embedding scheme (Section 3.2.1). This shows that Jij depends on the molecule,

the electronic environment, the pair orientation, and the pair distance. Generally, the

transfer integral decreases with increasing distance.

The reorganization energy λ of a particular molecule used in charge transfer compu-
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tations between two molecules of the same type can be calculated by Nelson’s four-point

procedure: i) The total energy E1
(0) of the conformationally relaxed molecule is computed

in the vacuum. ii) An electron is added to the molecule. The total energy E2
(0) is computed

in the same molecular geometry used in (i). iii) The molecule is geometrically relaxed,

then the total energy E2
(1) is computed. iv) Then the additional electron is removed and

the total energy E1
(1) is computed in the geometry used in (iii). The reorganization energy

is then given by

λ = λ1 + λ2 = (E2
(0) − E2

(1)) + (E1
(1) − E1

(0)). (3.4)

As the reorganization energy depends on the total molecular energy, the molecule itself

and its surrounding medium have influence on λ. In fact, the surrounding does not

only electronically influence the total energy, but as the Nelson’s four-point method

requires several geometry relaxations, also the van der Waals interaction between molecules

constrains the possible relaxed geometries. In general, the reorganization energy differs for

hole and electron transport as they occupy different frontier orbitals.

3.2.3 IP/EA of embedded molecules and dielectric permittivity

As described in Section 2.1.1, the polarization energies P (+)/P (−) are subtracted from or

added to the vacuum IP/EA to obtain the respective bulk data. In general, P (+/−) depends

on the specific core molecule under consideration, since different local environments in

amorphous organic semiconductors lead to different polarization effects. The environment

surrounding the core contributes to P (+/−) through an electrostatic interaction that scales

with 1/R, where R is the distance between the core and each neighboring molecule. This

introduces a distance dependence on the polarization energy. P (+/−)(R) thereby represents

the polarization energy for a core molecule that includes the surroundings within a radius

R. The bulk polarization energy is then defined as P (+/−) = P (+/−)(R = ∞). Because

atomistic simulations can only be performed on finite volumes, it is practical to separate

P (+/−) into two parts.

P (+,−) = P
(+,−)
expl (R) + Pimpl(R), (3.5)

P
(+,−)
expl (R) is the polarization contribution of molecules inside a sphere with radius R

whose contribution is explicitly computed using an atomistic model, while P
(+,−)
impl (R) is

the polarization contribution of the environment outside the sphere with radius R, and it
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is calculated by an implicit model based on classical electrostatics which can be applied to

large R. The explicit part of the polarization energy is then given by:

P
(+/−)
expl (R) = ∆∆E

(+/−)
0 +∆V (+/−)

env (R). (3.6)

∆∆E
(+/−)
0 is the embedded internal molecular energy difference, i.e. the IP/EA change

only of the core molecule during the embedding process, thus considering the change of

conformation and charge density forced on the molecule by the environment. ∆V
(+/−)
env (R)

describes the change in electrostatic interaction (core molecule with the environment and

environment with itself) and the internal energy of the environment upon charging the core

molecule. For large R, local field effects have a reduced impact, enabling a macroscopic

description based on classical electrostatic theory [34]:

Pimpl =

(
1− 1

ϵr

)
e2

8ϵ0πR
, (3.7)

with ϵ = ϵ0ϵr being the dielectric permittivity, e the elementary charge. Pimpl does not

depend on the sign of the charge (+/-). Equation 3.7 predicts a linear dependence of

P
(+/−)
expl on 1/R for large R. This can be used to extrapolate P

(+/−)
expl in 1/R linearly to

1/R = 0 to incorporate the implicit polarization contribution and obtain the bulk P (+/−).

By this scheme P (+/−) can be simulated. In practice, the explicit polarization energy is

calculated for charge-equilibrated morphologies with the QuantumPatch method: One time

the core molecule is charged, one time it is uncharged. Here, it is particularly important

that the underlying QuantumPatch-engine, e.g. DFT or HF, captures the polarization of

the molecules to achieve a correct polarization energy, but is still computationally cheap.

DFT with the basis set def2-SVPD and functional BP86 [125] was shown to be a trade-off

between precision and computational effort. Subtracting/adding P+/− to the vacuum

IP/EA leads to the bulk IP/EA (Equation 2.7). The method to compute vacuum IP/EA

is only applied to one molecule relaxed in vacuum. As a starting guess, the self-consistent

eigenvalue scheme with the hybrid functional PBE0 [126] with def2-QZVP basis set is used

to determine the vertical vacuum IP/EA (ev-GW:PBE0) as implemented in Turbomole

[127]. An average error of 0.1 eV is reported for using the one-step GW method G0W0

[128].

For large R, the explicit quantum mechanical description and the implicit classical descrip-

tion yield the same results. Differentiating Equation 3.5 with respect to 1/R constitutes a
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relation between dielectric permittivity ϵr and the slope of the explicit polarization energy

m =
∂P

+/−
expl

∂(1/R)
.

ϵr = −
e2/(8πϵ0)

e2/(8πϵ0)−m
. (3.8)

Therefore, a linear fit can determine the dielectric permittivity ϵr. Two things have to

be considered: 1. The implicit polarization correction does not depend on the sign of

the charge. 2. The fluctuation of the RDF leads to fluctuations of the extracted ϵr. The

first objective is addressed by taking the average over P+
expl(1/R) and P−

expl(1/R). The

second objective is addressed by renormalizing the radius by the number of molecules

N(R) within a given polarization radius R:

R̃ =

[
3

4π
N(R)/n

]1/3
, (3.9)

n being the molecular number density of the morphology. However, the extracted ϵr of

different core molecules vary, which is why a minimum of five core molecules are used to

obtain the averaged results of Equation 3.8. It is noted that the determined dielectric

permittivity does not include contributions by rotational, vibrational, or optically excited

modes, as these are not captured in the self-consistent QP procedure.

3.2.4 ICTC binding energy VC

ICTCs have been introduced in Section 2.1.4. They are characterized by their electrostatic

binding energy VC between ionized hosts and dopants. Accurate modeling of VC is crucial

as it influences the rate of dopant ionization and the charge carrier transport in a doped

organic semiconductor.

In the following, an ICTC between a particular host molecule and p-dopant is considered.

Before ionization, they are uncharged. Afterwards, the host is positively charged, and the

dopant is negatively charged, with the additional charge occupying their frontier orbitals,

their HOMOs and LUMOs. ECT is the change in system energy upon charge transfer

between host and dopant, also called charge transfer energy. ECT is related to VC and the

particular IP of the host and EA of the dopant [129].

VC = ECT − (IPhost − EAdop), (3.10)
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Figure 3.2: Visualization of the geometry to calculate ICTC binding energy, VC. a) The EA of the dopant,
b) the IP of the host and c) the system’s energy difference upon dopant ionization (charge
transfer energy) are computed. In a) and b) a sphere around the dopant/host is defined, in
which the polarization influence is modeled explicitly by a quantum embedding method. In c)
its a union of two spheres. Around the space, illustrated by the blue shading, the polarization
contribution is added implicitly by the theory of classical electrostatics. Visualizations adapted
from Armleder et al. [22], licensed under CC BY 4.0; modified by the author.

To obtain the embedded VC, the charge transfer energy, IP, and EA of the embedded

molecules must be calculated. IP and EA can be computed as described in Section 3.2.3.

This method can also be altered to compute ECT: The space is divided into two shells : (1)

The explicit shell which is treated by explicit quantum embedding calculations. The space

is the union of two spheres around the host-dopant pair (Figure 3.2c). (2) The implicit

shell which is treated according to classical electrostatics, i.e. the space outside the union

(analog to Section 3.2.3 for IP/EA). The explicit part of the ICT state energy ECT
expl is

given by the energy difference between the energies of the two systems:

ECT
expl = Ef

expl − Ei
expl, (3.11)

where Ei
expl is the energy of the uncharged (initial) and Ef

expl of the CT (final) state. In

both cases, the energy contains the internal and Coulomb interaction energies for all

molecules. For the initial state, the electron density of the molecules is equilibrated with

all molecules being in the neutral state and for the final state with the host-dopant pair

being ionized (the host is positively charged and the dopant is negatively charged). Charge

equilibration is achieved using the QuantumPatch method described in Section 3.2.1.

The implicit part of the energy P dip
impl is derived using classical electrostatics (ICTC is

approximated as a dipole):

P dip
impl =

1

2ϵ0

(
1− 1

ϵr

)∫
V

∣∣∣D⃗dip(r⃗)
∣∣∣2 dV, (3.12)
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where V describes the volume of the implicit space having a relative dielectric permittivity

of ϵr and D⃗
dip is the electric displacement field produced by the ICTC. ϵr is computed be-

forehand using the QuantumPatch quantum embedding method according to Section 3.2.3.

Using polar coordinates, the integral can be easily solved numerically. The final ICT state

energy is thus given by:

ECT = ECT
expl + P dip

impl. (3.13)

The basis set and functional used for individual single point computations are def2-

SVPD[130] and BP86[125]. The explicit polarization shell has a radius of 30 Å.

3.3 Simulation of charge carrier transport hopping

Generated morphologies, as described in Section 3.1, have their electronic properties

characterized as outlined in Section 3.2, providing the basis for computing charge carrier

transport in organic electronic systems.

The morphology is hereby modeled at molecular resolution with a molecule represented

as a site at the molecule’s center of geometry. Atomistic models are transformed by

positioning the sites at the molecule centers of geometry. Thus, periodic boundary

conditions remain. Each site inherits a number of properties computed in advance in the

electronic characterization. Which properties is detailed in the section below. Each site

can host objects representing localized Frenkel excitons or charge carriers. The simulation

process encompasses the creation, movement, and annihilation of these objects, with rates

derived from microscopic parameters, as discussed in Section 3.3.1. Based on these rates,

a rejection-free kinetic Monte Carlo (kMC) algorithm is used to propagate the system in

time, as described in Section 3.3.2.

3.3.1 Microscopic Processes

In this work, the charge carrier transfer rate by hopping between the state Ψi of molecule

i (site i) and Ψj of molecule j (site j) is given by:

ωif =
π√

ℏ2kBTλ
J2
if exp

(
−(0.5(∆Eif + λ+ |∆Eif + λ|))2

4λkBT

)
, (3.14)
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with Jif denoting the electronic coupling and ∆Eif the energy difference between the initial

and final states, determined by [131]:

∆Eif = −∆Eoff +∆Eext ± eE⃗r⃗if , (3.15)

where ∆Eoff denotes the difference in the charge carrier transport energy levels. Specifically,

∆Eoff = IPi − IPf for hole transport and ∆Eoff = EAi − EAf for electron transport. The

charge carrier transport energy levels of the sites are typically modeled as Gaussian

distributed with the standard deviation denoted as disorder. Microscopically, it arises

from variations in molecular conformations and the local electrostatic environment. The

term Eext
if captures the difference in the electrostatic interaction energy of the hopping

charge carrier with its environment before and after hopping. Thus, it accounts for

the Coulomb interaction between all electrons and holes in the given configuration. It

varies dynamically with the position of the charge carriers and is evaluated via the

Ewald summation [132]. Long distance Coulomb interactions between charge carriers are

calculated from the interaction of point charges. Short distance Coulomb energies (nearest

250 neighbors) are drawn from tabulated Coulomb energy distributions derived from

quantum embedding (including calculated electrostatic binding energy between ionized

host and dopant molecules, Section 3.2.4). In the course of this work (Section 5) further

parametrizations are developed. The final term is based on the potential energy generated

by the charges in an external electric field. r⃗if = r⃗i− r⃗f describes the spatial displacement

between the charge carriers before and after hopping.

Neutral dopants are described as excitons with zero excitation energy. The host-dopant

activation process:

H +D → H+ +D−, (3.16)

is associated with the energy difference

∆Eion = ∆Eoff + VC +∆Eext ± eE⃗ · r⃗ij, (3.17)

where the energy difference ∆Eoff = IPh − EAd (of the host h and the dopant d), and

VC is the attractive Coulomb energy between the ionized host-dopant pair. ∆Eext is the

electrostatic interaction energy between the ionized host-dopant pair and the charges in

their environment.
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3.3.2 Modeling with kinetic Monte Carlo

Kinetic Monte Carlo (kMC) is a Monte Carlo approach that simulates the time evolution

of processes governed by transitions between discrete states with known transition rates.

These rates, which cannot be determined by the kMC algorithm itself, must be obtained

from prior knowledge, measurements, or separate calculations. In the context of this

thesis, the charge carrier transport and the dopant ionization rate are calculated using

Equation 3.14. The kMC simulation protocol was implemented by Symalla [131].

Because of the weak coupling between organic molecules, the system can be treated

as a Markov chain, i.e. the probability rates for a given state to transition to a different

state depend only on the current configuration, not on any previous states. In particular,

a rejection-free kMC scheme [133] evolves the system in time. The state is specified by

the positions of all particles. In a rejection-free kMC algorithm, the simulation begins at

time t = 0 with an initial state k. The rate rki represents the probability per unit time

of a transition from state k to state i. First, a random number, u ∈ (0, Qk], is generated

to select the next state, with its upper bound given by Qk =
∑Nk

j=1 rkj, where rkj are the

transition rates from k to each possible state j and Nk is the number of possible transitions

from state k. Defining Rk,i =
∑i

j=1 rkj as the cumulative distribution, the system moves to

the state i that satisfies Rk,i−1 < u ≤ Rk,i. A second random number, u′ ∈ (0, 1], specifies

the elapsed time step, ∆t = Q−1
k ln(1/u′), which is added to the current time, t← t+∆t.

In the following discussion, the total rates for a specific process i are denoted as Γi. The

total rate for charge transfer is given by Γct =
∑nc

i=1

∑Ncttargets
i

a=1 ωct
i,a, where the index i runs

through all charges nc. N
cttargets
i is the number of sites accessible for hopping by charge i,

and ωct
i,a is the rate of each individual transition. The total rate for the system to move

into another state is then

Γtotal =
∑
i

Γi. (3.18)

An iteration of the kMC procedure is illustrated in Figure 3.3a. The system is prepared

in a given state, and the individual rates for all processes and particles, denoted ωi, are

evaluated. The cumulative function ωcum
i =

∑i
j=1 ωj is then calculated. A uniformly

distributed random number ωrandom is drawn from the interval (0, ωcum
N ], where N represents

the total number of possible transitions. The system transitions to state i if:

ωcum
i−1 < u ≤ ωcum

i . (3.19)
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Figure 3.3: a) Scheme of the rejection-free kMC model of an amorphous small molecule organic semi-
conductor. The rates ωi represent the individual processes for each charge carrier or exciton
and event. b) shows the cumulative sum of all these rates; a uniform random number is drawn
from (0, ωn), and in the scenario depicted, ωrandom falls within the interval selecting process
number five for the next kMC step. Own schematic illustration inspired by [131].

The simulation proceeds until a stable current is observed, which is defined by a constant

drift velocity. During the interval t′ − t, the cumulative drift velocity is given by

v(t, t′) =

∑n(t,t′)
i=1 qi

F⃗i

F
·∆R⃗i

t′ − t
, (3.20)

where n(t, t′) counts the Monte Carlo steps that contribute to charge carrier transport

between times t and t′. The quantity qi specifies the charge sign, ∆R⃗i is the displacement

in step i, and F⃗ is the applied electric field. The charge carrier mobility µ is then calculated

using µ = v⃗

E⃗
. Two drift velocities serve as convergence criteria:

v1 = v(t1, t2) and v2(ttotal − t2) > dmin. In every Niter steps, the following conditions are

checked:
∣∣∣1− v2

v1
< cDC

∣∣∣ and v2(ttotal−t2) > dmin, where cDC is a convergence tolerance, dmin

is the minimum hopping distance, ttotal is the total simulation time, and t2 =
2
3
ttotal. The

second condition prevents charges from being trapped for extended periods by requiring

both v1 and v2 to be non-zero before reaching a steady state. Once both conditions

are satisfied, the simulation is terminated. The parameter cDC is chosen to balance

computational cost and accuracy.
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This section covers the experimental techniques used. First, the preparation of organic

nanoparticle dispersions by nanoprecipitation is explained. Techniques to analyze the

nanoparticle dispersions, i.e., the measurement of the nanoparticle size by dynamic light

scattering (DLS) and determining dispersion concentration by ultraviolet-visible (UV-

Vis) absorbance spectrometry are described. Typically, these dispersions are used to

process layers or fabricate whole devices, which is explained in the following section.

Different techniques for analyzing the surface of the substrates are outlined. Further, the

characterization of solar cells and photodiode characteristics are explained. The emphasis

is placed on a highly accurate measurement setup that has been composed to increase the

sensitivity of dark current measurements.

4.1 Preparation and analysis of dispersions

In this section, the synthesis by nanoprecipitation and characterization (DLS and UV-Vis

absorbance spectrometry) of organic nanoparticle dispersions are introduced.

4.1.1 Preparation

This work relies on the nanoprecipitation method. Hence, an organic semiconductor,

dissolved in a solvent, is mixed with a nonsolvent in which the organic semiconductor is

not soluble. The solvent typically has a lower boiling point to enable its evaporation while

keeping the semiconductor dispersed in the nonsolvent. Two common methods have been

used for the nanoprecipitation of organic semiconductor applications. Continuous flow

nanoprecipitation in a microfluidic system has been demonstrated to synthesize organic

bulk-heterojunction nanoparticle dispersions. The solution is mixed with the nonsolvent in

several mixing stages at a controlled flow rate. The inks exhibit excellent reproducibility

and long-term stability, which is particularly important for upscaling of dispersion synthesis

[81]. However, the microfluidic chip can clog and cleaning can be difficult, rendering the

method unsuitable for testing new semiconductors that may have low colloidal stability or

could contaminate the microfluidic chip.

Batch nanoprecipitation (hereafter nanoprecipitation) has lower reproducibility but is more
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Figure 4.1: Schematic of the batch nanoprecipitation in a beaker. a) (Doped) organic semiconductor
solution. b) Injection of the solution into a nonsolvent under stirring. This causes the organic
material to nucleate and form nanoparticles. c) Volume reduction step that removes the
solvent and increases the concentration of the dispersion. d) Nanoparticle dispersions left in
the nonsolvent. Subsequently, a centrifugation removes larger agglomerates. Published by
Karen Fischer under Licence CC BY-SA 4.0.

facile, rendering it the method of choice if only small dispersion volumes are needed or when

working with new semiconductors. A scheme of the nanoprecipitation process is shown in

Figure 4.1. Here, the organic semiconductor is dissolved in a transparent glass vial (4mL).

It may be doped to increase the charge density on the semiconductor. Then a specified

amount from there is pipetted with an automatic pipette into a beaker with a defined

volume of nonsolvent. The nonsolvent is stirred by a magnet at 800 rpm [74]. The solvent

and nonsolvent are miscible; however, the solubility of the organic material rapidly reduces

in the solvent-nonsolvent mixture, leading to nucleation and growth of the particles until

the colloidal stability is reached. Illumination has a great influence on nanoparticle sizes

[12], hence, in some experiments of this thesis, where indicated, a chip-on-board (COB)

white light-emitting diode (LED, 2.1 cm·2.1 cm) illuminated the nonsolvent during injection

with an electric power of 30W. To fully extract the solvent, the beaker is positioned in

a heated water bath. In addition, some of the nonsolvent is evaporated to increase the

dispersion concentration. This step is referred to as volume reduction. Some dispersions

show partial agglomeration, which can interfere with measuring the nanoparticle size or

concentration. For this reason, all dispersions were centrifuged with a MiniSpin Plus

by Eppendorf at 14,500 rpm for 2 minutes in 1.5mL centrifugation tubes after volume

reduction. This leads to sedimentation of agglomerates.

Small-angle neutron scattering and transient absorption have shown that P3HT:Indene-

C60 bisadduct (P3HT:ICBA) nanoparticles synthesized by nanoprecipitation in a beaker

are blend nanoparticles in which the two semiconductors are uniformly mixed [134].

Nanoparticles from synthesis methods other than nanoprecipitation can result in different

semiconductor distributions. Miniemulsions often lead to core-shell particles, with the

fullerene being surrounded by P3HT [135].

For this work, CHCl3 (analytical grade) is used as a solvent and ethanol (EtOH, analytical
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Figure 4.2: a) Schematic representation of dynamic light scattering for nanoparticle size determination. A
laser beam is scattered by nanoparticles, and the intensity of the scattered light fluctuates over
time due to Brownian motion. b) For smaller nanoparticles, the intensity fluctuations of the
scattered laser occur on a shorter timescale compared to larger particles. (c) This is reflected
in the autocorrelation function, where the decay occurs more rapidly for smaller particles.

grade, emsure) or acetonitrile (CH3CN, 99.8% anhydrous) as a nonsolvent without further

purification. Nanoprecipitations in borosilicate glass vials have been shown to lead to larger

nanoparticles compared to those of high-density polyethylene (HDPE) vials. Washing the

glass vials three times with EtOH leads to the same nanoparticle size. The hypothesis is

that the anionic silicates are dissolved, which destabilizes the dispersions [74]. Because of

its optical transparency, glass was still used but washed three times with the nonsolvent

of the nanoprecipitation process. The time of dispersion in the glass beakers is limited to

injection and volume reduction. Afterwards, the dispersions were stored in HDPE vials.

4.1.2 Dynamic light scattering

An unstable dispersion can often be directly identified by visible flocculations. However,

below 10µm, the flocculations are not visible to the naked eye, which requires a different

technique to determine the nanoparticle size, which is connected to the colloidal stability

according to the DLVO theory (Section 2.2.1).

DLS relies on the Brownian motion of particles (Section 2.2). A schematic is shown

in Figure 4.2. In this work, the Zetasizer Nano ZS by Malvern Panalytical is used. A

diluted dispersion is inserted into a cuvette and irradiated with a 633 nm laser beam. The

Brownian motion of the nanoparticles causes light scattering. The ensemble of reflected

photons interferes with each other, causing fluctuation in intensity. A detector records the

time-resolved intensity at a specific angle (in frontscatter mode: θ = 13◦, in backscatter
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mode: θ = 173◦). Smaller particles move faster than larger particles (having the same

kinetic energy), leading to faster fluctuations in intensity. An autocorrelation function of

intensity versus time g2(q; τ) characterizes the dynamics of the fluctuations:

g2(τ) =
⟨I(t)I(t+ τ)⟩
⟨I(t)⟩2

. (4.1)

The brackets denote the expectation value over a defined time range. t and t+ τ are the

times at which the intensity fluctuations are compared. In the simplest case, the dispersion

is monodisperse (particles are uniform) and can be described by a single exponential term:

g2mono(τ) = B + β · exp(−Γτ), (4.2)

with Γ = 2Dq2, where B is the baseline, β is an instrument constant, D is the diffusion

constant and q is the wave vector of the dispersion observed at the specific angle:

q =
4πn0

λ
sin

(
θ

2

)
, (4.3)

with n0 as the refractive index of the solvent and the incident laser wavelength λ. A fit

determines the exponential decay rate Γ. Then, using the Stokes-Einstein-Sutherland

equation, which describes the diffusion of spherical particles in a liquid with a low Reynolds

number, the particle radius r can be calculated:

r =
kBT

6πηD
, (4.4)

with kB being the Boltzmann constant, the temperature T and the viscosity η of the

dispersion medium. r is also known as the hydrodynamic radius.

In most cases, samples are polydisperse. Then, a sum of exponential terms, each term

representing the autocorrelation response of a specific size category, yields g2(τ). However,

fitting the individual decay rates is a mathematically ill-posed problem and can only

distinguish between different particle sizes if their size distribution does not strongly

overlap and their contribution to the recorded intensity is similar. The cumulant method is

an established approach to solve this. A Gaussian distribution of particle sizes is assumed.

The autocorrelation function is fitted using an exponential decay function that depends

on the average decay rate multiplied by a power series containing cumulants. The average

decay rate leads to the calculation of an average nanoparticle size, termed the Z-Average.

The cumulants determine the polydispersity indices, which indicate the variance of the
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size distribution. Often, just one polydispersity index is given, derived from the second

and third order cumulants (denoted as PDI). Higher orders are only necessary for highly

polydisperse samples. The cumulant method yields reproducible results. A PDI of 0

describes a monodisperse distribution. Up to 0.7, the cumulant method still yields the

appropriate results but should be compared with a direct fit of g2mono(τ) using size-related

exponentials.

The size distribution of particles is weighted by the intensity of the scattered light. Particles

with a size smaller than 1/10 of the incident wavelength exhibit Rayleigh scattering. Then,

the intensity of scattered light depends on r6, i.e., larger particles are weighted much

stronger in the size distribution than smaller particles. From this distribution, number-

or volume-weighted distributions can be calculated. The exact particle radius can differ

from the DLS-determined radii because particles are often surrounded by a thin layer of

solvent molecules and particles can exhibit non-spherical shapes, introducing errors in

the determined particle size. Still, the particle sizes are similar to sizes determined by

microscopic measurement techniques such as atomic force microscopy (AFM), electron

microscopy, or small-angle x-ray scattering.

In this work, nanoparticle dispersions are diluted to the order of O(10mgL−1) to be

measured by DLS, either in plastic or quartz cuvettes. At least eight measurements are

taken, each recording the intensity fluctuations of the scattered laser beam for at least 8 s.

4.1.3 UV-Vis absorbance spectrometry

UV-Vis absorbance spectrometry has been proven to be a versatile method for charac-

terizing organic nanoparticle dispersions. The absorption spectrum contains information

about the concentration of individual constituents in the dispersion. Depending on the

material, it can provide information about the microstructure, such as stacking. Especially

when it comes to doping, it allows the distinction of dopants by their different absorbance

signatures corresponding to their charging states. In Section 6, a method is developed

that utilizes UV-vis recordings to determine the polaron yield efficiency (PYE), i.e. the

actual number of charges transferred between the dopant and the host vs. the maximum

number of charges available for transfer in organic dispersions.

In this work, an Agilent Cary 5000 ultraviolet-visible-near infrared (UV-Vis-NIR) spec-

trometer in two-beam operation mode is used. A light source generates light in the range of

175-3300 nm, which passes through a monochromator. A beam splitter separates the beam

into two paths; one is directed through a sample, and the other follows a reference path.

Behind both paths, photodetectors measure the intensities of the transmitted beams. The
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ratio of the sample intensity I to the reference intensity yields I0 the transmission of the

sample. Beforehand, a calibration without a sample removes apparent absorbance features

stemming from the measurement setup itself (e.g., differences in detector response). From

the sample transmission T , the absorbance A is calculated as A = − log10(T ). While

absorption refers to the decrease in the beam intensity by an absorbing physical process,

absorbance also contains other contributions: attenuation of the beam intensity by in-

terference, reflection, or scattering. Especially for thin films, these contributions play a

role, which is why measuring with an integrating sphere is a better approximation of the

absorption.

The Beer-Lambert law describes the attenuation of a beam intensity as it passes through

a sample based on sample parameters:

− log10(I/I0) = A = εlc, (4.5)

with ε being the molar absorption coefficient (MAC), l the path length through the

sample, and c the concentration. Hence, by knowing the MAC (e.g. determined by a

reference measurement with known concentration), the unknown concentration of a UV-Vis

measured sample can be determined. In semiconductor mixtures, a fit using the spectra of

individual reference solutions can yield individual contributions if no chemical reactions

take place. To determine the concentration of a dispersion, it is redissolved in a solvent

and compared to a reference with known concentration.

4.2 Preparation and analysis of thin layers

Here, the standard device fabrication and surface characterization are explained.

4.2.1 Fabrication

The following cleaning steps were performed in a cleanroom (Class 6, ISO 14644-1). In this

work, glass substrates, quartz substrates, and glass substrates with a structured indium

tin oxide (ITO) electrode were used to process individual layers or devices. The cleaning

procedure was the same for all: First, they were cleaned with a glass cleaner and a Q-tip by

swiping several times on the surface. Then an ultrasonic bath with acetone and 2-propanol

was applied for 10 minutes. To remove organic residues, the substrates were treated with

oxygen plasma (Diener Atto, 200W, 2min). The ITO-structured substrates have a size

of 16 × 16mm2, the glass being 1.1mm thick with an ITO layer on top. The ITO is

structured to facilitate four equal devices in vertical architecture that can be contacted
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Figure 4.3: Schematics of device fabrication: a) ITO electrodes on a glass substrate. b) Deposition of
transport layers and/or photoactive layer for OSCs and OPDs. c) Scratching removes the
deposited layers in the upper and lower regions. The scratching step ensures electrical connec-
tion between the centered top contact areas and the underlying ITO strips. d) Evaporation of
the top electrode. The black rectangle represents the photoactive area of the OSC, defined by
the overlap between the ITO strip and the top electrode.

from the top. The dimensions of each device are 3×3.5mm2. Figure 4.3 shows (a) the ITO

layout, (b) the deposited photoactive layer and/or transport layers, and (d) the respective

top electrode layout. In the upper and lower parts of the top electrode, there are eight

individual contact areas, two for each OSC. The photoactive and transport layers in the

upper and lower areas are scratched (Figure 4.3c) to connect the centered ITO strips to

the top contact in the center, forming the bottom contact of the device. The contact areas

on the left and right form the top contact. The layout works because the conductivity of

the organic photoactive and transport layers is much lower than that of the electrodes.

Thus, charge transport occurs in the vertical direction, not laterally.

In this work, spincoating is used to deposit the organic semiconductors. It is a facile

method that enables reproducible and homogeneous layers with defined thicknesses for

many organic semiconductors. In static spincoating, the processing agent is cast onto the

substrate, then the centrifugal motion starts with a specific acceleration until a defined

speed is reached. Most of the solution is expelled from the substrate and the speed

determines the wet-film thickness. Then, the wet film dries. This method is used for

spincoating material with only one deposition step. In dynamic spincoating, the processing

agent is cast onto an already rotating substrate. This enables faster deposition of several

consecutive steps.

4.2.2 Surface profilometry

The thickness and roughness of the layers are crucial in thin-film devices. The thickness

is determined using the Bruker Dektak XT tactile profiler. A stylus propagates along a
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surface, recording the height. The stylus that touches the surface is made of diamond

with 2µm radius. The vertical resolution is 1 nm in the 65.5 µm range [136]. To measure

the thickness of a layer, a step is scratched into the layer using a blunt metallic cannula

without damaging the glass underneath. Only the total thickness can be measured. So, if

the thickness of an individual layer in a stack is to be determined, the thickness of other

layers must be measured separately and subtracted from the total thickness.

To analyze the surface roughness an atomic force microscopy (AFM, Dimension Icon,

Bruker) is used. A tip is attached to a cantilever with a known spring constant. The

tip moves along the surface, interacting with it via van der Waals and Coulomb forces.

The distance to the surface is controlled by a piezo actuator and is either kept constant

(contact mode) or oscillating, tapping the surface (tapping mode). Small changes in surface

height cause deflection or torsion in the cantilever. A laser is directed onto the back of

the cantilever, which reflects onto a four-quadrant photodiode. Thus, the movements of

the tip are recorded digitally, and a height profile is generated. In this work, the AFM

is utilized in tapping mode. The cantilever oscillates near its resonant frequency. The

piezo actuators excite the cantilever, maintaining the amplitude. This method reduces the

damage to the tip.

4.3 Solar cell and photodiode characterization

This section describes the electrical characterization of solar cells and photodiodes. To

evaluate the solar cell performance under conditions similar to those of real-world appli-

cations, a solar simulator is used. In addition, the mechanisms of noise generation and

suppression in photodiodes are discussed.

4.3.1 Solar simulator

The solar simulator used in this work produces a beam with a spectrum and power similar

to that of sunlight at sea level. The sun power varies depending on the path length through

the atmosphere. Power and solar spectra are classified into air mass (AM) classes. AM 1

describes light that travels through the air at a zenith angle of 0 °. Based on solar irradiance

data in the United States, AM 1.5 has been established as a standard for solar cell testing

[137]. This means that light travels 1.5 times farther through the atmosphere than at AM

1, corresponding to a zenith angle of 48.2 °. This standard is common for mid-latitude

locations, where most solar panels are located. AM 1.5 Global (AM 1.5G) includes diffuse

and scattered light according to the ASTM G173-03 standard. The irradiance is specified
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as 1000Wm−2. In this work, an AAA-class xenon solar simulator (Sciencetech Lightline

AX-LA 200) was used. The three “A” ratings refer to (i) the spectral adaptation to

AM 1.5G between 400 and 1100 nm, (ii) spatial uniformity and (iii) temporal stability of

the irradiance. The solar simulator is calibrated to 1000Wm−2 using a reference silicon

solar cell (Newport 91150-KG5). If the device under test exhibits a different SR from the

reference cell, a spectral mismatch correction, using Equation 2.14, is applied using the

measured EQE, as described below.

4.3.2 External quantum efficiency

The nature of the EQE and the SR are explained in Section 2.3.1. A high-pressure xenon

lamp (USHIO 450W UXL 451-O) is filtered by a monochromator (LOT Oriel Omni-lambda

300 with color filter wheel MSZ3122). The monochromatic beam is split, with one part

going to a monitor photodiode and the other to the sample holder. The current generated

by the sample and the monitor photodiode is converted into a measurable voltage by

transimpedance amplifiers (Femto Messtechnik OE-200S). To calibrate the monochromatic

beam on the sample holder, the current of a reference photodiode (Newport 818-UV-20925),

IR, with a known spectral response SRR, is recorded for a specific range of wavelengths.

At that time also the current of the monitor photodiode is recorded, denoted as IMonitor,R.

Then, the DUT is positioned in the sample holder, and its current is recorded as IDUT. At

the same time, the current of the monitor photodiode is recorded, denoted as IMonitor,DUT.

As the current of the monitor photodiode is recorded during the measurement of reference

and DUT, it is used to correct for temporal fluctuations in the beam intensity. The SR of

the DUT is calculated as follows:

SR =
IDUT

IR
· SRR ·

IMonitor,R

IMonitor,DUT

. (4.6)

Increasing the monochromator wavelength stepwise allows for determination of the SR

at different wavelengths. To reduce noise and isolate the current generated by the

monochromatic beam (e.g. excluding ambient illumination), the lock-in principle is used.

The monochromatic beam is chopped into a rectangular waveform (Thorlabs MC2000B

with the disc MC1F10, 373 Hz). A lock-in amplifier (Anfatec Instruments, eLockIn 203)

isolates the current generated by the monochromatic beam from other sources.
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While the energetic landscape in intrinsic organic semiconductors is well understood, doped

systems involve additional influences that impact charge transport. When a dopant is

activated, it creates two charges: a free charge carrier on the host semiconductor and

a counter-charge that remains on the dopant. The charged dopants generate a strong

electric field because of their non-zero charge. The transport of charge carriers on the

host semiconductor is crucial for determining the macroscopic electronic properties of a

layer. The ICTC binding energy, which represents the Coulomb interaction between free

charge carriers and charged dopants, has been shown to differ from a simple point-charge

interaction [21, 138].

This section is based on work previously published in Armleder et al. [22]. The results are

included here as part of the dissertation.

An accurate model for ICTC binding energy based on the quadrupole moment of the

anionic dopant is developed. The quadrupole moment and its orientation relative to

the host molecule are found to critically influence the conductivity in doped organic

semiconductors. Specifically, a large positive quadrupole moment can cause overscreening

in charge transfer complexes, potentially boosting the conductivity by several orders of

magnitude and enabling the targeted design of highly conductive materials.

The investigation of the quadrupole moment was motivated by quantum-mechanical

simulations using the QuantumPatch method, which showed that the Coulomb interaction

energy between ionized host-dopant pairs deviates from the simple Coulomb energy between

two point charges. As the dopant molecules were dipole-less, this motivated to look at the

next electrostatic moment: the quadrupole moment.

5.1 Morphology of NPB doped with F6TCNNQ

N,N′-Di(1-naphthyl)-N,N′-diphenyl-(1,1′-biphenyl)-4,4′-diamine (NPB) doped with Tetra-

cyanoquinodimethane (TCNQ) derivatives represents a standard organic semiconductor

system and therefore serves as an appropriate test system. The molecular structures of NPB,

TCNQ, F4TCNQ, 1,3,4,5,7,8-hexafluorotetracyanonaphthoquinodimethane (F6TCNNQ)
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are displayed in Appendix C.4. Using the multiscale approach described in Section 3, a

morphology is created by Deposit (Section 3.1) that is the foundation for characterization

of the electronic properties of the embedded molecules.

First, the molecules NPB and F4TCNQ are parametrized. The vacuum conformation and

conformations for various dihedral angles of the molecules are optimized regarding energy

using DFT with the def2-SV(P) basis set [139] and the BP86 functional [125]. Atomic

partial charges are calculated via an ESP fitting procedure. After that, within the Deposit

method, the individual molecules to be deposited are annealed from 4,000K to 300K in

76 SA cycles, with each cycle consisting of 50,000 Monte Carlo steps. The energy between

two Monte Carlo steps is calculated using the Lennard-Jones parameters and ESP charges.

Two axes with periodic boundary conditions span the base area of the simulation box,

with a size of 180× 180 Å
2
. For doped NPB morphologies, 10,000 molecules are deposited

(mainly NPB molecules, with the exact ratio of NPB molecules to dopants given by the

DMR). This yields a length in growth direction of at least 240 Å, in which no periodic

boundary conditions are applied.

An undoped NPB morphology is created to compare the density with the experimental

data. For that, the atomic mass in the simulation box, containing the deposited molecules,

is summed up and divided by the volume. A density of 1.13 g/cm3 is obtained for a

simulated morphology, very similar to the experimental density of 1.14 g/cm3[140]. In

the doping regime considered in this section (DMR <5%), the density of the doped

morphologies deviates only slightly from the undoped morphologies. The density of the

NPB morphology doped with 5% F6TCNNQ, as shown in Figure 5.1a, is 1.14 g/cm3,

equal to the experimental density [140]. The figure depicts dopants (purple) that are

distributed in the host NPB (grey). Depending on the molecular structure, preferred

orientations or distances between molecules will arise. Given the molecular structure

and orientation constraints, peaks in the RDF can be associated not only with preferred

distances but also with orientations. Figure 5.1b shows the corresponding RDF only of

NPB molecules to other NPB molecules. The RDF takes non-zero values for r > 2 Å,

which is the closest distance between two centers of geometries of host molecules. At

r = 6 Å, the first maximum appears, which can be attributed to π − π stacking, also

experimentally observed in thin films [141]. The RDF shows a local minimum and a second

peak at r = 12 Å, then becomes relatively constant. As the RDF peaks are rather broad

and, for large r, become approximately 1 without strong fluctuations, the morphology

is amorphous. Figure 5.1c shows the RDF of distances between F6TCNNQ and NPB

molecules. The RDF increases strongly, beginning at r = 3 Å, it reaches the first peak at

r = 5 Å, and then decreases rapidly to 0.6. These sharp peaks show a high frequency of
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Figure 5.1: a) Morphology of NPB doped with F6TCNNQ (5%). The Deposit algorithm sequentially places
host and dopant molecules according to the DMR. Visualization adapted from Armleder et al.
[22], licensed under CC BY 4.0; modified by the author. b) Corresponding RDF between NPB
molecules, showing characteristic peaks at 6 Å and 12 Å, consistent with the π-π stacking of
NPB [141]. c) RDF between NPB and F6TCNNQ molecules, exhibiting stronger fluctuations
compared to the host-host RDF, suggesting more defined orientations in NPB-F6TCNNQ
molecular pairs.

hosts and dopants deposited at the same distance. The host-dopant distance of r = 5 Å

allows only the molecular planes to be oriented parallel. The molecular planes refer to

the centered benzene or naphthalene group(s), Appendix C.4. This orientation-preferred

arrangement has already been experimentally observed for TCNQ derivatives [142, 143].

The RDF between NPB and F6TCNNQ shows more distinct peaks than the RDF between

NPB molecules, suggesting a stronger orientation preference between the host and the

dopant than between the host molecules.

5.2 Modeling of the Coulomb interaction of ICTC on short scales

The morphology allows for the calculation of embedded electronic structures, which are

a requirement for further charge carrier transport simulations, Section 3.2. The energy
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5 Controlling charge transport by tuning the electrostatics of p-doped organic semiconductors

levels and the ICTC binding energy strongly depend on the environment [34, 129], which

in turn depends on the molecular structure of the morphology. In the following, the

electronic properties of the host and dopant and their relative molecular orientation are

analyzed regarding their influence on the ICTC binding energy VC. For that, a simplified

representation of the charge density of the dopant is used on the basis of the monopole

and quadrupole moment. A quantum embedding method is used to validate the simplified

model. Specifically, VC is calculated using the quantum embedding method QuantumPatch

[122, 123] for host-dopant pairs with different distances to yield reference results. A

quantum embedding run encompasses the equilibration of the charge density of molecules

within a certain simulation volume, described in more detail in Section 3.2.4.

The charge equilibration of 30 embedded host-dopant pairs is carried out in the neutral

and three different charged states, as illustrated in Figure 3.2. The host IP (IPhost),

dopant EA (EAdop), and the charge transfer energy ECT are obtained. The ICTC binding

energy VC is subsequently computed according to Equation 3.10. Details are given in

Section 3.2.4. The relationship between VC and the inverse distance is shown in Figure 5.2.

VC is compared to the classical Coulomb interaction between two oppositely charged

point charges in a polarizable medium with a dielectric permittivity of NPB (ϵr = 2.7

[34]). For short distances (r < 6.7 Å, r−1 > 0.15 Å
−1
), VC deviates significantly from the

classical Coulomb interaction. Specifically, it becomes almost independent of the distance if

r < 6.7 Å, resulting in a deviation of 0.7–0.9 eV from the classical interaction at r = 3.3 Å.

Consequently, after the ionization of a host-dopant pair, the created hole propagates in a

nearly flat electrostatic potential (up to r = 6.7 Å) rather than being trapped in a deep

Coulomb potential near the host cation. This phenomenon is referred to as short-range

overscreening.

To estimate VC for a statistically significant number of host-dopant pairs, a method was

developed utilizing the multipole representation of the dopant and the partial charge

representation of the host molecule: This method was the result of trying various methods,

evaluating them, and selecting the optimal method. To that end, various methods have

been tested that, while calculating the host-dopant Coulomb interaction at a simplified

level, rely only on parameters derived from isolated host and dopant molecules, which are

computationally efficient to obtain. Each method incorporates three key components to

model the Coulomb interactions: (1) the electrostatics of the host, (2) the electrostatics of

the dopant, and (3) the influence of the polarizable environment, such as the organic bulk.

The estimation proceeds as follows. The electrostatics of the anionic dopant is described

by the first three moments of its multipole expansion: monopole, dipole, and quadrupole

moments (the dipole moments of all investigated TCNQ derivatives are negligible). The
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Figure 5.2: Calculation of the ICTC binding energy VC of host and dopant by the QuantumPatch method
(VC quantum embedding) and the estimation of Equation 5.1 (VC estimated). For large
distances of r > 15 Å, the VC by both methods agree with the Coulomb law that represents
the approximation of the two molecules as point-charges with opposite charges. For shorter
distances, the point-charge model deviates due to disregarding local field effects. The shallower
VC between two molecules (compared to the VC,mm of point-charges) is denoted as short-range
overscreening. Both, QuantumPatch and estimation, agree with each other with deviations
being lower than the variation within either method for pairs with similar distance.

cationic host is modeled using ESP partial charges [113]. The polarizable environment

is accounted for by describing the interaction between multipoles and partial charges

within an effective continuous medium with relative permittivity ϵr. This permittivity

is computed for the actual morphologies as detailed in 3.2.3. VC is estimated using the

following formula:

VC(estimated) =
∑
i

− eqhi
4πϵ0ϵrri

+
qhi

8πϵ0ϵr

riQ
dri

r5i
. (5.1)

e and ϵ = ϵ0ϵr are the elementary charge and the dielectric permittivity, respectively; qhi

represents the i-th partial charge of the host. The vector ri connects the positions of the

host partial charges to the dopant center of geometry, and Qd denotes the quadrupole

tensor of the dopant. To compare the estimation of VC (Equation 5.1) with the quantum

embedding method QuantumPatch, VC was calculated with the estimator utilizing the

quadrupole moment of the anionic F6TCNNQ (Appendix C.1) and the ESP partial charges

of NPB. NPB was geometrically relaxed with DFT (def2-SVP, BP86), and the partial

charges were determined by DFT (def2-QZVP and PBE). The comparison, shown in

Figure 5.2 (blue and black data, respectively), reveals notable deviations for individual

pairs. However, these deviations are within the range of fluctuations observed within
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5 Controlling charge transport by tuning the electrostatics of p-doped organic semiconductors

either method for pairs at similar distances. The VC calculated using the estimator in

approximately 100,000 host-dopant pairs is shown in Figure 5.3b. To gain qualitative

insights into the dependence of VC on the separation distance r between the host and

dopant, the electrostatic characteristics of the molecules (host and dopant) are represented

using monopole and quadrupole moments. Under this approximation, the Coulomb

interaction between host cations and dopant anions is expressed as follows:

VC (multipoles-multipoles) = V hd
mm + V hd

mQ + V dh
mQ (5.2)

where

V hd
mm = − e2

4πϵ0ϵrr
(5.3)

is the interaction between the molecule monopoles,

V hd
mQ = +

e

8πϵ0ϵr

rQdr

r5
(5.4)

is the interaction between the host monopole and the dopant quadrupole, and

V dh
mQ = − e

8πϵ0ϵr

rQhr

r5
(5.5)

is the interaction between the host quadrupole and the dopant monopole. Qd or Qh

represent the quadrupole tensor of the dopant and host, respectively. The final two

components (quadrupole-monopole interactions) are influenced by the relative orientation

of the host and dopant molecules. Figure 5.3b depicts VC(multipoles-multipoles) for three

distinct relative orientations of hosts and dopants: along the x, y, and z axes. Here, the x

axis corresponds to the direction of the greatest dimensions (long axis) of the molecule, the

z axis is normal to the planar structure of the F6TCNNQ molecule (normal axis), and the

y axis is orthogonal to both (short axis), as shown in Appendix C.4. For these orientations,

the monopole-multipole interaction described in Equation 5.2 can be simplified to

V dh
mQ(αα) + V hd

mQ(αα) =
e

8πϵ0ϵr

1

r3
(−Qh

αα +Qd
αα) (5.6)

with α = x, y, z. According to Equation 5.6, VC varies linearly with the difference in

quadrupole moments between the host and dopant. Depending on the signs of these

quadrupole moments, the interaction can result in either overscreening or underscreen-
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Figure 5.3: a) Angles between the normal (α), short (β), and long (γ) axes of F6TCNNQ and the vector
connecting the center of geometry (COG) of F6TCNNQ to the COG of an NPB molecule.
Each point represents a single host-dopant pair in an NPB:F6TCNNQ morphology (5% DMR).
As a reference, α = 0 indicates that the COG of the host is positioned directly above the
molecular plane of F6TCNNQ, with the COG connecting vector aligned along the normal axis
of the dopant. b) Calculated Coulomb binding energy VC from Equation 5.1 as a function
of the inverse distance for 100,000 host-dopant pairs. Three analytical lines, obtained using
Equation 5.2, represent VC for dopant-host alignments along the dopant’s normal (z), short
(y), and long (x) axes, as depicted in the insets. Since a) shows a preferred angle α = 0 at short
distances, indicating alignment along the z-axis (normal axis) of the dopant, it is concluded
that the quadrupole moment in this direction plays the dominant role in the short-range
overscreening effect. Insets in b) provide a visual representation of these angles.

ing. For the quadrupole moments of the hosts and dopants examined here (listed in

Appendix C.1), overscreening (V dh
mQ + V hd

mQ > 0) occurs when the relative orientation is

along the dopant normal axis (z direction) and, to a lesser degree, along the dopant short

axis (y direction), as illustrated in Figure 5.3b. In contrast, alignment along the long

axis (x direction) results in underscreening (V dh
mQ + V hd

mQ < 0). Notably, the calculated

VC in the NPB:F6TCNNQ morphology follows the trend of z and y alignment. The

angles between the host-dopant connecting vector relative to the long (γ), short (β), and

normal (α) axes of the neighboring dopants are provided in Figure 5.3a. It shows that

for the smallest separations, hosts and dopants tend to align in a stacked configuration,

primarily along the z axis. (α is small.) As the host-dopant distance increases, the system

transitions to a regime with equal probability of all relative orientations. This can be

attributed to the anisotropy of both the host and dopant orientations. The shortest

center-of-geometry distance, approximately 3.5 Å, is achieved when the relative orientation
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is along the z-axis, whereas the closest approach in the underscreening scenario (alignment

along the x-axis) is around 10 Å. Consequently, the VC distribution at short host-dopant

separations is dominated by V dh
mQ(zz),V

hd
mQ(zz), V

dh
mQ(yy) or V hd

mQ(yy) components. This

leads to a reduction in |VC|, resulting in a short-range overscreening effect.

To evaluate the significance of the overscreening effect, the distribution of distances between

dopants and their nearest host is shown at the top of Figure 5.3b. Notably, 90% of dopants

have at least one host within a distance r < 6.7 Å, a range where the overscreening effect

is pronounced. This implies that 90% of ICTCs, which would traditionally be regarded

as deep traps based on classical Coulomb interactions, instead exhibit relatively shallow

ICTC binding energies.

5.3 Influence of the ICTC short-range overscreening on the charge
carrier mobility

To demonstrate how the overscreening phenomenon can be leveraged to boost the charge

carrier mobility, NPB doped with TCNQ, F4TCNQ, or F6TCNNQ (5mol%) was inves-

tigated. The corresponding molecular structures are presented in AppendixC.4 and the

spatial distribution of F6TCNNQ within the NPB matrix is visualized in Figure 5.1a. For

the dopants TCNQ, F4TCNQ, and F6TCNNQ, the Qzz component of the quadrupole

tensor is 31.56, 36.79, and 50.98 ea20 respectively (Appendix C.1), highlighting the increas-

ing trend of Qzz with the number of F-atoms. In each of these three systems, the ICTC

binding energy was calculated for over one million host-dopant pairs in five morphologies.

The distance-resolved averages of these resulting distributions are shown by the colored

lines in Figure 5.4b. A stronger overscreening effect is evident with higher Qzz, meaning

that as Qzz grows, the magnitude of |VC| at short distances decreases.
To systematically investigate the response of VC to changes in the quadrupole moment of

the dopant, Qzz in NPB:F6TCNNQ was artificially adjusted within a range from −200 to

200 ea20. In doing so, Qxx and Qyy were scaled in proportion to Qzz to maintain a traceless

quadrupole tensor (Figure 5.4a). The resulting distance-dependent averages of VC were

fitted using a third-order polynomial to smooth out minor morphology-related fluctuations,

and are shown alongside the data for the real systems in Figure 5.4b. This procedure

demonstrates how the modification of the quadrupole tensor of the dopant modifies the

profile of VC(r). Even at Qzz = −200 ea20, the short-range overscreening effect remains

partially intact due to the unaltered quadrupole moment of the host (Equation 5.2).

In these artificial NPB:F6TCNNQ systems, the most likely distance between a dopant

and its closest host is approximately 5.9 Å (see Figure 5.3b, top). Changing Qzz, VC at
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Figure 5.4: a) The quadrupole moment in x-direction of the TCNQ derivatives vs. the component in
z-direction. The linear trend is used to keep the ratio of xx and zz component constant for
artificial systems in which Qzz is tuned. The y component is then determined so that the
quadrupole tensor fullfills its tracelessness. b) The mean of VC computed by Equation 5.1. The
morphology NPB:F6TCNNQ (5% DMR) is used for the artificial systems, the other components
than zz of the dopant quadrupole tensor are adapted to ensure its tracelessness (see text). The
real systems use morphologies created by Deposit with the respective dopant. The average
Coulomb binding energy VC increases with increasing Qzz. At host-dopant distances with
highest occurrence (NPB:F6TCNNQ morphology) of 5.9 Å, VC shows a variation of 0.4 eV
in the given Qzz-range. c) The standard deviation of the VC(r) distribution at a distance
r = 5.9 Å, i.e. the VC(r) disorder.
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this distance can be tuned by approximately 0.4 eV. The relative orientation and micro-

electrostatics, particularly the quadrupole moments of the dopant and host molecules,

give rise to the short-range overscreening effect. This effect reduces the ICTC binding

energy of activated host-dopant pairs at short separations. Contrary to the intuitive

assumption that shorter host-dopant distances result in stronger interactions, this effect

suggests that reducing the spacing, for example by employing smaller host molecules, does

not necessarily enhance Coulomb interactions. In fact, a dopant with a large positive

quadrupole moment can further reduce |VC| at short distances. An increase in the effective

dielectric constant at smaller separations between the host and dopant is analogous to the

short-range overscreening effect. Figure 5.4c shows the VC(r) disorder (i.e. the standard

deviation of the VC(r) distribution) at a distance r = 5.9 Å being the most probable

distance of a dopant to its nearest host in a NPB:F6TCNNQ morphology. The disorder

even exceeds the intrinsic IP disorder of NPB for either low or high Qzz - probably due to

high anisotropy induced by high zz component of the quadrupole tensor.

The influence of the dopant quadrupole moment on the charge carrier mobility was

examined on NPB doped with TCNQ, F4TCNQ, and F6TCNNQ. Kinetic Monte Carlo

simulations were employed to model charge carrier transport and doping processes, al-

lowing electrons and holes to hop between molecular sites according to Section 3.3. In

particular, hole transport is governed by HOMO to HOMO transport, electron transport

by LUMO to LUMO transport, and dopant activation involves electron transfer from

the host HOMO to the dopant LUMO. LUMO to LUMO electron transfers were not

considered in these simulations, as such processes become significant only at higher doping

levels. To evaluate the influence of the dopant quadrupole tensor on the hole mobility,

the NPB-based systems doped with TCNQ, F4TCNQ, and F6TCNNQ and systems of

the morphology of NPB:F6TCNNQ but a modified dopant Qzz were analyzed. The kMC

simulations incorporate material-specific input derived from the multiscale methodology.

Transfer integrals were determined as described in 3.2.2 for 300 pairs of molecules using

def2-SVP and BP86 as the basis set and functional. Further parameters are found in

Appendix C.2. The difference of the host IP and the dopant EA is set to 0.2 eV in all

systems (leveraging almost 100% dopant ionization) to decouple the effect of dopant

ionization which is not part of this approach. For each combination of dopant and artificial

system, five independent morphologies were deposited at a 5% dopant molar ratio. VC

was determined for these systems using Equation 5.2 (Figure 5.4). 20 independent kMC

simulations were performed for each morphology.

In Figure 5.5a, the hole mobility is plotted as a function of Qzz. The consistent rise in
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Figure 5.5: Hole mobility vs. Qzz for artificial and real systems. The artificial systems are simulated with
and without VC disorder. The former shows variation over two orders of magnitude stating
the importance of Qzz as a design parameter of doped organic semiconductor layers. For small
and large Qzz, the VC disorder increases to a value higher than the intrinsic IP disorder[144]
(Figure 5.4b), leading to notable deviations in the mobilities. This reveals a dependence on
the VC disorder. The real system of NPB:TCNQ shows a lower mobility than the comparable
artificial systems, most likely due to its higher disorder (Figure 5.4c). The error bars represent
the standard error of the mean.

mobility with increasing Qzz demonstrates that tuning Qzz over the considered range

enables adjusting mobility by approximately two orders of magnitude. In systems where

the dopant quadrupole was artificially varied, the mobility was computed (i) by employing

only the mean VC(r) (“no VC disorder”) and (ii) by using a Gaussian distribution of VC at

each distance r (labeled “with VC disorder” in Figure 5.5a). Taking into account the distri-

bution of VC(r), as opposed to the mean alone, notably reduces the mobility at higher |Qzz|
since increasing the quadrupole component |Qzz| broadens the VC distribution. This partly

suppresses the short-range overscreening effect (the plateau between Qzz = 75 and 200 ea20,

where mobility remains nearly constant despite growing Qzz). These results, together

with the role of ICTC binding energy disorder, underscore the importance of explicitly

including microelectrostatics in theoretical models of organic semiconductors [145, 146]. In

particular, the widths of the distance-resolved VC distribution (often termed VC disorder),

which so far has been deduced primarily from experiments and shown to correlate with

the activation energy [43] — is as critical as the HOMO/LUMO disorder. In general, the

microelectrostatic features of organic-semiconductor molecules, in particular the dipole

and quadrupole moments, drive phenomena such as mobility or open-circuit voltage losses

in organic photovoltaics [21, 147, 148]. The list of microscopic driving mechanisms that

influence macroscopic parameters can be expanded by the short-range overscreening effect.
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Computational procedures to reliably evaluate ICTC binding energies are an essential

requirement in the engineering of effective host-dopant material pairs. In the prototype

host-dopant system considered, quadrupole-monopole interactions substantially reduce

the binding energy via short-range overscreening. Harnessing this insight could facilitate

the design of electronically doped semiconductors by strategically selecting quadrupole

moments and forcing molecular orientations. Notably, adjusting the dopant quadrupole

moment could modulate the mobility in doped films over orders of magnitude, which is in

particular relevant for applications demanding high conductivity (e.g., organic lasers) or

specific carrier-transport properties (e.g., transport layers in OLEDs or OSCs).

5.4 Experimental validation on BF-DPB and MeO-TPD

To validate the new VC description and hence the influence of the short-range overscreening

effect, the multiscale workflow with is conducted for the hole transport materials N,N,N’,N’-

Tetrakis(4-methoxyphenyl)benzidine (MeO-TPD) and N4,N4’-Bis(9,9-dimethyl-9H-fluoren-

2-yl)-N4,N4’-diphenylbiphenyl-4,4’-diamine (BF-DPB), shown in Appendix C.4e and f.

Morphologies were created according to the Deposit algorithm (3.1). Both host materials

are doped with F6TCNNQ in different DMRs (see Appendix C.3 for the exact numbers).

For each DMR, two morphologies were created.

For all pairs separated by less than 30 Å, VC is obtained using Equation 5.1 together with

the quadrupole tensors given in Appendix C.1. The mean and standard deviation of VC

(with the latter describing VC disorder) are shown in Figure 5.6a, alongside VC, mm (solid

lines), which represents the interaction of oppositely charged point charges in a dielectric

medium of permittivity ϵr (derived as described in Section 3.2.3). At large separations,

VC, mm matches VC, but at shorter distances the short-range overscreening effect appears,

reducing the magnitude of |VC|. Both BF-DPB:F6TCNNQ and MeO-TPD:F6TCNNQ

yield comparable VC; however, their ordering differs between VC(r) and VC, mm, indicating

that the orientation and microelectrostatics of individual host-dopant pairs outweigh the

macroscopic screening by ϵr. Notably, BF-DPB:F6TCNNQ exhibits a VC disorder at short

distances (about d = 6 Å) approximately three times larger than MeO-TPD:F6TCNNQ

(0.15 eV vs. 0.05 eV), and thus surpasses the intrinsic HOMO-level disorder of BF-DPB

itself. Figure 5.6b presents the histograms of the distances from the dopant to the closest

host, revealing that the dopants in the MeO-TPD:F6TCNNQ blend are statistically closer

to their hosts. At the most frequent dopant-host spacing, VC in both systems is fairly simi-

lar (VC = −0.551 eV vs. VC = −0.666 eV, BF-DPB:F6TCNNQ vs. MeO-TPD:F6TCNNQ),
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5.4 Experimental validation on BF-DPB and MeO-TPD
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Figure 5.6: a) Coulomb binding energy VC of BF-DPB and MeO-TPD doped with F6TCNNQ vs. the
inverse pair distance. For reference, VC of oppositely charged point-charges with the dielectric
permittivity ϵr of the systems. These systems exhibit the short-range overscreening. For small
distances this changes the order of the systems in terms of binding energy magnitude. The
error bars represent the standard deviation of the VC distribution, i.e. the VC disorder. The
BF-DPB system shows a VC disorder four times as large as the VC disorder of MeO-TPD. b)
Histogram of the distances from dopants to their nearest host in BF-DPB and MeO-TPD
doped with F6TCNNQ. The histograms are area-normalized. The expectation value of the
distance in BF-DPB is larger than in MeO-TPD leading to a smaller overscreening effect at
most probable host-dopant distances.

in contrast to VC, mm (VC,mm = −0.532 eV vs. VC,mm = −0.817 eV). Hence, the short-range

overscreening mechanism acts to “flatten” VC and mitigates the material-to-material

variation in these systems.

Based on the distributions of VC, kMC simulations are used to simulate the conductivity

of BF-DPB:F6TCNNQ and MeO-TPD:F6TCNNQ depending on different dopant concen-

trations, and compare the results to experimental data. In these simulations, because

of high dopant molar ratios, not only hole transport but also electron transport in the

LUMO are considered. The transfer integrals were determined for 300 pairs of molecules

with DFT (basis set def2-SVP and functional BP86). The concentration-dependent shifts

in IPhost and EAdop were incorporated, reflecting notable sensitivity to DMR (Section 5.5).

Other precomputed properties necessary to calculate the charge hopping rates are shown

in C.2. Since the aim of these simulations is to verify the VC-based modeling approach,

the intrinsic disorder of the host hole-transport level is fitted to experimental mobilities

of pure hosts (Appendix C.2 and C.3). For each DMR, two distinct morphologies were

generated, and 20 independent kMC simulations were performed for each one.

Figure 5.7 presents the mean and standard error of the simulated conductivity together

with the experimental results [149] in panel a and the corresponding simulated mobility
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Figure 5.7: a) Simulated conductivities of BF-DPB and MeO-TPD doped with F6TCNNQ compared with
experimental data. The simulations reproduce experimentally observed data. b) Mobility
of BF-DPB and MeO-TPD without doping (intrinsic) and doped with F6TCNNQ. MeO-
TPD:F6TCNNQ shows a higher mobility despite the intrinsic mobility of BF-DPB being
higher (µ = 5.7 · 10−5 cm2/(Vs) vs. µ = 2.3 · 10−5 cm2/(Vs)). The main reason promoting
this difference lies in the four times higher VC disorder in BF-DPB:F6TCNNQ than MeO-
TPD:F6TCNNQ. This reduces the mobility and conductivity of BF-DPB:F6TCNNQ compared
to MeO-TPD:F6TCNNQ and leads to the agreement between the experimental and simulated
conductivity. The error bars represent the standard error of the mean.

together with the intrinsic mobility in panel b. The dependence of the conductivity on

the DMR is reproduced accurately for both material systems, and the absolute conduc-

tivities also show good agreement with the measurements. Moreover, the discrepancy

between BF-DPB:F6TCNNQ and MeO-TPD:F6TCNNQ observed experimentally is re-

produced, demonstrating a higher conductivity for MeO-TPD across the entire DMR

range. At first glance, this outcome appears counterintuitive because the intrinsic hole

mobility of MeO-TPD (µh = 2.3 · 10−5 cm2/(Vs)) is lower than the mobility of BF-DPB

(µh = 5.7 · 10−5 cm2/(Vs)) [149], both semiconductors have comparable bulk densities, and

the ionization fraction of dopants in both systems remains high. Specifically, in the low

and medium doping range (DMR < 10%), the fraction of ionized dopants in MeO-TPD

exceeds 90%, while in BF-DPB it is above 75% (Figure 5.9).

One reason is the distance-dependent VC disorder (Figure 5.6a). In BF-DPB it can exceed

the VC disorder of MeO-TPD by a factor of up to four at certain distances, and the

additional disorder surpasses the intrinsic HOMO disorder of BF-DPB itself. Consequently,

it is a substantial contribution to the total disorder[14] and lowers the mobility of the

doped BF-DPB below the mobility of the doped MeO-TPD, reversing the order implied

by the intrinsic mobilities. Comparisons with a purely classical point-charge treatment
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5.5 Influence of the dopant concentration on the dopant ionization

of VC(r) [14, 42, 150] in Appendix C.1 show very similar conductivity for the two doped

semiconductors, thus failing to reproduce the experimental observation that doped MeO-

TPD has higher conductivity. This highlights the necessity of incorporating short-range

overscreening into doping-induced electrostatics, since the disorder introduced by realistic

microelectrostatic effects distinguishes these two doped semiconductors.

In summary, the width of the ICTC binding energy distribution at a given distance

can be as influential as the conventional HOMO/LUMO disorder. In the current analysis,

a strong material dependence of VC(r) disorder can invert the relative conductivity of

BF-DPB and MeO-TPD upon doping. The excellent match to experimental conductivity

data of both semiconductors confirms the importance of including this disorder in the

description of charge transport in doped organic semiconductors. The multiscale protocol

outlined here determines the mean and variance of VC while taking into account molecular

orientations and polarization on molecular length scales. Since ICTC binding energies

directly influence doping performance, this approach provides an efficient and robust way

to optimize the properties of doped organic semiconductors in silico.

5.5 Influence of the dopant concentration on the dopant ionization

This section examines how the dopant concentration affects the dopant ionization ratio,

which strongly influences the charge carrier transport in a doped layer. This also explains

why, in the previous section, the difference between the host IP and the dopant EA was

not fixed but instead calculated in dependence of the dopant molar ratio.

In p-doped organic semiconductors, the ionization rate of the dopant depends on the

energy difference between the host IP and the dopant EA (Equation 3.17). This offset

energy, ∆IPh,EAd
= IPhost − EAdopant, is influenced by both, properties of standalone

host/dopant molecules and the surrounding environment. Many models assume a fixed

∆IPh,EAd
, ignoring its dependence on dopant concentration [14, 39]. However, studies show

that the energy levels in donor-acceptor systems shift depending on the mixing ratio [151,

152].

To analyze the implications of a fixed ∆IPh,EAd
, kMC simulations are conducted on

the system BF-DPB:F6TCNNQ. The underlying parameters are the same as in Section 5.4,

except that IPhost and EAdopant are kept constant. For each DMR, two distinct mor-

phologies were generated, and 40 independent kMC simulations were performed for each

morphology.
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Figure 5.8: a) Mean and standard error of the conductivity of BF-DPB:F6TCNNQ systems with fixed
∆IPh,EAd

compared to experimental data [149]. Good agreement is obtained when a smaller
∆IPh,EAd

is used at low dopant molar ratio (DMR) and a larger ∆IPh,EAd
at high DMR,

indicating that ∆IPh,EAd
increases with DMR. b) Corresponding DIR for different ∆IPh,EAd

.

Figure 5.8a shows the simulated conductivity of BF-DPB:F6TCNNQ. The experimental

conductivity [149] is shown for reference. Simulations with only partly converged replicas

(3 day convergence time limit) are marked by a red circle describing an upper limit since

simulations with higher mobility generally converge faster. Up to a DMR of 10mol%,

decreasing ∆IPh,EAd
increases conductivity. Interestingly, this trend inverts for higher

DMR. At low DMR, the experimental data align with low ∆IPh,EAd
and at high DMR,

the experimental data align with high ∆IPh,EAd
. Between these extremes, it falls within

the range of simulated conductivities of low and high ∆IPh,EAd
. The conductivity of hole

transport is σ = enµh, with e and E as the elementary charge and electric field, kept

constant throughout all simulations. n and µh are the charge carrier density and hole

mobility, both being influenced by the dopant ionization ratio (DIR), which is shown in

Figure 5.8b. A large ∆IPh,EAd
of 1 eV exhibits only a DIR< 20%, often referred to as “weak

dopants”. At the condition VC < −∆IPh,EAd
, dopants are referred to as “strong dopants”

[39]. For a somewhat similar class of materials, the charge-transfer salts, this condition

corresponds to the point of turnover where the conductivity suddenly increases by an

order of magnitude [153]. In organic semiconductors, however, their inherent disorder and

distinct charge transport mechanisms make this turnover less abrupt but more gradual

and steady. The greatest gradients of DIR with respect to ∆IPh,EAd
correspond to the

point ∆IPh,EAd
= VC = 0.7 eV.

At low DMR, the mobility in Appendix C.5 shows an increase with decreasing ∆IPh,EAd
. A

large ∆IPh,EAd
activates only a few dopants, which act as Coulomb traps and cause lower
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5.5 Influence of the dopant concentration on the dopant ionization

mobilities than the intrinsic mobility. A lower ∆IPh,EAd
, leads to more activated dopants,

filling the tail states of the HOMO of the host and leading to smaller distances between

Coulomb traps and thus enables hopping from one Coulomb trap to another, increasing

the mobility [14, 154]. Thus, n and µh both explain the rise in conductivity at low DMR.

At high DMR, the saturating or even decreasing conductivity upon decreasing ∆IPh,EAd
is

explained by the saturating/decreasing mobility. Lower ∆IPh,EAd
increases the number

of activated dopants, i.e., charge carriers, increasing the energetic disorder. In addition,

the number of unoccupied host molecules decreases, reducing the available percolation

pathways for transport, and thereby lowering the mobility.

In the following a quantum embedding and kMC simulations are described which were

used to compute the influence of ∆IPh,EAd
on the ionized dopant fractions in the systems

BF-DPB:F6TCNNQ and MeO-TPD:F6TCNNQ. With the procedure described in 3.2.3,

∆IPh,EAd
is simulated for embedded molecules in the systems BF-DPB:F6TCNNQ and

MeO-TPD:F6TCNNQ with different DMR. This requires (1) the IPhost and EAdopant of

vacuum-equilibrated molecules and (2) the polarization energies P (+) of the embedded

host and P (−) of the embedded dopant. The former does not depend on the DMR and is

computed only once for each type of molecule. The polarization energy depends on the

polarizing environment of the embedded molecule of interest, and so it depends on the

morphology and the DMR. Morphologies with low, medium and high DMR are chosen. In

BF-DPB:F6TCNNQ, the DMRs are 0.99, 5.85, and 33.03mol%; in MeO-TPD:F6TCNNQ,

they are 0.40, 5.54, and 22.69mol%. For each morphology, IPhost and EAdopant are calcu-

lated for five molecules.

Figure 5.9a shows the vacuum values of ∆IPh,EAd
(calculated for isolated host and dopant

molecules using GW) and the corresponding embedded values obtained by correcting the

vacuum values with the polarization energy (simulations by Artem Fediai). It is observed

that for both BF-DPB:F6TCNNQ and MeO-TPD:F6TCNNQ, ∆IPh,EAd
of embedded host

and dopant is at least 0.9 eV smaller than the value for host and dopant in vacuum.

Increasing the DMR reduces the polarization energy, hence increasing ∆IPh,EAd
. Between

the lowest and highest DMR, the ∆IPh,EAd
increases by more than 0.2 eV. Increasing the

dopant concentration changes the polarizing environment, which, in turn, changes the

energy levels of IP and EA. In [151], a shift in IP by the addition of an acceptor molecule

was attributed to the difference in the electrostatic moment and the polarization of the

host and acceptor molecule. In [40] a strong dependence of the dopant’s energy levels on

its host medium was observed.

A linear interpolation of these ∆IPh,EAd
yields the values shown in Appendix C.3. These
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Figure 5.9: a) ∆IPh,EAd
for BF-DPB and MeO-TPD doped with F6TCNNQ: The lower edge represents the

IP of the host, while the upper edge corresponds to the EA of F6TCNNQ. The energy levels
are shown for vacuum conditions and for an embedded host/dopant pair in low, medium, and
highly doped morphologies. A significant shift is observed when transitioning from vacuum
to embedded conditions, which can be attributed to the embedding polarization energy. b)
Higher DMRs result in an increased ∆IPh,EAd

, which in turn reduces the dopant ionization
ratio. The error bars represent the standard deviation.

were used in the kMC simulations in Section 5.4. Figure 5.9b shows the corresponding

DIRs. Generally, BF-DPB:F6TCNNQ has a lower DIR due to its larger ∆IPh,EAd
. The

increase in the dopant ionization ratio when the dopant concentration increases to a

medium dopant molar ratio of DMR= 6% is explained by the energetic disorder of the

system [14]: Upon doping, the doping-induced disorder increases the broadening of the

host HOMO and dopant LUMO energetic distributions, making the dopant ionization

ratio energetically more favorable. Additionally, a higher structural disorder in more

doped morphologies could broaden the energetic distributions. The decrease in the dopant

ionization ratio at high dopant concentrations is explained by the larger ∆IPh,EAd
.
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6 Determination of the polaron yield efficiency in
organic dispersions from the deconvolution of
UV-Vis absorbance spectra

Recently, efforts have been made to stabilize organic nanoparticles by electronic p-doping

instead of using surfactants [13, 73]. A high polaron yield efficiency, i.e., the number of

charges transferred from the dopant to the host versus the maximum number available

for the transfer, increases the nanoparticle surface charge. However, the activation

of p-dopants is an intricate effect depending on the host IP, dopant EA, the integer

charge transfer binding energy, and the polarizable environment (Section 2.1.4), which

makes the PYE difficult to predict from the individual parameters of the material, but

requires experimental characterization. UV-Vis, being a versatile and facile method to

determine PYE, is commonly used in layers. Either the polaron absorbance is evaluated,

or the superimposed absorbance is fitted by individual contributions [155]. However,

both methods require information: the polaron molar extinction coefficient or the pure

host (neutral, cation) absorbance, which are generally not known for new materials in

dispersions. This section elaborates on a new approach using the deconvolution of the

doped dispersion absorbance, a superposition of the host (neutral, cation) and dopant

(neutral, anion) absorbance. The method uses the isosbestic points (IBPs) of a cobalt

salt bis(2,6-di(1H-pyrazol-1-yl)pyridine)cobalt(III) tri[bis(trifluoromethane)sulfonimide

(CoTFSI3) upon doping and its concentration in the dispersion.

By doping the polymer J71, CoTFSI3 is then used to stabilize dispersions to fabricate

OSCs.

6.1 UV-Vis deconvolution method

The deconvolution of the superimposed absorption spectrum of the dispersion is based

on the IBPs of the dopant. In this study, CoTFSI3 was chosen due to its high doping

strength, with a reduction potential of 0.58V vs. Fc+/Fc [156], compared to F4TCNQ

at 0.1V [157]. In addition, CoTFSI3 exhibits several IBPs. The method is applied to

dispersions using the semiconductor J71 as the host.
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absorbance spectra

6.1.1 Isosbestic points of the absorbance of the dopant

If species A changes into another species B by a chemical reaction, and they have overlap-

ping absorbances, then IBPs appear in the spectrum [158]. At these points, the absorbance

depends only on the combined concentration of A and B and not on the ratio between

them. This is a direct consequence of the Beer-Lambert law. It is important that no

third species absorbs at the wavelength of the IBP. An organic semiconductor that is

electronically doped can undergo a transition of one species (neutral) to another (charged)

and, therefore, exhibit one or several IBPs as the total concentration of neutral plus

charged species prevails. Similarly, dopants that change their charged state upon doping

also show IBPs if the respective absorbances overlap. The absorbance at the IBPs of the

dopants is only governed by the total dopant concentration, independent of the ionization

ratio.

To measure the IBPs of the dopant CoTFSI3 upon ionization to CoTFSI−1
3 , the doping

process was mimicked by mixing CoTFSI3 and Li+CoTFSI−3 in CH3CN and measur-

ing its absorbance. CoTFSI3 is commercially available and was dissolved in CH3CN

(3.78 ·10−5mol L−1 = 50mg L−1). Li+CoTFSI−3 can be produced by combining equal molar

amounts of commercially available (2,6-di(1H-pyrazol-1-yl)pyridine)cobalt(II) di[bis(tri-

fluoromethane)sulfonimide] (CoTFSI2) and Li+TFSI−. Li+ has previously served as the

counterion in measurements involving the anionic forms of p-type dopants [157]. Im-

portantly, the molar extinction coefficient of a species is influenced by the solvent, and

therefore, the IBPs vary among different solvents.

Figure 6.1 shows the molar extinction coefficients ε of mixtures of CoTFSI3 and Li+CoTFSI−3

at different ratios, clearly showing five IBPs between 252 and 345 nm. IBPs only occur for

a transition between two components (here, CoTFSI3 and CoTFSI−3 ). If a third component

(e.g. Li+) absorbs, the ε would not coincide for varying ratios in IBPs. Consequently,

the fact that all spectra intersect at the same points makes it unlikely that an additional

component absorbs within the examined wavelength range. Across all wavelengths lying

between the IBPs, the molar extinction coefficient varies with the proportion of CoTFSI3

and Li+CoTFSI−3 . Table 6.1 shows the IBPs of CoTFSI3 upon ionization.

6.1.2 Superimposed dispersion absorbance

When strong acceptors are introduced into the dispersion at a concentration of cdopant,

electrons move from the host to the dopant molecules (integer charge transfer), creating
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Figure 6.1: Molar extinction coefficient ε of the dopant CoTFSI3 upon ionization in CH3CN. The anionic
species are counter-charged by Li+. The molar concentration refers to the number of CoTFSI3
species. At the IBPs the molar extinction coefficient coincides and shows the same value
independent of the ionization ratio. In the spectral regimes between the IBPs, ε depends on
the ionization ratio.

Table 6.1: Measured IBPs of CoTFSI3 upon ionization to CoTFSI−3 in CH3CN by extracting the points of
intersection of Figure 6.1. Values are given as mean ± standard deviation.

Wavelength (nm) ε (L cm−1mol−1)

344.4± 0.3 (2.1± 0.1) · 103

317.5± 0.1 (2.229± 0.004) · 104

280.1± 0.1 (1.78± 0.03) · 104

272.8± 0.1 (3.51± 0.01) · 104

252.1± 0.1 (2.887± 0.008) · 104

positive charges (polarons) on the host with a concentration of c+host. The PYE of the

doped dispersions is then defined as

PYE =
c+host
cdopant

. (6.1)

Therefore, determining the PYE necessitates knowing the concentration of positive charges

present on the host. In the absence of charge transfer involving any additional species, in

particular, that no reaction with the dispersion medium occurs, c+host is identical to the

concentration of ionized (anionic) dopants, c−dopant, and the PYE is equal to the dopant

ionization ratio (DIR).

PYE =
c+host
cdopant

= DIR =
c−dopant
cdopant

. (6.2)
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absorbance spectra

Qualitative indications of p-doping in organic semiconductors using strong molecular

acceptors appear in the absorbance spectra, where a characteristic polaron band develops,

indicating the presence of c+host. However, without calibration, the intensity of this band

cannot yield quantitative information about c+host and, consequently, the PYE. Instead,

in the following analysis, c−dopant will be determined by deconvoluting the absorbance

spectrum of the doped dispersion. Based on Equation 6.2 c−dopant enables the calculation of

the DIR and, given the absence of side reactions discussed earlier, the PYE as well. The

concentration of a species c can be estimated from its absorbance A(λ) according to the

Lambert-Beer law:

A(λ) = c · l · ε(λ), (6.3)

l denotes the optical path length of the measurement, corresponding to the path length

through the cuvette (1 cm), and ε(λ) represents the molar extinction coefficient of the

respective species. If single-electron integer charge transfer takes place between the host

and the dopant, the dispersion comprises four species: the neutral host, the positively

charged host, the neutral dopant, and the dopant anion. Each of these species contributes

to the overall absorbance of the dispersion. By separating their individual contributions

through spectral deconvolution, the absorbance of the dopant anion, A−
dopant(λ), can be

determined, and consequently the concentration of dopant anions, c−dopant.

First, the absorbance spectra of the doped host dispersions are decomposed into contribu-

tions from the host and the dopant using the IBPs of the dopant. Figure 6.2 illustrates

the total absorbance Atotal(λ) of a J71 dispersion doped with CoTFSI3 (60mol%). Be-

cause the dopant absorbance at the IBPs does not depend on its ionization state, the

total absorbance at these points can be separated into the contributions of the dopant,

Adopant(λ) (neutral and anionic) and the host, Ahost(λ) (neutral and cationic). As the

total dopant concentration cdopant in the dispersion is known from its preparation, the

absorbance of the dopant in IBPs can be calculated using the molar extinction coefficients

shown in Figure 6.1 and Equation 6.3. Subtracting the dopant absorbance (indicated

by arrows in Figure 6.2a) from the total absorbance Atotal(λ) yields the absorbance of

both the neutral and cationic host, Ahost(λ) (circles in Figure 6.2a), at the IBPs. Between

the IBP wavelengths, the host absorbance is approximated by linear interpolation. This

procedure provides the separated absorbance spectra Ahost(λ) and Adopant(λ).

Second, Adopant(λ) is decomposed into A−
dopant(λ) and A

0
dopant(λ), which then is used to

transform using the Lambert-Beer law (Equation 6.3) to:

Adopant(λ) = A−
dopant(λ) + A0

dopant(λ) = c−dopant · l · ε
−
dopant(λ) + c0dopant · l · ε0dopant(λ), (6.4)
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6.1 UV-Vis deconvolution method

a)

b)

Figure 6.2: a) The absorbance of a p-doped J71 dispersion, Atotal, is a superposition of the absorbance
contributions from the host species (neutral and cationic) and the dopant species (neutral and
anionic). At the dopant IBPs, the absorbance contribution of the dopants can be determined
based on their known concentration, allowing for the extraction of the host absorbance. A
linear interpolation is employed to estimate the absorbance of the host in the wavelength
range between the IBPs. b) By subtracting the interpolated host absorbance from the total
absorbance, the dopant absorbance is isolated across the entire spectral range. This allows for
the disentanglement of contributions from neutral CoTFSI3 and its anionic form, CoTFSI−3 .

Equation 6.4 shows that Adopant(λ) depends on the concentrations of the anionic dopant

c−dopant, and neutral dopant c0dopant. According to the definition of DIR, it applies:

c−dopant = DIR · cdopant, (6.5)

c0dopant = (1−DIR) · cdopant. (6.6)

The insertion of Equation 6.5 and Equation 6.6 into Equation 6.4 and solving for c−dopant
yields an estimator for c−dopant:

ĉ−dopant(λ) =
Adopant(λ)− cdopant · l · ε0dopant(λ)

l · (ε−dopant(λ)− ε0dopant(λ))
. (6.7)

Using this relation (the detailed derivation of the transformation is presented in Ap-

pendix C.0.1), c−dopant can be derived from the experimental measurements, where cdopant

denotes the known total dopant concentration. This procedure appears to introduce a
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wavelength dependence of ĉ−dopant and consequently of the DIR. In an ideal case, ĉ−dopant
should be consistent across all wavelengths. However, in practice, variations arise due to

the interpolation of the host absorbance Ahost(λ), as discussed above. To approximate

the actual c−dopant in the dispersion, ĉ−dopant is averaged over the entire wavelength range.

For the calculation of the standard error, each interpolated regime between the IBPs is

considered a separate measurement. It is noted that ĉ−dopant(λ) cannot be obtained at the

IBP, since the neutral and anionic dopant signals are indistinguishable there.

6.1.3 PYE in J71 dispersions

A set of J71 dispersions was prepared for the application of the UV–Vis deconvolution

technique. J71 was first dissolved in CHCl3 (0.5 g L
−1) and stirred under ambient conditions

for more than 20 minutes. The dopant CoTFSI3 was initially dissolved in CH3CN (30 g L−1)

at room temperature. Lower dopant concentrations, used to obtain reduced doping

ratios, were prepared by diluting this stock solution with CH3CN. The J71 solutions

were subsequently doped by adding the appropriate volume of the CoTFSI3 solution in

CH3CN. The resulting p-doped semiconductor solutions were briefly heated (50 °C, 2–3
min). Organic nanoparticle dispersions were produced by nanoprecipitation following

established procedures from the literature [73]. In particular, CHCl3 solutions of J71

(0.5 gL−1, 0.5mL) and the dopant at the desired concentration were nanoprecipitated

into the nonsolvent CH3CN (3.5mL) under stirring in a beaker. During injection, the

nonsolvent was illuminated with a COB LED. The dispersions were then heated (50 °C,
30–60min) until CHCl3 had completely evaporated and the dispersion volume reached 1mL.

Finally, an Eppendorf MiniSpin plus was used to remove agglomerates by centrifugation

(14,500 rpm, 2min).

Figure 6.3a shows the nanoparticle sizes of the respective dispersions after nanoprecipitation

and after volume reduction. Toward the mid-doping (30-40mol%) regime, a minimum

of the nanoparticle sizes is visible. Generally, in all dispersions, the nanoparticles were

small, enabling UV-Vis measurements and neglecting the influence of scattering effects on

particles.

Figure 6.3b shows the respective UV-Vis absorbance spectra of the dispersions at a

concentration of 62.5mgL−1. Upon doping, the spectral regime in which the dopant

absorbs increases, the main peak of J71 decreases, and in the near-infrared, a polaron

band emerges. This can be explained by the standard polaron band model, which predicts

a change in the density of states within the π−π∗ gap. The original absorption transitions

become less frequent, leading to a decrease in the main peak. The new sub-gap states
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Figure 6.3: Characteristics of J71 dispersions doped with CoTFSI3. a) Nanoparticle sizes after nanopre-
cipitation and volume reduction. A trend toward smaller nanoparticles is observed in the
mid-DMR (30-40mol%) regime, reaching a minimum at 39.5mol%. The significant growth
in the nanoparticle size between the two measurements for high DMRs of 50 and 60mol%
indicates that these dispersions are less stable compared to those with lower DMRs. The error
bars represent the standard deviation of separate DLS measurements on the same sample.
b) Absorbance spectra of the dispersions, which represent a superposition of contributions
from the host (both neutral and cationic) and CoTFSI3 (both neutral and anionic). Upon
adding the dopant, an increased absorbance is observed in its primary absorbance regime
below 400 nm. In addition, at wavelengths larger than 650 nm, a polaron band emerges.

absorb at longer wavelengths, resulting in polaron bands.

In Appendix C.6, it is shown that the dopant CoTFSI3 does not react with any of the

solvents during the nanoprecipitation process. Hence, the deconvolution of the absorbance

spectra allows quantification of the PYE of J71 dispersions doped with CoTFSI3 at different

total dopant concentrations cdopant.

Figure 6.4 presents the PYEs for dispersions with DMRs ranging from 10mol% to 60mol%.

The error bars represent the standard error of the mean. At dopant molar ratios below

30mol%, the PYEs are nearly unity. As cdopant increases, the PYE declines, reaching

approximately 32% at DMR = 60mol%. This reduction in PYE aligns with earlier

observations in doped thin films [17, 159–161]. The decrease is an intrinsic statistical effect

in p-doped systems: with increasing dopant concentration, the Fermi level shifts toward

the HOMO energy of the host and eventually approaches the dopant LUMO level, thus

reducing the efficiency of electron transfer from the host to the dopant [162]. Furthermore,

the error estimates are larger at low cdopant and diminish at higher DMRs. The lower

uncertainty at elevated DMRs results from the reduced interpolation error as the dopant

absorbance becomes more dominant relative to that of the host.
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Figure 6.4: a) PYE of J71 dispersions doped with CoTFSI3, calculated using the UV-Vis deconvolution
and Equation 6.7 divided by the total dopant concentration versus the dopant molar ratio.
The decreasing of the PYE upon increasing dopant molar ratio aligns with earlier observations
in doped thin films [17, 159–161].

6.2 Connection of the polaron absorbance to the polaron yield efficiency

A polaron band emerges in the absorbance spectrum of J71 upon doping. The deconvolution

of the spectrum allows gauging a model to describe the polaron band, and hence determining

the relation between polaron band absorbance and positive charges created by doping.

6.2.1 Relation between polaron absorbance and doping concentration

Up to this point, the intensity of the polaron absorption between 700 nm and 1000 nm (peak-

ing at approximately 730 nm) could not be employed to determine c+host and, consequently,

the PYE. Figure 6.5a depicts the polaron absorbance Apolaron = A+
host(λ = 730 nm) as a

function of the total dopant concentration cdopant (black squares). The observed sublinear

increase of the polaron absorbance with rising dopant concentration is consistent with the

previously discussed reduction in PYE at higher doping levels, where a fraction of dopant

molecules do not generate polarons. The UV-Vis deconvolution enables the determination

of c−dopant and thus allows the correlation between Apolaron and c−dopant to be established

(green circles in Figure 6.5a). A clear linear relationship is observed between the polaron

absorbance Apolaron and c−dopant. The corresponding linear fit is shown in green. According

to the Beer-Lambert law (Equation 6.3), the polaron absorbance Apolaron scales linearly

with the polaron concentration c+host and, consequently, with c
−
dopant. The proportionality
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Figure 6.5: a) Polaron absorbance Apolaron of J71 dispersions at 730 nm plotted against the total dopant
concentration cdopant in the dispersion (black) and against the anion concentration c−dopant
(green, Equation 6.7). As cdopant increases, the polaron absorbance follows a sublinear trend
due to the decline in PYE to well below 100%. However, when plotted against c−dopant, the
polaron absorbance increases linearly proving consistency between the UV-Vis deconvolution
method and polaron absorbance measurements. The error bars represent the standard error of
the mean. b) Computed molar extinction coefficient of the host J71 ε+host(λ) by the UV-Vis
deconvolution method. The shaded region indicates the propagated standard error of the
mean.

factor is the molar extinction coefficient of the polaron band, εpolaron = ε+host(λ = 730 nm).

The resulting linear regression model is given by

Apolaron = c+hostεpolaronl + Aoffset, (6.8)

with Aoffset being an offset of the absorbance at c+host = 0mol L−1, l being the cuvette

path length of 1 cm. The goodness of the linear regression with Equation 6.8 serves as an

indicator of the precision of the UV-Vis deconvolution. The coefficient of determination,

r2 = 0.87, demonstrates a strong linear correlation. Deviations from an ideal regression

(r2 = 1) are likely due to experimental uncertainties in the UV–Vis deconvolution process

or in the measured polaron absorbance. The robustness of the regression line is further

supported by its extrapolation to c−dopant = 0mol L−1, where the polaron absorbance

approaches zero, i.e. Aoffset = 0. This finding is consistent with experimental UV–Vis

spectra of undoped J71 layers (used as a reference, since J71 does not form nanoparticles
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without the dopant) [163]. As the relation between A+
host(λ) and c

−
dopant is valid across all

wavelengths within the polaron absorption range, Equation 6.8 can be generalized to

A+
host(λ) = c+host · ε

+
host(λ)l + Aoffset(λ). (6.9)

Figure 6.5b presents ε+host(λ) evaluated over a range of wavelengths. The relative uncertainty

in ε+host(λ) is minimal at the absorbance maximum of 730 nm. It is important to note

that this analysis of Apolaron is feasible only because neither the neutral host J71 nor the

dopant CoTFSI3 exhibits any absorption in the spectral range associated with polarons

(Appendix C.7) [163]. The maximum value of εpolaron is (2.5± 0.5)× 104 Lmol−1 cm−1 at

730 nm, which aligns well with the polaron molar extinction coefficients reported in the

literature for organic molecules, typically on the order of 104-105 Lmol−1 cm−1 [164–166].

With known ε+host(λ), the PYE of other dopants, forming ICTC with the host, without

IBPs can be determined for this particular host. A characteristic feature of this method is

that the relative error decreases with increasing dopant concentration compared to the

host. This behavior arises because the uncertainty in interpolating the host absorbance

becomes more significant when the host contribution dominates over that of the dopant.

Consequently, at low dopant concentrations, such as those typically employed in organic

thin films below 10wt%, reliable analysis is not feasible. Even at a dopant molar ratio

of 10mol%, the PYE exhibits an error of approximately 33%. However, in dispersions,

substantially higher dopant concentrations are commonly used than in solid films. For

instance, Manger et al. [73] reported dopant weight ratios of up to 55wt% iodine.

Notably, in the wavelength regime in which the deconvolution is performed, the absorbance

within the spectrometer’s linear range (depending on the spectrometer). This constrains

the concentrations of both the host and the dopant, as neither can be too high. In practice,

the doped J71 dispersion can only be of the order of O(10mgL−1) to deconvolute their

spectra.

6.2.2 Determination of the polaron yield efficiency by the polaron band

The limitation described above can be addressed by determining the polaron concentration

of a dispersion using the gauged linear regression model (Equation 6.8). In practice,

Equation 6.8 is solved for c+host, with the known εpolaron and Aoffset that have been determined

beforehand using the UV-Vis deconvolution method. In this approach, two main sources

of error are introduced: (i) The uncertainty of the linear regression model, i.e. the error

of the molar extinction coefficient ε+polaron and the absorbance offset Aoffset. The resulting

error in the PYE derived from this model was evaluated, showing that the uncertainty in
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Figure 6.6: a) The green solid line represents the predicted concentration, c+host, based on the polaron
absorbance at 730 nm of J71 dispersions, Apolaron. The shaded area indicates the propagated
standard error. b) The propagated error of the PYE versus A+

polaron is displayed. Notably, the
error saturates below 20%, allowing for accurate PYE determinations in dispersions with high
A+

polaron, which can be achieved not only by high dopant molar ratios but also high dispersion
concentrations.

the calculated PYEs depends only on the uncertainties of the model parameters and the

magnitude of the measured polaron absorbance (the complete derivation is provided in

Appendix C.0.2). (ii) The measurement uncertainty of the UV–Vis polaron absorbance,

which is significantly lower than the model uncertainty and, therefore, neglected. For

dispersions with strong polaron absorbance (e.g., resulting from a high J71 concentration),

the overall error can remain small even at low DMRs, as illustrated in Figure 6.6a: The

uncertainty of the linear regression model propagates into c+host, and the corresponding

relative error of PYE is shown in the Figure 6.6b. At low polaron absorbance, the

uncertainty in the PYE becomes substantial. However, increasing the dopant concentration

reduces this error and leads to saturation at approximately 16% for strong polaron signals.

This demonstrates a viable strategy for determining the PYE in dispersions: the UV–Vis

deconvolution is first used to extract the regression parameters of the linear model from a

dispersion with relatively low host concentration and moderately high DMR. The calibrated

regression model can then be applied to dispersions with higher host concentrations to

obtain PYEs with lower uncertainty, even at low DMRs. It should be noted that the

uncertainties shown in Figure 6.6 depend on the specific host material, as they are affected

by the UV-Vis deconvolution.
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6.2.3 Limitations

The deconvolution approach, which separates the absorbance spectra into contributions

from the neutral and ionized species of both the host and the dopant, requires the presence

of multiple IBPs. This condition makes CoTFSI3 particularly suitable for determining

the PYE, while other dopants such as F4TCNQ are less advantageous in this regard.

However, CoTFSI3 can be employed to quantify the molar extinction coefficient of the

host polaron, which allows the determination of the PYE for systems doped with other

dopants as well. The method further depends on a dispersion medium that is chemically

inert toward the dopant. Otherwise, the PYE would no longer be equivalent to the DIR.

It is also essential to emphasize that for this specific host-dopant combination, it was

achieved only to apply the UV-Vis deconvolution for nanoparticle dispersions but not

for dissolved material. This is because common solvents for J71, such as halogenated or

aromatic solvents, exhibit strong absorption in the spectral range in which the dopant has

its IBP. While a mathematical extension of the method to solid layers might, in principle,

be feasible, it would require extremely precise thickness determination and the fabrication

of highly doped layers, which are challenging to produce experimentally.

6.3 Nanoparticle dispersions stabilized by the p-dopant CoTFSI3 for
OSCs

The high PYE of CoTFSI3 in combination with the host polymer J71 makes it a promising

candidate for the stabilization of J71:Y6 nanoparticle dispersions. In this work, OSCs

are fabricated to evaluate the practical utilization of CoTFSI3 to stabilize dispersions for

the production of absorber layers. It is compared with iodine-doped J71:Y6 nanoparticle

dispersions [73]. The results have also been discussed in the Master’s thesis of Raphael

Hörner.

6.3.1 Optimization of the nanoparticle dispersions

An initial series of measurements was performed to determine the minimum dopant

concentration required to stabilize a J71:Y6 dispersion and produce small nanoparticles.

J71 and Y6 were dissolved in CHCl3 at cS = 0.2 g L−1, and CoTFSI3 dissolved in CH3CN

was added in dopant molar ratios of 5-20mol%. Then, 0.5mL of the doped solutions were

nanoprecipitated in 3.5mL of CH3CN according to the method in Section 4.1.1. A COB

LED illuminated the nonsolvent during injection. Afterward, the dispersion volume was

reduced to 1mL, followed by centrifugation (14,500 rpm, 2min). The measured nanoparticle

sizes are shown in Figure 6.7a. At DMRs of 5mol% and 7.5mol%, the nanoparticles were
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Figure 6.7: Characteristics of J71:Y6 dispersions doped by CoTFSI3. J71:Y6 (1:1 w/w, CHCl3 solution,
concentration cS, 0.5mL) was nanoprecipitated into the dispersion medium (CH3CN, 3.5mL).
A volume-reduction to 1mL and centrifugation followed. a) Nanoparticle size for varying the
DMR at constant cS = 0.2 g L−1. b-c) Nanoparticle size and dispersion concentration cD for
varying cS (constant DMR= 15mol%) d) Absorbance of layers spincoated by dispersions with
varying cS.

relatively large and exhibited strong fluctuations in the DLS measurements, as indicated

by the large error bars. At 10 and 12.5mol%, the particles were initially smaller but grew

during volume reduction. Above a DMR of 15mol%, the mean particle size remained

consistently small (minimum of 36 nm), so 15mol% was chosen for further experiments.

The error bars in the figure represent the standard deviation of separate DLS measurements

on the same sample.

For the following experiment, J71:Y6 solutions were prepared with a fixed DMR of 15mol%

and varying initial solution concentrations cS of 1.4-3.4 g L−1 to increase the dispersion
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concentration and enable thin-film processing with fewer deposition steps. CoTFSI3 was

added to the J71:Y6 solutions (CHCl3), after which 0.5mL of the doped solutions were

nanoprecipitated in 3.5mL of CH3CN according to the method in Section 4.1.1. A COB

LED illuminated the nonsolvent during injection. The dispersion volume was then reduced

to 1mL, followed by centrifugation (14,500 rpm, 2min).

Figure 6.7b shows that the nanoparticle size increases with increasing cS. After volume

reduction and for cS > 2.6 g L−1, the nanoparticle sizes exceeded 100 nm. For cS > 2 g L−1,

the particles also exhibited more pronounced growth during the first day of storage.

As these dispersions are intended for the deposition of thin films with thicknesses of

approximately 100 nm, large nanoparticles could result in significant surface roughness

relative to the layer thickness.

To measure the concentration of Y6 in the dispersion, a small volume (on the order of

several tens of µL) was taken, the dispersion medium was evaporated, and the remaining

semiconductor was redissolved in CHCl3. The J71 and Y6 peaks in the UV-Vis absorbance

spectra of these redissolved nanoparticle dispersions were compared to reference solutions

with known concentrations to determine the dispersion concentration cD (Figure 6.7c).

Higher initial solution concentrations led to an increase in cD, although the relative gain

diminished at larger cS. The ratio of J71 to Y6 incorporated into the dispersion remained

identical to the ratio present in solution prior to nanoprecipitation. A maximum dispersion

concentration of cD = 1.2 g L−1 was achieved, which exceeds the total J71:Y6 concentration

reported for iodine-stabilized dispersions (0.7 g L−1) [73]. Thus, CoTFSI3 stabilizes nearly

twice the J71:Y6 concentration compared to iodine. In this work, only 16.2wt% dopant

was required to reach cD = 1.2 g L−1, whereas 44.5wt% iodine was necessary to obtain

cD = 0.7 g L−1. The considerably stronger reduction potential of CoTFSI3 (0.58V [156])

compared to iodine (−0.11V1 [167] vs. Fc+/Fc) contributes to this enhanced stabilization

and lowers the required dopant amount.

Some of the dispersions shown in Figure 6.7c were used for spincoating layers (8 deposition

steps at 1000 rpm, dynamic mode), as shown in Figure 6.7d. With increasing cS, the

layers exhibited higher absorbance, indicating increased film thickness. The corresponding

thickness measurements using a Bruker Dektak XT are summarized in Table 6.2. However,

only a slight increase in thickness is observed for cS ≥ 3 g L−1. At cS = 3.4 g L−1, a

thickness increment of 4.9 nm per deposition step is obtained.

1 I2/I
− in CH3CN
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Table 6.2: Thickness per deposition step, dDS, for J71:Y6 dispersions varying cS. The dispersions were
spincoated 8 times on glass substrates for thickness measurements with a Bruker Dektak XT.

cS (g L−1) dDS (nm)

1.4 2.5

1.6 3.0

2.0 3.5

2.8 4.0

3.0 4.8

3.4 4.9

6.3.2 Organic solar cells

The previous section demonstrated that J71:Y6 dispersions can be stabilized with CoTFSI3

at sufficiently high concentrations to allow the deposition of thin films. The next step is

to evaluate whether these dispersions are not only stable but can also be used to process

device-ready photoactive layers. Therefore, in this section, organic solar cells are fabri-

cated with the photoactive layer processed from CoTFSI3-stabilized J71:Y6 nanoparticle

dispersions, in order to assess their suitability for device integration and to benchmark

their photovoltaic performance against solution-processed references.

The following architecture is used for the OSCs: ITO/PEDOT:PSS/photoactive layer/ZnO/Ag,

as this stack has previously yielded PCEs above 10% with J71 and Y6 processed from

nanoparticle dispersions [73]. The pre-structured ITO substrates were treated with oxygen

plasma (2min). A PEDOT:PSS hole transport layer was spincoated in air. Appendix C.4

summarizes the exact processing parameters for PEDOT:PSS and the subsequent layers.

All following steps were carried out in a nitrogen glovebox (O2 < 1 ppm, H2O < 1 ppm).

J71:Y6 photoactive layers were fabricated using dispersions of two different initial concentra-

tions (2.0 g L−1 and 3.4 g L−1), each containing 15mol% CoTFSI3. Five nanoprecipitations

were carried out with cS = 2.0 g L−1 and four with cS = 3.4 g L−1. Three reference devices

with J71:Y6 (1:1 w/w) were spincoated from chlorobenzene solution (cS = 26 g L−1). After

the photoactive layer ZnO was deposited.

The silver top electrode (100 nm) was thermally evaporated in high vacuum (base pressure

≤ 1 · 10−6mbar).

Table 6.3 lists the solar cell performance metrics. The thicknesses d of the nanoparticle-

processed photoactive layers were calculated based on the deposition steps and data from

Table 6.2, while the solution-processed layers were measured directly by profilometry.
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Figure 6.8: J-V curves of J71:Y6 OSCs with nanoparticle- and solution-processed photoactive layer.
Applying a reverse voltage increases the extracted photocurrent from devices with nanoparticle-
processed photoactive layers. OSCs with thicker nanoparticle-processed photoactive layers
exhibit lower short-circuit current density.

Figures 6.8a and 6.8b show the corresponding J-V curves.

The devices with a nanoparticle-processed photoactive layer showed lower efficiencies than

those with solution-processed layers. The best OSCs with nanoparticulate photoactive

layers reached about 80% of the short-circuit current density and 75% of the open-circuit

Table 6.3: Characteristics of J71:Y6 OSCs. The solution concentration before the nanoprecipitation cS
and the number of deposition steps (DS) are varied. The highest efficiency achieved is shown
in brackets in each case. The highest efficiency is achieved for only 12 spincoating steps with
cS = 3.4 g L−1. Values are given as mean ± standard deviation.

cS DS d JSC VOC FF PCE Yielda

(g L−1) (nm) (mA/cm2) (mV) (%) (%)

2.0 20 70±5 19.5 ± 0.3 604 ± 2 46.0 ± 0.2 5.4 ± 0.1 (5.6) 6/8

2.0 26 91±6 16.3 ± 0.4 593 ± 3 43.7 ± 0.2 4.2 ± 0.1 (4.4) 8/8

3.4 12 59±5 19.8 ± 0.2 618 ± 3 47.1 ± 0.4 5.7 ± 0.1 (5.9) 3/4

3.4 15 73±6 17.8 ± 0.1 607 ± 1 44.6 ± 0.3 4.8 ± 0.1 (4.9) 4/4

3.4 18 88±7 14.6 ± 0.2 583 ± 4 43.3 ± 0.5 3.7 ± 0.1 (3.8) 4/4

(Nanoparticle-processed photoactive layer)

26 1 90±5 24.6 ± 0.8 803 ± 6 51.9 ± 0.8 10.1 ± 0.2 (10.4) 12/12

(Solution-processed photoactive layer)

a indicates the number of functioning samples compared to the total number produced.
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voltage of the reference cells processed from solution. As shown in the J–V curves mea-

sured in the dark (Figure 6.8), all nanoparticle-based devices exhibited good reverse-bias

blocking. With increasing applied reverse bias, the photocurrent density also increases,

which may indicate a less favorable microstructure in which carrier extraction benefits from

an externally applied field. The higher photocurrent observed in thinner layers supports

this interpretation. Furthermore, if residual dopant remains in the layer, doping-induced

recombination losses could additionally reduce JSC [168]. EQE spectra (Appendix C.8)

confirmed that all nanoparticle-based devices maintain the spectral shape of the reference

OSCs but exhibit lower peak EQEs. Devices with thinner nanoparticle-processed photoac-

tive layers reached higher EQE values than thicker ones, consistent with the corresponding

trend in JSC. The best device still exhibits an SMCF-corrected PCE of 5.4%.

These results confirm that CoTFSI3 can stabilize nanoparticle inks at concentrations

suitable for device fabrication. The achieved SMCF-corrected PCE of 5.4% already

exceeds the performance of OSCs reported with nanoparticle-processed photoactive layers

based on P3HT or PTB7 [11, 13, 169, 170]. Iodine-stabilized J71:Y6 inks have reached

PCEs above 10% [73]. A likely contributing factor is the evaporation of iodine during

thermal annealing, reducing the residual dopant content in the film. In contrast, due to its

molecular size, CoTFSI3 is unlikely to evaporate under typical annealing conditions, and

the dopant may remain embedded in the layer, which could disturb the microstructure

and increase recombination losses.
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7 High-detectivity organic photodiodes from
eco-friendly nanoparticle dispersions

Organic photodiodes can match or even exceed the specific detectivity D∗ of silicon and

indium gallium arsenide photodetectors. As described in Section 2.3.2 blocking layers are

known to improve D∗ in OPDs [107–110]. In regular device architectures, the electron

blocking layer (EBL) lies beneath the photoactive layer, but depositing subsequent layers

without dissolving the EBL is challenging due to solvent incompatibility. Instead of

solvents, this work has used nonsolvents, such as ethanol or 2-propanol, in which organic

semiconductors are dispersed. The insolubility of most organic EBL materials expands

the number of EBLs usable in a regular architecture.

First, the device architecture of the OPD employing P3HT:PC71BM as the photoactive

layer is optimized. Several materials are screened as hole-blocking cathode interlayers

(CILs). Then, poly[bis(4-phenyl)(2,4,6-trimethylphenyl)amine] (PTAA), which has a

shallow electron affinity, is investigated as an EBL. The insolubility of PTAA in the

solvents used for nanoparticle deposition enables its successful integration into the regular

device stack.

A common limitation of OPDs is their reduced detectivity in the near-infrared region [171].

Although most OPDs are narrowband, broadband variants with SRs up to 2500 nm have

been reported [172]. The OPD response is mainly governed by the absorption spectrum

of the semiconductors in the photoactive layer [173–177]. However, a broadening of the

photoresponse can also be achieved in narrowband OPDs by increasing the photoactive

layer thickness [99, 111, 178]. In contrast to solutions, nanoparticle dispersions decouple

the achievable film thickness from solubility and ink concentration, allowing layer thickness

to be built up additively by repeated coating. Accordingly, thick photoactive layers, on

the order of 1000 nm, processed from nanoparticle dispersions are employed.

7.1 Blocking holes with cathode interlayers

Several materials were tested as cathode interlayers for their ability to block holes in OPDs

based on the standard semiconductors P3HT and PC71BM in photoactive layers. Devices

consisting of the regular architecture ITO/PTAA/P3HT:PC71BM/CIL/Ag were fabricated.
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By selecting the ideal CIL, the shot noise is suppressed by inhibiting hole injection from

the Ag electrode into the photoactive layer, as detailed in Section 2.3.2. In total, three

different materials were investigated for their suitability as a CIL in the architecture

mentioned above. 3-phenyl-4(1′-naphthyl)-5-phenyl-1,2,4-triazole (TAZ) has already been

used as a CIL in [107] to decrease the dark current under reverse bias. Calcium (Ca) makes

a good electrode in lab-scale OPDs [107, 179]. The ETL zinc oxide (ZnO) is chosen as it

yields good OSCs with P3HT and PCBM with good charge carrier selectivity [180, 181].

For the fabrication of OPDs, pre-structured ITO glass substrates were first treated with

an oxygen plasma (2min). PTAA was dissolved in a toluene (0.6 g L−1) and desposited by

spincoating at 3000 rpm. The nanoparticle dispersions for the deposition of the photoactive

layer were synthesized as follows: The semiconductor solution in CHCl3 (P3HT:PC71BM,

1mL, 1:0.8, 8 g L−1) was nanoprecipitated into EtOH (4mL). CHCl3 and a portion of the

dispersion medium were evaporated at 70 °C, resulting in 1mL nanoparticle dispersion in

EtOH. The dispersions (up to 8 gL−1) were spincoated six times dynamically (every 20 s)

onto the substrate at 1000 rpm (20 s drying time between spincoating steps), producing

a layer with a thickness of (213 ± 5) nm. The CIL was then deposited. The electrode

calcium (Ca) was deposited by thermal sublimation (20 nm, 0.5 Å s−1) under high vacuum

(base pressure ≤ 1 · 10−6mbar). ZnO (10 nm) was spincoated (2000 rpm, 40 s) from ZnO

nanoparticles (1wt%, in butanol), and the substrates were subsequently annealed at

120 °C (10min). TAZ (EtOH solution, 0.5 gL−1) was spincoated (4000 rpm, 40 s) with

subsequent annealing at 80 °C (10min). In the end, the silver top electrode (100 nm) was

thermally evaporated in high vacuum (base pressure ≤ 1 · 10−6mbar). Three substrates

were produced for each CIL. For ZnO and TAZ as CIL, large shunt currents were observed

for one sample, respectively, and were not considered in the further evaluation because

these could be attributed to other factors than those investigated here.

Figure 7.1a shows the J-V curve for the different CIL configurations. Devices with Ca as

CIL yield the highest FF. The ETL ZnO or omitting the CIL show a very similar curve.

TAZ shows the smallest extracted current densities in the 4th quadrant, which may result

from the relatively shallow LUMO of -2.7 eV [182], compared to PC71BM at -4.2 eV [183],

leading to an extraction barrier for electrons. However, the differences in the J-V curves

are comparably small.

Because OPDs are commonly operated under reverse bias, differences in the photocurrent

are not expected to strongly influence the specific detectivity. To examine whether the

shot noise depends on the CIL, the dark current is measured with a Keithley 2420 SMU

(compare with Equation 2.20). The results are shown in Figure 7.1b (bias voltage of -1V).

The lower limit of the dark current that the Keithley 2420 can detect is discussed in
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Figure 7.1: a) J–V curves of OPDs with an ITO/PTAA/P3HT:PC71BM/CIL/Ag architecture for different
cathode interlayer configurations: CIL omitted, Ca, ZnO, and TAZ. The photocurrent differs
among the devices in the fourth quadrant; however, under reverse bias, where OPDs are
typically operated, these differences largely disappear. b) Dark current densities at a bias
voltage of −1V. OPDs with Ca or ZnO exhibit the lowest dark currents, indicating their
effectiveness in blocking holes.

Section 7.2.1. In the subsequent paragraph, it is discussed that the devices comprising

ZnO show a decreased dark current upon illumination, which is why they were light-soaked

for 120 s under one sun. Comparison of the dark current densities shows the trend of

decreasing median in the following order of CIL configurations: TAZ, CIL omitted, Ca

and ZnO. The configurations with Ca and ZnO, in this work, have a dark current density

median of 5 · 10−5mAcm−2 and 3 · 10−5mAcm−2, which is lower than previously reported

dark current densities of OPDs with the photoactive layer material P3HT:PC71BM [106].

As the light-soaking effect for ZnO is well-known [184], the impact of illumination of the

devices was tested for all CIL configurations. The influence of light-soaking on the dark

current density was investigated. Four devices for ZnO and TAZ as CIL, and three devices

for Ca as CIL were measured directly after fabrication before and after illumination under

one sun (120 s). The respective dark current densities are shown in Figure 7.2a. For the

CIL configurations Ca, TAZ, and omitted CIL the devices show very similar dark current

densities before and after illumination. For ZnO as CIL, all devices exhibit lower dark

current densities after illumination. Figure 7.2b shows the measured current densities

of two samples (six devices in total) depending on the illumination time under one sun.

The dark current density decreases by approximately an order of magnitude from 0 s to

120 s. A possible explanation is the light-soaking process of ZnO. Manor et al. describe

improved n-type selectivity upon UV irradiation of ZnO due to oxygen desorption, which
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Figure 7.2: a) Dark current density (at −1V) of OPDs with an ITO/PTAA/P3HT:PC71BM/CIL/Ag
architecture for different cathode interlayer configurations: CIL omitted, Ca, TAZ, and ZnO.
The first measurement was performed directly after device fabrication (within 30min of
top electrode evaporation) without prior illumination, and the second after 120 s of one-sun
illumination. Except for ZnO, no notable change in dark current is observed upon illumination.
For ZnO, the blocking properties improve after illumination, which is attributed to light-soaking
of ZnO [184, 185]. b) Dark current densities for ZnO as CIL as a function of illumination
duration.

increases the n-type doping of ZnO and decreases the number of minority charge carriers

(holes) [185]. The thus increased hole-blocking properties upon illumination would explain

the observed reduction in dark current density. After longer illumination times, an increase

in the dark current density is observed. In addition, the effect of enhanced hole selectivity

was tested regarding its reversibility over time: Four devices with ZnO as CIL had a dark

current density of (8± 3) · 10−5mAcm−2 within 30 minutes after device fabrication and

after 120 s illumination under one sun (measured within 30min after evaporation). After

five days of storing these samples without illumination, the dark current density increased

by over one order of magnitude to (2.0± 0.2) · 10−3mAcm−2. Illumination for five minutes

under one sun decreased it again to (2.5± 0.4) · 10−5mAcm−2. This shows that storing

the samples without illumination reverses the effect of reduced dark current. Illumination

of the samples triggers the effect again. In addition, the reversibility of the light-soaking

effect is observed in the literature and explained by the re-adsorption of oxygen [185, 186].

This makes it difficult to use architectures with ZnO as CIL to investigate changes in

other parts of the device (e.g., the photoactive layer), as the dark current depends on the

history of the ZnO layer.

Since Ca as a CIL also yields very low dark currents and is not influenced by illumination,

it is used for further studies of nanoparticle OPDs. However, Ca also requires careful
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handling: It is sensitive to moisture, making it necessary to use protective barriers with

low water vapor transmission rates if used outside of gloveboxes [187]. In this work, it is

only used in gloveboxes under inert conditions.

7.2 Blocking electrons with PTAA

As discussed in Section 2.3.2, a blocking layer can decrease the dark current and therefore

increase the detectivity of an OPD. An important consideration here is the question of

orthogonal solvents, as spincoating on top of an already deposited layer can redissolve

and remove it. In a regular architecture, the photoactive layer is deposited on top of an

electron blocking layer (EBL). Due to the polar nature of the dispersion medium EtOH, it

is an orthogonal solvent for many organic semiconductors. In this work PTAA is chosen

as a potentially good EBL material due to its low EA of 1.8 eV (measured by IPES) [188],

which should be very suitable for blocking electrons. This work expands the previous

work done in [189]. OPDs with ITO/AIL/P3HT:PC71BM/ZnO/Ag architecture were

built, where AIL abbreviates the anode interlayer. Four devices with the interface-modifier

MeO-2PACz and four devices with the EBL PTAA as AIL were fabricated. P3HT:PC71BM

was spincoated from nanoparticles dispersed in EtOH to keep the AIL, in particular PTAA,

intact. Devices with the EBL PTAA as the AIL showed higher reproducibility and lower

mean dark current density compared to devices with MeO-2PACz as AIL. However, the

small sample size complicates generalizations, especially since one device with MeO-2PACz

as AIL shows large dark currents associated with shunts. In addition, a device with

MeO-2PACz as AIL shows the same dark current density as the best-performing device

with PTAA as AIL. Given the small sample number of 4 and the fact that the best devices

of both AILs show the same dark current, there is no conclusive evidence that PTAA

improves the blocking in the given architecture. To address the problem of low sample size

in [189], this section investigates whether PTAA as electron blocking layer can reduce the

dark current in a regular architecture with more statistics. In addition, PTAA is tested

against omitting an AIL as some materials, such as PEDOT:PSS, even tend to increase

the dark current of OPDs [111].

First, it was examined whether the PTAA layer remains intact when EtOH is spincoated

on top of it. Therefore, two PTAA layers with a thickness of 12 nm were deposited,

annealed at 80 °C, measured by UV-Vis absorbance spectrometry. After spincoating EtOH

on top of it (six times with 1000 rpm), the samples were characterized again. The UV-Vis

absorbance measurements are shown in Figure 7.3. The absorbance of the PTAA layers

remains almost unchanged after the EtOH washing. The peaks change by less than 3%,
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Figure 7.3: UV-Vis recording of a 12 nm PTAA layer on glass before and after washing with EtOH. The
EtOH washing simulates the spincoating process of a nanoparticle layer dispersed in EtOH
onto PTAA (1000 rpm, dynamically). The absorbance of the PTAA layers remains unaffected
by the EtOH washing.

and also examinations by an optical microscope Smartzoom 5 from Carl Zeiss AG did

not show layer inhomogeneities by redissolved and agglomerated material after EtOH

spincoating. Therefore, it is concluded that PTAA remains intact when spincoating EtOH

on top of it. However, UV-Vis spectrometry and optical microscopy primarily detect

macroscopic changes in the layer, not, for example, pinholes on a small scale.

7.2.1 Measurement setup for dark currents with high accuracy

The dark currents of solar cells can be measured using a solar simulator setup. The

illumination on the OSC is turned off, and a cap is placed on the holder to block ambient

illumination. However, for OPDs, where an exact measurement of the dark current is

important, this may not be sufficient to ensure true dark conditions. Organic photodiodes

typically exhibit dark currents at the lower measurable limit of the solar simulator

(introduced in Section 4.3.1), so a new setup and corresponding software (Figure 7.4) were

designed and tested for measuring low dark currents with the electrometer Keithley 6517B

from Tektronix.

The motivation is to lower the measurement limit of the dark current compared to the

solar simulator with the Keithley 2420. The Keithley 2420 is specified to have an accuracy

of 0.029% of the displayed current plus 700 pA [190]. Thus, the highest possible accuracy is

700 pA. For a substrate with an area of 0.105 cm2, this translates to J = 7 · 10−6mA cm−2.

By measuring without a DUT, the noise floor of J is of the order of O(10−6mA cm−2),

which fits the accuracy limit specified for the Keithley 2420. In Section 7.2, OPDs
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a) b)

Figure 7.4: a) Photo of the low-noise sample holder developed in this work. The samples are placed on
top of the pins. A metallic plate, held in place by magnets, presses the samples onto the pins,
while an aluminum lid covers the assembly for electromagnetic shielding. b) Measurement
software interface for controlling the Keithley 6517B electrometer.

characterized with this setup exhibit dark currents that reach the noise floor. This made

it unclear whether lower dark currents are achievable, and this led to the design of a new

setup.

The Keithley 6517B electrometer has an accuracy of 3 fA under optimal conditions [191].

For the devices investigated in this work (A=0.105 cm2) this leads to a hypothetically

lowest J of 2.85 · 10−11mA cm−2. The design goal was to build a substrate holder for

the device structure, shown in Figure 4.3, that allows low-noise current measurements.

To reduce electromagnetic interference near the DUT, a grounded aluminum case fully

encloses the substrate and unshielded cables. The manual switches control which anode

and cathode of the four devices on the substrate are connected. In comparison, in the

measurement setup of the solar simulator, only the anode is switched while all cathodes

remain connected to the power source, increasing possible lateral leakage current.

To shield the connection between the case and the electrometer, coaxial/triaxial cables are

used. In a coaxial cable the inner conductor transports the signal and the outer conductor

is set to ground. To minimize current leakage, triaxial cables consist of three conductors:

the inner conductor transports the signal, the inner shielding conductor is driven to the

signal potential, and the outer conductor is set to ground. To match the triaxial and

coaxial input of the electrometer, a triaxial cable (Tektronix, Keithley 7078-TRX-12) is
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used in “high-resistance meter connection” [192]. The center contact connects the DUT

and the electrometer. To ensure proper dark conditions, the top of the case is closed by

an aluminum lid. To further reduce the scattered light, two layers of polyurethane coating

on woven nylon fabric from Thorlabs are put over the whole measurement setup.

Measurement of the noise floor yields currents of the order of O(1 pA), which translates

to J = 10−8 mA cm−2 (A = 0.105 cm2) for devices of this work. This is two orders of

magnitude lower than the results obtained using the Keithley 2420. However, it is still

three orders of magnitude larger than the stated accuracy limit in the datasheet of the

Keithley 6517B. The reasons could include the relatively long cable length (triaxial cable

3m, coaxial cable 2m) and the fact that a driven guard is only used in the triaxial cable.

A Python-based measurement software was developed to automatically perform a voltage

sweep. In this work, always three data points were recorded for each set voltage. The

median is then used for the evaluation. The integration time is set to HIACCURACY

[192]. After applying a voltage, a settling time of 1 s was granted before measuring the

current.

7.2.2 PTAA in regular architecture

To test the influence of the electron blocking layer, PTAA, in OPDs, the architecture

ITO/EBL/P3HT:PC71BM/Ca/Ag was chosen. The photoactive layer is processed from

nanoparticles dispersed in EtOH. CHCl3 semiconductor solution (P3HT:PC71BM 1:0.8,

1mL, 8 gL−1) was nanoprecipitated into EtOH (4mL). The CHCl3 and part of the

dispersion medium were evaporated at 70 °C, resulting in 1mL nanoparticle dispersion in

EtOH. The P3HT:PC71BM (1:0.8) dispersions (up to 8 gL−1, EtOH) were dynamically

spincoated six times (every 20 s) onto the substrate at 1000 rpm, reaching a thickness of

(253± 10) nm.

The EBL was varied in four configurations: (i) EBL omitted; (ii) PTAA (spincoated,

1 gL−1, 3000 rpm); (iii) PTAA (spincoated, 1 gL−1, 1500 rpm); (iv) PTAA (spincoated,

2 gL−1, 1500 rpm). For each configuration, four substrates (carrying each four devices)

were fabricated. The corresponding thicknesses are 4 nm, 5 nm and 9 nm.

Figure 7.5a shows the median (solid line) and interquartile range [25,75]% (shaded area,

barely visible) of the J-V curves, where thicker PTAA layers result in reduced photocurrent

extracted in the fourth quadrant and also under reverse bias. At a bias of -2.5V, the

J-V curves coincide and show a saturated photocurrent. Introducing PTAA as the EBL

leads to a lower extracted photocurrent. Increasing the thickness of the PTAA reduces

the photocurrent even further. The hole mobility of PTAA (µh = 4 · 10−3 cm2(Vs)−1 [193])
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Figure 7.5: OPDs fabricated with the architecture ITO/EBL/P3HT:PC71BM/Ca/Ag, varying only the
electron blocking layer: EBL omitted and three different PTAA thicknesses. The photoactive
layer was processed from a nanoparticle dispersion.a) Median J–V characteristics (solid line)
with the interquartile range (25–75%) indicated as a shaded area. b) Dark current density
measured at a bias of −2V. The device without an EBL exhibits the lowest dark current,
indicating that the use of PTAA does not improve blocking performance. Furthermore,
although the photocurrent of OPDs containing PTAA is highly reproducible, their dark current
densities show substantial device-to-device variation.
a Devices with dark currents below 100 mAcm−2. Devices with higher dark current densities
are shunt-limited, typically exhibit artifacts under illumination and were excluded from the
evaluation.

is reported to be lower than the mobility of P3HT (µh = 0.1 cm2(Vs)−1 [194]), which

may cause charge accumulation, bimolecular recombination, and hence the reduced FF.

In addition, because ionization energy (5.1 eV) is larger than that of P3HT (4.9 eV), the

ITO/PTAA/P3HT stack can exhibit a hole-extraction barrier [189].

The J-V curves under illumination exhibit low variations, indicated by the barely visible

shaded area that represents the interquartile range [25,75]%. Figure 7.5b displays the dark

current density of the OPDs at a bias voltage of -2V, measured with the Keithley 6517B.

OPDs with PTAA show greater variation than the devices without PTAA; despite all

having high reproducibility under illumination. Since the dark current is much smaller, it is

more susceptible to defects, pinholes, and shunts. Comparing the best-performing devices

(i.e., those with the lowest dark current) across each EBL configuration provides a more

reliable comparison. The lowest dark current densities of each EBL configuration fall within

the same order of magnitude (this also occurs for other bias voltages, Appendix C.9). The

sample with the lowest dark current corresponds to an architecture without an EBL. The

large sample number of 16 devices per EBL configuration and the improved measurement
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Figure 7.6: a) Absorbance of redissolved P3HT:PC71BM nanoparticles in CHCl3 that were originally
dispersed in EtOH and 2-propanol. A least-squares fit determines the semiconductor concen-
tration, which is 18% higher in 2-propanol than in EtOH. b) Thickness of layers deposited from
dispersions. The linearity confirms no loss of already deposited semiconductor. On average,
layers deposited from 2-propanol are 21% thicker. The horizontal lines show photoactive layer
thicknesses of OPDs in the literature with P3HT:PCBM as photoactive layer, processed from
solution. In a, a solution with 80 g L−1 was used, demonstrating the advantages of nanoparticle
processing over solution processing by decoupling the final thickness from the semiconductor
concentration.
a [107], b [111], c [106], d [108].

setup using the Keithley 6517B support the hypothesis that using PTAA as an EBL does

not decrease the dark current density in this architecture.

7.3 Influence of the photoactive layer thickness on the detectivity

To compare the film thicknesses obtained from the nanoparticle dispersions and solutions,

the nanoparticle synthesis route was applied twice in the nonsolvents ethanol and 2-

propanol, respectively. CHCl3 semiconductor solution (P3HT:PC71BM 1:0.8, 1mL, 8 g L−1)

was nanoprecipitated into the nonsolvent (4mL). CHCl3 and a portion of the dispersion

medium were evaporated at 70 °C, resulting in 1mL of the semiconductor dispersed

in EtOH. The actual concentrations were determined by evaporating the solvent from

7.5µL of dispersion, redissolving the remaining semiconductor material in CHCl3, and

quantifying it using UV-Vis absorbance spectrometry (Figure 7.6a). A least-squares fit

with calibration solutions of known concentrations was used to extract the concentrations

of both semiconductor components. If no material was lost through agglomeration and

sedimentation during nanoprecipitation or volume reduction, the final dispersions would

retain the theoretical concentration of 8 gL−1. However, as shown in Figure 7.6a, this
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concentration was not achieved, indicating material loss. Visible agglomeration and

sedimentation occurred in the beakers used for nanoprecipitation and volume reduction, as

well as in the centrifugation tubes. Such material losses in dispersions with concentrations

on the order of g L−1 are well known and have been previously reported in Section 6.3 and

in the literature [73, 81].

The 2-propanol-based dispersion exhibited a concentration 18% higher than that of the

ethanol-based dispersion. In addition, the nanoparticle sizes differed slightly, measuring

(73± 2) nm in 2-propanol and (81± 2) nm in EtOH. Figure 7.6b shows the total film

thickness after successive spincoating steps from each dispersion. The linear increase

confirms that previously deposited semiconductor layers remain and are not redissolved or

washed during subsequent coating.

Vertical lines in Figure 7.6b indicate thicknesses of solution-processed photoactive layers;

label a corresponds to a 450 nm layer spin-coated from a molecular solution of 80 gL−1.

High concentrations lead to increased viscosity as well as molecular aggregation or partial

precipitation, which hinders homogeneous film formation and results in poor film quality.

These results illustrate the advantage of nanoparticle-based processing, where the final layer

thickness is decoupled from semiconductor solubility and solution concentration. Films

deposited from 2-propanol dispersions are consistently thicker than those from EtOH, with

average single-step thicknesses of (51± 2) nm and (42± 3) nm, respectively, corresponding

to an increase of 21%. This difference arises both from the higher concentration of

the 2-propanol dispersion and from the higher viscosity of 2-propanol, as described by

Meyerhofer’s relation [195], which links film thickness to solution viscosity. That is why

2-propanol is used for the fabrication of OPDs in further sections.

7.3.1 J-V curves

To investigate the influence of the photoactive layer thickness on the device performance,

OPDs with varying photoactive layer thicknesses were fabricated. The device architecture

was ITO/P3HT:PC71BM (1:0.8)/Ca/Ag. Nanoparticles were synthesized as described in

Section 7.3, using 2-propanol as nonsolvent. The P3HT:PC71BM (1:0.8) dispersions were

dynamically spincoated onto the ITO electrode. To minimize variability introduced by

a spincoated CIL such as ZnO, a thermally evaporated Ca layer (20 nm, 0.5 Å s−1) was

employed as the CIL.

Dispersions were processed from 2-propanol to reduce the number of deposition steps.

Figure 7.7a shows the median dark current density as a function of applied bias voltage,

with the shaded area indicating the interquartile range ([25, 75]%). The interquartile
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Figure 7.7: a) J-V curves in the dark of OPDs with ITO/P3HT:PC71BM/Ca/Ag architecture and different
photoactive layer thicknesses. Increasing the photoactive layer thickness between 100 nm and
500 nm reduces the dark current. At 1000 nm, the dark current is approximately the same as
the dark current at 500 nm at low bias but shows increasing discrepancy at higher bias voltage.
b) Dark current of devices at a bias voltage of -3V. c) J-V curves under illumination. Thicker
layers lead to a reduced FF in the fourth quadrant. d) On/off ratio. For a photoactive layer
thickness of 500 nm at -0.5V, an on/off ratio of 107 is achieved.
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7.3 Influence of the photoactive layer thickness on the detectivity

ranges generally span about one order of magnitude, except for the 300 nm thick layers,

where the spread is smaller. Increasing the photoactive layer thickness from 100 nm to

500 nm agrees with previous reports, which show that the dark current decreases with

thicker photoactive layers [99]. At a thickness of 1000 nm, however, the dark current

density increases, particularly at higher negative bias voltages. The reduction in dark

current for thicker photoactive layers is commonly attributed to a lower pinhole density

and a corresponding increase in shunt resistance [99].

For a thickness of 500 nm, the dark current appears to reach saturation, as indicated by

the nearly identical dark current densities for the 500 nm and 1000 nm layers at moderately

negative bias. The slight increase observed at 1000 nm under strong reverse bias is unlikely

to result from the layer thickness itself, as there is no physical mechanism by which a

thicker photoactive layer would intrinsically worsen the blocking behavior. Instead, this

deviation is most likely caused by batch-to-batch variability in the nanoparticle dispersion

or stochastic differences in film formation during spincoating, to which the dark current is

highly sensitive.

Figure 7.7b shows the dark current density at a bias voltage of -3V. In contrast to

Figure 7.7a, outliers are also visible. Interestingly, some devices with four deposition

steps exhibit dark current densities almost as low as those with ten deposition steps.

If the reduction in dark current for thicker photoactive layers primarily arises from a

lower probability of shunt formation, then well-defined thin photoactive layers should also

be capable of achieving similarly low dark currents. This assumption is supported by

two outliers corresponding to photoactive layers of 200 nm thickness, which show dark

current densities comparable to those of 500 nm-thick layers. However, to achieve a higher

reproducibility in attaining low dark currents, thicker photoactive layers are preferable.

Figure 7.7c shows the J-V characteristics under illumination (one sun). Notably, devices

with all photoactive layer thicknesses exhibit high reproducibility under illumination. In

contrast, the reproducibility of the dark current is smaller. As the dark current is much

smaller, it is more susceptible to defects, pinholes, and shunts. Increasing the thickness

of the photoactive layer reduces the extracted short-circuit current density. In general,

none of the devices exhibit a fully saturated photocurrent at short-circuit conditions. The

applied bias range up to -5V was insufficient to reach saturation for all photoactive layer

thicknesses. At a bias voltage of -3V, the photocurrent increases with the photoactive

layer thickness, except for the thickest devices, which have not yet reached saturation. At

-3V the photocurrents stay within the same order of magnitude, differing by less than

20% for OPDs with different photoactive layer thicknesses.

The on/off ratio in Figure 7.7d is calculated by the ratio of the current densities under
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Figure 7.8: Spectral broadening of the EQE with increasing photoactive layer thickness. a) EQE for
different numbers of deposition steps. Increasing the photoactive layer thickness flattens the
EQE spectrum and leads to a significant increase in the infrared region. b) Relative increase
in EQE for the photoactive layer thickness 200 nm, 300 nm, 500 nm and 1000 nm vs. the EQE
for a photoactive layer thickness of 100 nm at a bias voltage -3V.

illumination and in the dark. Especially, at a photoactive layer thickness of 500 nm, on/off

ratios of 106 to 107 are reached, achieving state-of-the-art values [102, 106, 111, 196, 197].

A more thorough positioning of the OPDs with nanoparticulate photoactive layer within

the literature is provided below, based on the specific detectivity.

7.4 Spectral broadening and detectivity

Figure 7.8a shows the EQE for different photoactive layer thicknesses at a bias voltage of

-3V. For a photoactive layer thickness of 100 nm, which is the typical thickness used for

OSCs in this system, the EQE peaks at 480 nm. At both shorter and longer wavelengths,

the EQE decreases. Increasing the thicknesses results in a flattening of the EQE around

this maximum. In particular, for wavelengths greater than 650 nm, a significant increase

in the EQE tail is observed. At 675 nm, the EQE increases from 7% to 20% between the

samples with photoactive layer thicknesses of 100 nm and 1000 nm corresponding to a ratio

of 285%.

Figure 7.8b shows the ratio of the EQE of OPDs with photoactive layer thicknesses of 200,

300, 500 and 1000 nm to the EQE of OPDs with photoactive layer thickness of 100 nm
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7.4 Spectral broadening and detectivity

Figure 7.9: Median shot noise-limited specific detectivity of OPDs at a bias of -3V. With increasing
photoactive layer thickness up to 500 nm, the dark current decreases, and the EQE broadens,
leading to higher and broader specific detectivity for thicker layers. For a photoactive layer
thickness of 500 nm at a wavelength of 600 nm, a hero specific detectivity of 1.03 · 1013 Jones is
achieved, surpassing the reported literature value of 1.2 · 1012 Jones for the reported value of
P3HT:PC71BM at -0.5V bias voltage [106]. This is especially astounding as a larger reverse
bias in this work has been applied.

at -3V bias voltage. At longer wavelengths, the increase is more pronounced, reaching

a maximum improvement of 590% at 910 nm within the recorded range of 280–950 nm.

This shows that organic photodiodes with photoactive layers processed by nanoparticle

dispersion exhibit spectral broadening by increasing the photoactive layer thickness as

already observed for other processing techniques such as spray-coating, spincoating by

solution as well as in simulations [99, 111, 178].

Figure 7.9 represents the specific detectivity D∗ at a bias voltage of -3V. The solid line

represents the median, while the shaded area indicates the interquartile range [25,75]%.

The specific detectivity increases with increasing photoactive layer thickness between

100 nm and 500 nm. In addition, a broadening of the specific detectivity is observed. At

a photoactive layer thickness of 300 nm, a specific detectivity over 1011 Jones is achieved

within the range of 335–648 nm. In comparison, for a thickness of 500 nm, the upper

bound extends to 855 nm, representing a broadening of over 200 nm. Only devices with

photoactive layer thickness of 500 nm or 1000 nm are capable of achieving a D∗ of 1012 Jones,

with the latter exhibiting a lower specific detectivity. The observed trend is primarily

driven by differences in the dark current. The effect of EQE broadening upon increasing

the photoactive layer thickness can be seen by comparing D∗ for the photoactive layer

thicknesses 200 nm and 300 nm, as their dark current medians are similar. The increasing

D∗ for the thickness of 300 nm at longer wavelengths results from the EQE broadening in
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a) b)

Figure 7.10: a) OPDs of this work and literature in a VOC vs. the on/off ratio diagram. The on/off ratio,
being the ratio of the photocurrent Iph and dark current ID, are given at a bias voltage
of -0.1V. The red line marks the intrinsic lower limit due to thermodynamic generation of
charge carriers that would result in a current I0. With a VOC of approximately 0.6V, the
OPDs in this work exhibit a similar on/off ratio as OPDs in the literature. Reference data
taken from [198]. b) shows the highest-performing OPD from this work (photoactive layer
thickness 500 nm) at a bias voltage of -0.5V, compared to OPDs in the literature. Reference
data taken from [171].

thicker photoactive layers.

The hero detectivity for a photoactive layer thickness of 500 nm is 1 · 1013 Jones at a bias

voltage of -3V. At -0.5V, it increases to 2.1 · 1013 Jones. This is one order of magnitude

higher than the reported value of P3HT:PC71BM at a bias voltage of -0.5V[106]. In

the literature, no OPD was found with a photoactive layer of P3HT mixed with either

([6,6]phenyl-C61-butyric acid methyl ester) PC61BM or PC71BM that surpass the highest-

performing OPD of this work (see Table C.5). However, care must be taken, as only the

shot noise limited detectivity (Equation 2.20) is measured in this work (four out of five

publications in Table C.5 do the same). A discussion of the validity of comparing the shot

noise limited values is found in Section 2.3.2.

Figure 7.10a presents the VOC vs. the on/off ratio at a bias voltage of -0.1V for OPDs

in the literature and this work [198]. The on/off ratio is primarily determined by the

dark current density, as the photocurrent is generally within the same order of magnitude

across OPDs. The red line represents the intrinsic limit of the achievable on/off ratio for a

given VOC, based on the thermally generated dark current. Given the VOC of OPDs in this

work, they align with OPDs from other studies, although their dark current is not as low

as the intrinsic limit.

Figure 7.10b compares the detectivity of the hero device (10 times spincoating) at -0.5V
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with OPDs in the literature. In the spectral range of 350-500 nm, the OPD can compete

with silicon photodetectors and outperform many OPDs. However, for wavelengths larger

than approximately 700 nm, higher detectivities can only be reached if other photoactive

semiconductor combinations than P3HT:PC71BM with broader absorption spectra are

employed.
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8 Stabilization of Y6 dispersions by n-doping and their
application in organic solar cells

OSCs made from P3HT:fullerene nanoparticle dispersions have demonstrated PCEs that

exceed 4% [11]. Later, these dispersions were found to be intrinsically positively charged

[12], prompting efforts to enhance charge carrier concentration through extrinsic p-doping

for OSC fabrication [13, 73]. However, some semiconductors have a deep IP, making

it difficult to p-dope them efficiently. In contrast, typical acceptors in OSCs have a

deep EA, allowing them to easily accept electrons from other molecules and become

negatively charged, undergoing n-doping. Following an extensive literature survey, no prior

reports were identified that use n-doping to stabilize organic nanoparticle dispersions for

subsequent device fabrication. The work presented here introduces the processing of an

OSC photoactive layer from an n-doped organic nanoparticle dispersion, demonstrating that

electrostatic stabilization via n-doping can be exploited as an alternative to p-dopant–based

approaches.

First, the air stability of the n-dopants (N-DMBI)2 and pentamethylcyclopentadienyl

mesitylene ruthenium dimer ((RuCp*mes)2) is examined, along with that of n-doped

acceptors. Furthermore, it is demonstrated that Y6 can form stable nanoparticle dispersions

when n-doped with (N-DMBI)2. It is investigated whether donors can be integrated into

stabilized, n-doped Y6 nanoparticle dispersions. Finally, OSCs are fabricated using n-

doped Y6 dispersions, together with the donor PIDT-T8BT. By counteracting n-doping in

the photoactive layer and applying thermal annealing, a PCE of 0.8% is achieved.

8.1 Examination of n-dopants as stabilizing agents for nanoparticle
dispersions

Figure 8.1a shows the stability of n-dopants, (N-DMBI)2 and (RuCp*mes)2, dissolved

in CB at a concentration of cS = 19.6mg L−1 under inert conditions (N2 atmosphere).

The dopants are introduced in Section 2.1.5. The solution was placed into cuvettes in

a glovebox, sealed with Parafilm, and measured using UV-Vis absorbance spectrometry.

Afterward, the dopant solutions were exposed to air, and a pipette was used to flush air

through the solution five times (0.2mL per flush). The samples were then stored for 85
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Figure 8.1: Absorbance spectra of dopants and semiconductors dissolved in CB under inert conditions and
after exposure to air are shown in a)–c). a) The spectra of the dimeric n-dopants (N-DMBI)2
and (RuCp*mes)2 remain unchanged after air exposure, consistent with previous reports [199,
200]. b) The emergence of a new absorbance band between 700 nm and 1150 nm upon mixing
PC61BM with the dopants confirms successful n-doping, as this feature is absent in both
the pure dopant and pure PC61BM solutions and is attributed to PC61BM

− [201]. After
exposure to air, this band disappears, showing that n-doping of PC61BM in CB is not stable
in ambient conditions. c) Similarly, Y6 exhibits characteristic spectral changes upon addition
of the n-dopants, comparable to those seen in n-doped Y6 thin films [202]. These changes
diminish after exposure to air, indicating that n-doping of Y6 in CB is likewise not stable
under ambient conditions.
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8.1 Examination of n-dopants as stabilizing agents for nanoparticle dispersions

minutes and remeasured. The results show almost no change in the absorbance spectrum,

confirming that the dopant in its dimer form remains stable against air exposure.

Figure 8.1b and c examine the air stability of n-doped PC61BM and Y6. Both acceptors

were dissolved in CB at 23.8mg L−1 in a glovebox, and the dopants (N-DMBI)2 and

(RuCp*mes)2 were added (5µL from solution, 0.5 g L−1). The cuvettes were sealed with

parafilm and measured using UV-Vis absorbance spectrometry. Afterward, air was flushed

through the solution (five times, 0.2mL per flush), and the samples were stored for 85

minutes before remeasuring. Before air exposure, PC61BM exhibited a polaron absorbance

feature with a peak at 1030 nm [201]. However, after air exposure, these polaron bands

disappeared, indicating that n-doping of PC61BM is not air stable. Y6 exhibits spectral

changes upon the addition of the n-dopants, resembling the changes observed in n-doped

thin films of Y6 [202] (Appendix C.11). Upon air exposure, these spectral changes de-

creased but did not vanish entirely, suggesting that n-doping on Y6 is more air stable

compared to PC61BM. A commonly accepted explanation for air sensitivity is the existence

of an energy level associated with the LUMO in air and moisture, estimated between

-3.6 and -4.0 eV [203, 204]. N-doped materials with a LUMO shallower than this range

tend to lose electrons, making their n-doping unstable. Conversely, materials with a more

negative LUMO are air stable, as their electrons already occupy the lowest available energy

level. PC61BM has a LUMO of -3.7 eV [205], while Y6 has a LUMO of -4.1 eV [206].

This aligns with the experimental results, where PC61BM showed greater air sensitivity

compared to Y6. However, it is important to note that energy levels depend on the

measurement method and molecular environment. Y6 was chosen for further experiments.

As (N-DMBI)2 leads to stronger changes associated with n-doping in the absorbance of

PC61BM and Y6 than (RuCp*mes)2, it was chosen for further investigation.

Nanoprecipitations from CHCl3 are performed in ambient air to prevent damage to the

glovebox filters caused by gaseous CHCl3. Therefore, the stability of the dopant, (N-

DMBI)2, in CHCl3 under ambient conditions was investigated. When freshly dissolved,

(N-DMBI)2 is transparent; however, it reacts with CHCl3, turning yellow in 20-30 minutes.

This behavior has also been observed in [207]. To prevent (N-DMBI)2 from reacting with

the solvent, one approach is to weigh the exact required amount of dopant. However,

precise weighing can be challenging. A more practical method was to dissolve the dopant

in dichloromethane (DCM) inside a glovebox, pipette the required amount into a vial,

and let the DCM evaporate. DCM is preferred because of its low boiling point at 39.6 °C,
allowing for rapid evaporation and minimizing the exposure of the dopant to solvent.

However, (N-DMBI)2 also reacts with DCM in 10-20 minutes, turning yellow. Therefore,

evaporation should be completed in 1-2 minutes. This can be achieved by increasing
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Figure 8.2: a) Picture of the beakers after nanoprecipitation of Y6 solution (2 g L−1, CHCl3) in EtOH,
without dopant (top) and with the n-dopant ((N-DMBI)2, 10wt%) (bottom). Without the
dopant, Y6 agglomerates immediately after nanoprecipitation, leading to visible flocculation.
In contrast, adding the dopant to Y6 results in a homogeneously distributed dispersion. DLS
measurements confirm a nanoparticle size of (25±2) nm for the doped dispersion, whereas
undoped Y6 forms particles on the order of O(µm). b) Time series of a Y6:(N-DMBI)2
dispersion under an applied voltage. Over 90 minutes, the initially uniform distribution of Y6
migrates toward the positively charged electrode, indicating that the nanoparticles carry a
negative charge.

the concentration of (N-DMBI)2 in DCM. Once the solvent has evaporated, the dopant

can be stored without degradation, as there is no contact with solvents, oxygen, or

moisture. With the method described above, the Y6 solutions are doped. Y6 (2 g L−1,

CHCl3) is added to a vial in which an (N-DMBI)2 DCM solution was previously pipetted

and the DCM evaporated. This results in a Y6 solution with a dopant weight ratio of

10wt% (N-DMBI)2. The solution is left for three minutes at room temperature to allow

Y6 doping by the dopant. The 0.5mL solution is then nanoprecipitated by injecting it

into 3.5mL of EtOH under stirring with a magnetic stir bar (800 rpm), following the

nanoprecipitation method described in Section 4.1.1. This achieves a stable nanoparticle

dispersion (Figure 8.2a, bottom). DLS measurements yield a particle size of (25± 2) nm.

In contrast, without the addition of the dopant to the Y6 solution, strong flocculation

are visible, indicating the formation of large agglomerates (Figure 8.2a, top). This also

confirms the insolubility of Y6 in EtOH. The volume of the dispersions is then reduced

to 1mL to remove CHCl3 and increase the concentration. Agglomerates are removed

by centrifugation (14,500 rpm, 2min). Only dispersions prepared with freshly dissolved

(N-DMBI)2 in CHCl3 or (N-DMBI)2 from an evaporated DCM solution, as described

above, can undergo volume reduction, meaning that CHCl3 and part of the dispersion
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8.1 Examination of n-dopants as stabilizing agents for nanoparticle dispersions

medium EtOH are evaporated until the volume is reduced to 1mL. However, dispersions

prepared with a reacted (N-DMBI)2 solution in CHCl3 (yellow tint) flocculate during

volume reduction, indicating insufficient stabilization. Two nanoparticle dispersions of Y6

doped with (N-DMBI)2 from the evaporated DCM solution at 10wt% were analyzed using

DLS. The measured nanoparticle size of (25± 2) nm immediately after nanoprecipitation

increased to (67± 3) nm after volume reduction in a water bath at 50 °C (errors denote

the standard deviation of individual DLS measurements). After six days, the nanoparticle

size further increased to (155± 17) nm.

Dimethyl sulfoxide (DMSO) was also tested as a dispersion medium, but flocculation

occurred immediately after nanoprecipitation. CH3CN as a dispersion medium was tested

under the same conditions, yielding nanoparticle sizes of (27± 1) nm, (38± 4) nm, and

(49 ± 3) nm immediately after nanoprecipitation, after volume reduction, and after six

days, respectively. Although the nanoparticle sizes were smaller in CH3CN, EtOH is

preferred due to its environmentally friendly classification [54, 57]. EtOH is less toxic, and

its biodegradability allows for cheaper disposal costs [208].

Furthermore, solvents were examined as potential storage media for the dopant. The

dopant was dissolved in CHCl3, CH3CN, and CB at a concentration of 5 g L−1 and stored

for one week. The CHCl3 solution was stored in air, while CH3CN and CB solutions

were stored under inert conditions (N2 atmosphere). A nanoprecipitation of Y6 with

10wt% (N-DMBI)2, stored in CHCl3, immediately resulted in flocculation under the same

nanoprecipitation parameters as described above. In contrast, dopants stored in CH3CN

and CB yielded small nanoparticles with sizes of (25± 1) nm and (41± 5) nm, respectively.

The volume-reduced nanoparticle dispersions maintained sizes below 100 nm. However, it

is important to note that the dopant did not fully dissolve in CH3CN even after a week,

making it less practical for further use. CB has a higher boiling point (131.7 °C) than
CHCl3 and commonly used dispersion media (such as EtOH, IPA, and CH3CN), making

it difficult to remove from the dispersion. Therefore, the DCM evaporation method, as

described above, was chosen for further experiments.

To determine whether positive or negative charges stabilize the nanoparticle dispersions,

an electrophoresis experiment was conducted. A Y6 dispersion doped with (N-DMBI)2

(10wt%) in EtOH dispersion, with a concentration of cD = 0.75 g L−1, was diluted by a

factor of 10 and filled into a U-shaped cuvette with two electrodes positioned at the upper

edges of each end (see Figure 8.2b). A voltage of 50V was applied. Over time, a density

gradient formed, indicating that the particles migrated toward the positively charged
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Figure 8.3: a) Nanoparticle sizes of Y6 doped with different concentrations of (N-DMBI)2. The amount
of dopant determines if dispersions can undergo volume reduction. In this series, volume
reduction was only possible for dispersions with 5, 7.5, and 10wt% DWR. The error bars
represent the standard deviation of separate DLS measurements on the same sample. b)
UV-Vis absorbance spectra of Y6 doped with (N-DMBI)2 (10wt%): dissolved in CHCl3, as a
nanoprecipitated dispersion in EtOH (volume-reduced), and redissolved dispersion in CHCl3.
For comparison, the absorbance of a Y6 thin film (Mahadevan et. al.) is shown [209].

electrode. This observation leads to the conclusion that the nanoparticles carry a negative

charge.

8.2 Y6 dispersions for layer deposition

In the following, the amount of dopant required to stabilize the Y6 dispersions is described.

Therefore, Y6 dispersions were synthesized with a varying dopant weight ratio. (N-DMBI)2

was dissolved in DCM (5 g L−1) inside a glovebox. Different amounts were added to vials,

and the DCM was evaporated. Then, 0.7mL of Y6 solution (2 g L−1 in CHCl3) was added.

The specific amounts of (N-DMBI)2 were adjusted relative to Y6 to achieve DWRs of

0.1, 1, 5, 7.5, 10, and 20wt%. (N-DMBI)2 remained in contact with Y6 and CHCl3 for

3 minutes. Then, 0.5mL of this solution was nanoprecipitated into 3.5mL of EtOH, as

described above. The volume reduction was performed in a water bath at 50 °C until a

volume of 1mL was reached. Agglomerates were removed by centrifugation (14,500 rpm,

2min).

Figure 8.3a shows the nanoparticle sizes as a function of the DWR. All dispersions,

except for the dispersion with the lowest DWR, exhibited nanoparticle sizes below 100 nm.

However, only the dispersions with DWRs of 5wt%, 7.5wt%, and 10wt% remained stable

during volume reduction. Among these, only the 10wt% dispersion remained stable after
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8.2 Y6 dispersions for layer deposition

six days, while the other dispersions flocculated. Therefore, a DWR of 10wt% was chosen

for further experiments.

Figure 8.3b shows the absorbance spectra of Y6 doped with 10wt% (N-DMBI)2 in different

configurations: as a solution, as a dispersion and as a redissolved dispersion, where the

dispersion medium (EtOH) was evaporated and the semiconductor material was redissolved

in CHCl3. In addition, the absorbance spectrum of a Y6 film is shown [209]. The Y6

film exhibits a red-shifted peak compared to the solution, attributed to the changes of

the packed molecules in a solid compared to the isolated molecules in solution [210]. The

absorbance spectrum of the dispersion differs significantly from that of the solution phase,

exhibiting a broader absorption spectrum with increased intensity in the infrared range.

Because nanoparticles represent solid structures surrounded by a dispersion medium, the

molecular packing in the nanoparticles may explain the observed infrared shift in their

absorbance. Previously, the absorbance shift from solution to nanoparticle dispersion in

P3HT material had been shown to be similar to the shift observed from solution to solid

films [74].

In the following, the Y6 concentration of the initial solution used for the nanoprecipitation

is increased to investigate its effect on the final dispersion concentration. (N-DMBI)2 was

dissolved in DCM inside a glovebox. Different amounts were added to vials, and the DCM

was evaporated. Then, 0.7mL of Y6 solution with cS = 1gL−1 to cS = 4gL−1 in CHCl3

was added. The DWR is kept constant at 10wt%. (N-DMBI)2 remained in contact with

Y6 and CHCl3 for 3 minutes. Then, 0.5mL of this solution was nanoprecipitated into

3.5mL of EtOH, as described above. The volume reduction was performed in a water bath

at 50 °C until a volume of 1mL is reached. Agglomerates were removed by centrifugation

(14,500 rpm, 2min).

Figure 8.4a and b show the nanoparticle size and dispersion concentration versus the initial

Y6 concentration cS in CHCl3. Increasing the Y6 concentration leads to larger nanoparticle

sizes. After nanoprecipitation, this change is relatively small, but after volume reduction,

it becomes more pronounced.

Constrained by the procedure of nanoparticle synthesis the dispersion concentration, cD,

can maximally achieve half of cS. However, because of agglomeration and sedimentation,

the real value is often lower. Figure 8.4b presents the dispersion concentration cD. For its

determination, 60µL of the dispersion was placed in a vial, the dispersion medium was

evaporated, and the remaining semiconductor was redissolved in CHCl3. The absorbance

was then measured and compared to a reference Y6:(N-DMBI)2 (10wt%) solution with a

known concentration. Up to an initial CHCl3 concentration of cS = 3 g L−1, the dispersion

concentration increases slightly sublinearly. However, at cS = 4g L−1, a sharp decrease is
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Figure 8.4: a) Nanoparticle size of Y6:(N-DMBI)2 (10wt%) as a function of the initial Y6 concentration
in CHCl3 solution. Increasing the initial concentration, cS, results in a notable increase in
nanoparticle size, particularly after volume reduction. The error bars represent the standard
deviation of separate DLS measurements on the same sample. b) Dispersion concentration and
throughput ratio (see text for definition) of the volume-reduced dispersions. Increasing the
initial Y6 CHCl3 concentration up to cS = 3g L−1 leads to a higher dispersion concentration
while maintaining a relatively constant throughput ratio of approximately 80%. cS = 4g L−1

leads not only to very large particles after volume reduction but also to low dispersion
concentrations.

observed. The ratio of the actual dispersion concentration cD to the maximally possible

dispersion concentration cD,max, hereinafter called throughput ratio η, is defined by

η =
cD

cD,max

. (8.1)

It describes the fraction of semiconductor that undergoes the transformation from dissolved

to dispersed and is optimally high for the application of layer deposition. Figure 8.4b

shows that up to cS = 3 g L−1 the throughput ratio slightly decreased, followed by a sharp

drop.

These dispersions are intended for the deposition of thin-film layers with thicknesses

of approximately 100 nm. Large nanoparticles could introduce large surface roughness

relative to the actual layer thickness. Furthermore, the throughput ratio η should be high

to avoid loss of Y6 during nanoparticle synthesis. Therefore, a solution concentration

of cS = 2g L−1 is chosen for further experiments as a trade-off, yielding a dispersion

concentration of nearly cD = 0.8 g L−1.
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8.3 Co-stabilization of donors in Y6 dispersions

For the fabrication of OSCs, Y6 must be mixed with donors to enable efficient exciton

dissociation. PM6, poly[(thiophene)-alt-(6,7-difluoro-2-(2-hexyldecyloxy)quinoxaline)]

(PTQ10), J71, and P3HT were mixed with Y6 in a 1:1 ratio, with a total concentration

of cS = 0.5 g L−1 in CHCl3, doped with 10wt% (N-DMBI)2. The dopant weight ratio is

defined with respect to the total mass of Y6 and dopant only (excluding the donor). The

nanoprecipitations with the first three donors, PM6, PTQ10 and J71, resulted in strong

flocculation, with no significant dispersion after volume reduction. The nanoprecipitation

with P3HT achieved an η of approximately 40% for Y6 and 30% for P3HT in the volume-

reduced dispersion.

It has already been observed that the incorporation of acceptors in (intrinsically) p-doped

P3HT nanoparticles, such as fullerenes, poses a challenge when aiming for stable nanoparti-

cle dispersions [170]. Therefore, in the following experiments, a donor-acceptor mixture with

a higher Y6:donor ratio is pursued. Dolan et al. demonstrated that the polymer poly[2,1,3-

benzothiadiazole-4,7-diyl(4-hexyl-2,5-thiophenediyl)[4,4,9,9-tetrakis(4-hexylphenyl)-4,9-

dihydro-s-indaceno[1,2-b:5,6-b′]dithiophene-2,7-diyl](3-hexyl-2,5-thiophenediyl)] (PIDT-

T8BT) can be used together with Y6 in efficient OSCs [211]. For a donor-acceptor ratio of

1:10, a PCE exceeding 10% was achieved.

The observation that only small amounts of donor are required suggests co-stabilizing

PIDT-T8BT in n-doped Y6 dispersions. PIDT-T8BT was mixed with Y6 in acceptor-donor

ratios of 9:1 (w/w) and 8:2 (w/w) at a total concentration of cS = 2g L−1 in CHCl3. A

reference containing only Y6 at cS = 2g L−1 was also prepared. A volume of 0.5mL of

each CHCl3 solution was nanoprecipitated in a beaker containing 3.5mL of EtOH while

stirring at 800 rpm. A water bath at 50 °C was employed to evaporate CHCl3 and reduce

the dispersion volume to 1mL. Agglomerates were removed by centrifugation (14,500 rpm,

2min).

Figure 8.5a shows the nanoparticle size resulting from these experiments. Increasing the

PIDT-T8BT fraction leads to larger nanoparticles after nanoprecipitation and volume

reduction. At an 8:2 acceptor-donor ratio, the nanoparticle size in the volume-reduced

dispersion reaches 150 nm, which is relatively large for thin-film processing. However, the

size at a 9:1 (w/w) acceptor-donor ratio remains within the range previously used for

nanoparticle-based OSCs [11, 73, 134].

To confirm the presence of PIDT-T8BT in the dispersion, the volume-reduced dispersions

were redissolved and analyzed using UV-Vis absorbance spectrometry. Specifically, a small

fraction of the dispersion (60µL) was separated, the dispersion medium was evaporated
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Figure 8.5: Y6:PIDT-T8BT solution (cS = 2g L−1, CHCl3) nanoprecipitated in EtOH. a) Nanoparticle
sizes. Increasing the PIDT-T8BT ratio increases the nanoparticle size. The error bars
represent the standard deviation of separate DLS measurements on the same sample. b)
Absorbance of redissolved dispersions, normalized to the Y6 IBP at 686 nm. Increasing the
PIDT-T8BT concentration in dispersion, an increased absorbance is observed in the range
where PIDT-T8BT absorbs (compare with the blue reference). This indicates that PIDT-T8BT
is incorporated into the nanoparticle dispersion.

and the remaining material was redissolved in 1.6mL CHCl3. Figure 8.5b shows the corre-

sponding UV-Vis absorbance spectra, normalized to the Y6 concentration (by normalizing

them to the IBP of Y6 at 686 nm). As a reference, the molar extinction coefficient of

PIDT-T8BT is also displayed. In the spectral range where PIDT-T8BT absorbs, clear

differences appear in the spectra corresponding to different Y6:PIDT-T8BT ratios before

nanoprecipitation. Notably, the largest differences occur at the wavelength at which the

absorbance peak of PIDT-T8BT is located.

Determining the exact concentration of PIDT-T8BT in the dispersion is challenging, as

fitting the total absorbance with spectra from Y6:(N-DMBI)2 (10wt%) and PIDT-T8BT

reference solutions does not capture all spectral characteristics. This discrepancy arises

because the fit would assume the same doping efficiency for the redissolved dispersion and

the reference, which is not necessarily the case. However, estimating the concentration

of Y6 from its IBP yields 0.72 gL−1, 0.65 gL−1, 0.56 gL−1 for the 1:0, 9:1 (w/w), and

8:2 (w/w) Y6:PIDT-T8BT ratios, respectively. Similarly, estimating the concentration

of PIDT-T8BT from its molar extinction coefficient peak at 578 nm results in 0 gL−1,

0.08 g L−1, 0.14 g L−1 for the respective ratios.

These results indicate that the nanoprecipitation process achieves a throughput ratio
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slightly above 70% for both Y6 and PIDT-T8BT, and the initial acceptor-donor ratio

before nanoprecipitation is retained in the final dispersion. Due to its smaller nanoparticle

size, the 9:1 (w/w) acceptor-donor ratio is selected to fabricate OSC photoactive layers

from n-doped nanoparticle dispersions in the following section.

8.4 Organic solar cells

In the previous section, it was demonstrated that nanoparticle dispersions can be syn-

thesized using n-doped Y6. Furthermore, the acceptor-donor mixture Y6:PIDT-T8BT,

which has already been used as a photoactive layer material in OSCs, was shown to form

nanoparticles with acceptable sizes and dispersion concentrations. In this section, these

dispersions are utilized as inks to process the photoactive layer of OSCs.

8.4.1 Effect of n-doping on OSC

The following architecture was chosen for OSCs, ITO/ZnO/photoactive layer/MoOx/Ag,

as the architecture had been shown to yield good efficiencies with Y6 and PIDT-T8BT

as photoactive layer semiconductors [211]. The pre-structured ITO glass substrates were

treated with an oxygen plasma (2min). The following steps were done in a glovebox

(O2 < 1 ppm, H2O < 1 ppm). ZnO was spincoated (2000 rpm, 40 s) from zinc oxide

nanoparticles (1wt%, in butanol), the substrates were subsequently annealed at 120 °C
(10min). MoOx and Ag were evaporated at a pressure of 1 · 10−6mbar, MoOx with a rate

< 1 Ås−1 (10 nm) and Ag (1 Å s−1, 10 nm and 2.5 Å s−1, 90 nm).

First, OSCs with Y6:PIDT-T8BT photoactive layers processed from solution were fabri-

cated to analyze the influence of n-doping. The photoactive layer was spincoated (2000 rpm,

1min) from a 9:1 (w/w) Y6:PIDT-T8BT solution (20 g L−1, CHCl3) and annealed at

150 °C for 10 minutes. The thickness was measured to be 200± 15 nm (mean and standard

deviation of individual measurements on the same sample) by a Bruker Dektak XT tactile

profiler. Devices with undoped and n-doped, 0.4wt% and 0.8wt%, photoactive layer were

prepared. A doping concentration of 10wt%, as used for nanoparticles, would be more

comparable, but is not possible because Y6 loses its solubility in CHCl3 upon n-doping.

Two substrates (each with four devices) were fabricated for each variation. Before recording

the J-V curves, the substrates were light-soaked for 120 s using a xenon solar simulator.

The resulting J-V curves are shown in Figure 8.6a, and the corresponding OSC characteris-

tics are summarized in Table 8.1. Upon n-doping, VOC decreases. However, several studies

have shown that introducing small dopant concentrations into bulk-heterojunctions do not

affect, or can even increase the VOC. This behavior is attributed to an increase in charge
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Figure 8.6: Characteristics of OSCs with solution-processed Y6:PIDT-T8BT (9:1 w/w) photoactive layers
for different n-doping ratios. a) shows that the current density upon n-doping the photoactive
layer is strongly reduced. Applying a negative voltage increases J . b) Upon n-doping, the
normalized SR, showing the relative SR contribution to JSC, changes - there is less contribution
in the wavelength regime in which Y6 (films) absorbs, compare with Figure 8.3.

Table 8.1: Solar cell characteristics of OSCs with solution-processed Y6:PIDT-T8BT (9:1 w/w) photoactive
layers at different dopant weight ratios. Upon n-doping VOC, JSC, FF and PCE decrease.
Reported values represent mean ± standard deviation.

DWR VOC (mV) JSC (mA cm-2) FF (%) PCE (%) N

0wt% 789 ± 2 15.1 ± 0.2 51.7 ± 0.7 6.17 ± 0.15 8

0.4wt% 683 ± 8 2.38 ± 0.18 49 ± 1.2 0.797 ± 0.081 8

0.8wt% 641 ± 7 2.01 ± 0.05 45.5 ± 0.2 0.585 ± 0.014 8

carrier concentration and mobility, as well as favorable morphological modifications [202,

212]. Optimal dopant concentrations that improve device performance were reported

to be of the order of O(10−3wt%) to O(10−2wt%) for n-dopants such as N-DMBI [202,

213]. At higher dopant concentrations, the VOC decreases strongly, which is commonly

attributed to excessive shifts in energy levels within the OSC and an increased density of

trap states [14, 214–216]. This decrease typically begins at concentrations on the order

of O(10−1wt%), corresponding to the range used to fabricate the OSCs presented in

Table 8.1 and Figure 8.6 [202, 212, 214].

Figure 8.6b shows the normalized SR (SR divided by short-circuit current) to compare

the spectral contributions to JSC. In the n-doped OSCs, most of the response is lo-

cated in the short-wavelength regime, leading to photons with wavelengths < 550 nm
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to contribute more to JSC than longer-wavelength photons. In contrast, the undoped

OSC exhibits a high SR plateau at longer wavelengths (600 nm < λ < 900 nm). This

suggests that n-doping relatively reduces the contribution to JSC in the absorption range

of Y6 while increasing the contribution in the absorption range of PIDT-T8BT. The

effect increases for higher doping weight ratios. A lower internal quantum efficiency in

the absorbance range of the acceptor was also observed when n-doping BHJ with PM6

and 3,9-bis(2-methylene-((3-(1,1-dicyanomethylene)-6,7-difluoro)-indanone))-5,5,11,11-

tetrakis(4-hexylphenyl)-dithieno[2,3-d:2’,3’-d’]-s-indaceno[1,2-b:5,6-b’]dithiophene (ITIC-

4F). Additional electrons introduced by n-doping on the acceptor may lead to a lower

exciton generation rate of the acceptor domains [216].

The short-circuit current density, JSC, is significantly reduced in the doped devices. How-

ever, applying a negative voltage increases their current density. At -3V, the current

density increases by a factor of more than two, indicating that charge carriers are generated

but require an electric field for efficient extraction. This suggests an unfavorable microstruc-

ture, which may hinder exciton separation or reduce percolation pathways for free charge

carriers. Doping alters the electrostatics of materials and can induce morphological changes

such as aggregation of the doped material [215, 217, 218]. This could also affect miscibility

with PIDT-T8BT. Moreover, simulations show that introducing n- or p-type doping into

otherwise optimized OSCs could lower JSC by increasing recombination: doping-induced

space charge concentrates the electric field near the cathode or anode interfaces but flattens

it across the bulk of the photoactive layer, where the weak field promotes recombination

[168]. In OSCs with Y6:donor photoactive layers, it has been shown that small amounts of

dopant (on the order of 10−3wt%) can improve the microstructure and increase JSC, but

higher doping concentrations reduce it [216]. In Section 8.4.3, it is observed that annealing

of these doped OSCs at higher temperatures significantly increases JSC.

8.4.2 OSCs fabricated from n-doped Y6:PIDT-T8BT dispersions

For OSCs fabricated from n-doped Y6:PIDT-T8BT dispersions, the device architecture

was identical to that described in Section 8.4.1. A volume of 0.5mL Y6:PIDT-T8BT (9:1

w/w) solution (CHCl3, 2 g L
−1) was nanoprecipitated into a beaker containing 3.5mL of

EtOH while stirring at 800 rpm. A water bath at 50 °C was employed to evaporate CHCl3

and reduce the dispersion volume to 1mL. Agglomerates were removed by centrifugation

(14,500 rpm, 2min). As examined in Section 8.2, this yields a dispersion concentration

of approximately 0.7 gL−1. For the photoactive layer, one substrate was spincoated

(1000 rpm) with 30 dynamic deposition steps and another with 40 steps, having a 20 s
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Table 8.2: OSCs with photoactive layers fabricated from Y6:PIDT-T8BT (9:1 w/w) 10wt% (N-DMBI)2
dispersions. tsteps is the number of deposition steps of the photoactive layer. The column
Treatment describes if the photoactive layer has been treated with the p-dopant F4TCNQ to
reduce the effect of n-doping in the layer (see the text for the whole process). N is the number
of devices. Reported values represent mean ± standard deviation.

tsteps Treatment VOC (mV) JSC (mA cm-2) FF (%) PCE (%) N

30 None 333 ± 11 0.54 ± 0.01 33.1 ± 0.5 0.059 ± 0.002 4

40 None 470 ± 3 0.405 ± 0.005 29.0 ± 0.1 0.055 ± 0.001 4

40 F4TCNQ 684 ± 4 1.08 ± 0.01 27.3 ± 0.1 0.202 ± 0.003 3

drying time between the deposition steps. The films were annealed at 150 °C. The other

layers of the stack are prepared as explained in Section 8.4.1. The dispersion was also

spincoated 20 times onto a glass substrate, yielding a thickness of 4.2 ± 0.15 nm per

deposition step (mean ± standard deviation), as measured with a Bruker Dektak XT

tactile profiler. Accordingly, a photoactive layer processed with 30 spincoating steps results

in a thickness of 125± 5 nm, and 40 steps yield 168± 6 nm.

Figure 8.7a shows the J-V curves of devices with nanoparticulate photoactive layers, and

Figure 8.7b presents the normalized SR. The corresponding device parameters are listed

in Table 8.2. The J-V characteristics confirm that OSCs with a photoactive layer can be

fabricated using n-doped Y6:PIDT-T8BT nanoparticle dispersions. However, the PCE

is low. Compared to the reference with photoactive layer processed from an undoped

solution in Section 8.4.1, the reduced performance arises from lower VOC, JSC, and FF.

While VOC and FF are of comparable magnitude to the reference, JSC is roughly two orders

of magnitude smaller.

Several observations indicate that Y6 remains n-doped in the nanoparticulate photoactive

layer. 1) The VOC is lower than in the solution-processed reference with undoped pho-

toactive layer, consistent with the behavior discussed in Section 8.4.1. 2) The normalized

SR closely matches that of solution-processed OSCs with n-doped photoactive layer and

differs strongly from the reference with undoped photoactive layer. 3) The organic stack

was redissolved in CHCl3 and measured by UV-Vis absorbance spectrometry (Figure 8.7).

Spectra were normalized to the Y6 concentration via the IBP position at 686 nm, where

the absorbance of Y6 in CHCl3 is independent of doping concentration (Appendix C.11).

The main absorbance peak of the redissolved film lies between those of neat Y6 and

Y6:(N-DMBI)2 (10wt%), indicating that the deposited layer remained doped. Below

650 nm, the redissolved film exhibits higher absorbance than either Y6 or Y6:(N-DMBI)2
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Figure 8.7: OSCs with photoactive layer fabricated by Y6:PIDT-T8BT (9:1 w/w) 10wt% (N-DMBI)2
dispersions. a) J-V curves. b) Normalized SR. The J-V curves and recorded SR show that it
is possible to process OSCs from n-doped Y6:PIDT-T8BT dispersions. To counteract the effect
of n-doping in the photoactive layer, a device is fabricated in which F4TCNQ solution (in
CH3CN) is deposited between dispersion deposition steps (“F4TCNQ treated”). This increases
both VOC as JSC. c) Absorbance of a redissolved OSC with photoactive layer fabricated by
dispersion compared with neat Y6, Y6 10wt% (N-DMBI)2 normalized to the Y6 concentration.
Blue shows the molar extinction coefficient of PIDT-T8BT. The Y6 peak at 730 nm has an
absorbance between the reference Y6 solution (undoped and 10wt%) which indicates that the
dopant is still nested in the OSC. In the wavelength range, in which PIDT-T8BT absorbs, the
redissolved OSC solution absorbs equally or more than the reference Y6 solutions (undoped
and 10wt%) indicating that PIDT-T8BT is incorporated into the layer.
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8 Stabilization of Y6 dispersions by n-doping and their application in organic solar cells

(10wt%), consistent with a third absorber - most likely PIDT-T8BT - which dominates in

this spectral region. An identical outcome was obtained in a control experiment where the

photoactive layer was deposited on glass.

These observations strongly suggest that (N-DMBI)2 and PIDT-T8BT remain in the

photoactive layer of the OSC. The presence of n-doping directly reduces OSC performance

by lowering VOC, JSC and FF which leads to a low efficiency.

The following paragraph addresses strategies to counteract the poor performance of

the OSCs above by deactivating or removing the dopant from the photoactive layer.

The core idea is to introduce the p-dopant F4TCNQ into the layer to neutralize the

monomeric n-dopant N-DMBI. Additional electrons from n-dopants occupy the LUMO of

Y6. When an electron-affine molecule such as F4TCNQ is introduced, electrons from the

Y6 LUMO can transfer to the F4TCNQ LUMO. Depending on the mobilities of F4TCNQ

and N-DMBI, the oppositely charged dopants may diffuse through the layer and form

dipolar charge-transfer complexes, effectively reducing their electrostatic influence. To

evaluate this approach, the device architecture was chosen to be that described above, but

the photoactive layer processing was modified as follows: The dispersion was dynamically

spin-coated (1000 rpm) 40 times. In addition, an F4TCNQ solution (0.2 g L−1 in CH3CN)

was spin-coated (1000 rpm) after every second dispersion deposition step (20 F4TCNQ

treatments in total). A delay of 20 s elapsed between each deposition step. The dispersion

was nanoprecipitated with 10wt% of (N-DMBI)2, corresponding to a nominal dopant

concentration of approximately 0.1 g L−1 in the deposited ink. Since F4TCNQ is applied

every second deposition step at 0.2 g L−1, the delivered masses per two-step cycle are of

similar magnitude. Given that the molar masses of F4TCNQ (276.15 gmol−1) and the

monomeric equivalent of N-DMBI (267.37 gmol−1) are very similar, the nominal molar

quantities of p- and n-dopant introduced during processing are comparable, assuming

similar uptake. It should be noted that the solvents differ (EtOH for the dispersion and

CH3CN for F4TCNQ), so this comparison is not an exact stoichiometric matching but

rather an estimate to verify whether the p-dopant can counteract the n-doping effect in

the layer.

Figure 8.7a presents the J-V curves of the devices treated with F4TCNQ (“F4TCNQ

treated”), while Table 8.2 summarizes the corresponding OSC parameters. The F4TCNQ

treatment significantly increases both VOC and JSC. Previously, n-doping was shown to

decrease these parameters in OSCs with solution-processed photoactive layers. Thus, the

observed increase in VOC and JSC suggests that the p-dopant helped to counteract the

effect of the n-dopant.
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Figure 8.7b compares the normalized SR of the F4TCNQ-treated OSC with that of the

previously presented untreated device (30 deposition steps). Notably, the treated device

exhibits a stronger SR at longer wavelengths, further supporting the hypothesis that

F4TCNQ reduces the influence of n-doping, which was previously shown to suppress

the response at these wavelengths (see Figure 8.6). Thus, a plausible explanation for

the improved OSC performance and increased PCE following F4TCNQ treatment is the

reduction of n-doping within the photoactive layer. However, despite these improvements,

the performance of OSC with nanoparticle-processed photoactive layers is significantly

lower than OSCs with undoped, solution-processed photoactive layers.

8.4.3 Improving OSC characteristics by annealing

Another reason for the reduced performance of OSCs with photoactive layers from nanopar-

ticle dispersions compared to OSCs with photoactive layers from solution-processed devices

is the microstructure of the nanoparticulate layers [169]. Fullerenes were shown to spa-

tially reorganize in P3HT:fullerene layers, reducing the roughness of deposited layers

from nanoparticle dispersions [81]. OSCs fabricated from PTB7:PC71BM dispersions

stabilized by F4TCNQ exhibited poor device characteristics compared to their solution-

processed counterparts. This was attributed to a potentially unfavorable microstructure

[13]. Nanoparticles tend to form a highly porous layer upon deposition, particularly in the

absence of post-processing treatments, such as annealing. The porosity of these layers can

lead to suboptimal charge transport properties and increased recombination losses. To

mitigate these issues, thermal annealing is commonly applied to promote the fusion of

individual nanoparticles, thereby reducing porosity and improving the film morphology.

The OSCs with solution-processed photoactive layers, introduced in Section 8.4.1, were

post-built annealed at 180 °C for 10 minutes. Table 8.3 presents the OSC characteristics

after post-built annealing (compare with Table 8.1 before post-annealing). The doped

devices exhibit a significant increase in JSC, FF, and PCE after post-annealing. Figure 8.8a

displays the normalized SR. After post-annealing, the spectral shape of both undoped and

doped samples becomes more similar, indicating a higher contribution to photocurrent

generation in the wavelength range corresponding to Y6 absorption.

Figure 8.8b shows post-built annealing experiments on the F4TCNQ-treated nanoparticle-

processed OSCs. The entire device stack was annealed at specific temperatures, as

indicated in the legend. Annealing at 200 °C for 2 minutes increased both JSC and FF,

while VOC remained unchanged, resulting in a peak PCE of 0.88%. This still yields

an SMCF-corrected PCE of 0.83%. This represents the highest PCE for OSCs with
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8 Stabilization of Y6 dispersions by n-doping and their application in organic solar cells

Table 8.3: Characteristics of OSC with photoactive layer processed by solution (sol.) and OSCs with
photoactive layer by nanoparticle (NP) dispersion for different annealing temperatures. Tlast

thereby describes the last annealing temperature at which either the photoactive layer during
fabricationa or the whole stackb was annealed. There are eight devices for the devices with
solution-processed photoactive layer and three devices for the nanoparticle-processed photoactive
layers. Reported values represent mean ± standard deviation.

Config. Tlast VOC (mV) JSC (mA cm-2) FF (%) PCE (%)

sol. 0wt% 180 °C, 10 minb 757 ± 1 14.4 ± 0.2 41.6 ± 0.2 4.54 ± 0.08

sol. 0.4wt% 180 °C, 10 minb 682 ± 9 13.1 ± 0.3 38.8 ± 0.7 3.5 ± 0.2

sol. 0.8wt% 180 °C, 10 minb 628 ± 7 11.1 ± 0.2 37.9 ± 0.6 2.6 ± 0.1

NP F4TCNQ 150 °C, 10 mina 684 ± 4 1.08 ± 0.01 27.3 ± 0.1 0.202 ± 0.003

NP F4TCNQ 180 °C, 10 minb 630 ± 2 2.79 ± 0.06 32 ± 0.2 0.56 ± 0.02

NP F4TCNQ 200 °C, 2 minb 630 ± 3 4.25 ± 0.03 32.5 ± 0.2 0.88 ± 0.01

NP F4TCNQ 200 °C, 10 minb 552 ± 3 4.16 ± 0.05 32.5 ± 0.2 0.75 ± 0.01

a Annealing during device fabrication after deposition of the photoactive layer.

b Annealing of the final stack.

photoactive layers deposited from n-doped organic nanoparticle dispersions in this work.

Further annealing at 200 °C for 10 minutes led to a decrease in VOC, JSC, and PCE. The

decline in performance after extended annealing may be attributed to increased activation

of previously dimerized n-dopants. As discussed earlier, (N-DMBI)2 is activated by heat.

If residual unactivated dopants remain in the layer in their dimer form, prolonged heating

at 200 °C may further enhance doping. This is supported by the experiment described

in Appendix C.12, where Y6:PIDT-T8BT layers doped with (N-DMBI)2 (10wt%) were

annealed at different temperatures, redissolved in CHCl3, and analyzed using UV-Vis

absorbance spectrometry to estimate their doping concentration.

Figure 8.9 presents AFM tapping-mode images of nanoparticle-processed layers subjected

to various annealing temperatures, alongside a reference image of a solution-processed

film. The dispersions were prepared under the same conditions as the dispersions for

OSC fabrication: a 0.5mL of a Y6:PIDT-T8BT (9:1 w/w) solution (2 g L−1, CHCl3)

was nanoprecipitated in 3.5mL EtOH under stirring (800 rpm). The solution-processed

reference layer was fabricated using the same method as the undoped reference OSC,

which achieved a PCE exceeding 6% in Section 8.4.1.

At 150 °C for 10 minutes, clusters form, but individual nanoparticles remain distinguishable.
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8.4 Organic solar cells
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Figure 8.8: a) Normalized SR of solution-processed OSC for different annealing temperatures. Annealing
changed the shape of the SR of doped devices, increasing the current in the spectral range, in
which typically Y6 (film) absorbs (Figure 8.3). By additionally annealing the doped devices at
180 °C, the shape got closer to the undoped device. b) J-V curves of one dispersion-processed
OSC by Y6:PIDT-T8BT (9:1 w/w) 10wt% (N-DMBI)2 treated with F4TCNQ for different
subsequent annealing steps (from top to bottom). Additional annealing steps increase the VOC

until 200 °C (2 min). Longer annealing at 200 °C decreases the JSC.
a Annealing during device fabrication after deposition of the photoactive layer.
b Annealing of the final stack.
c F4TCNQ treated device as shown in Figure 8.7.
d All curves result from the same device of the same substrate. Annealing processes were done
subsequently.

At 200 °C, a more continuous film is observed, where individual nanoparticles are no

longer discernible. Compared to P3HT:IC60BA nanoparticle layers, which typically fuse

between 120-150 °C [81] and are annealed at 150 °C in OSC applications, Y6:PIDT-T8BT

nanoparticles require higher annealing temperatures to achieve film formation. Despite the

reduction in roughness at higher temperatures, even after annealing at 200 °C, the film re-

mains significantly rougher than the solution-processed reference layer, with approximately

twice the surface roughness. In addition, visible voids remain in the layer, potentially

extending through its entire thickness. The solution-processed reference exhibits a uniform

nanostructure with lower height variations, whereas the annealed nanoparticle-processed

layers show agglomerated material in specific regions, forming structures on the scale

of half a micrometer. This suggests that even after high-temperature annealing, the

microstructure of the nanoparticle-processed layers does not reach the same level of

homogeneity as solution-processed films.

In summary, this work demonstrates the fabrication of organic solar cells whose photoac-
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8 Stabilization of Y6 dispersions by n-doping and their application in organic solar cells
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Figure 8.9: AFM tapping-mode images of nanoparticle-processed layers from Y6:PIDT-T8BT (9:1, w/w)
10wt% (N-DMBI)2 dispersions at different annealing temperatures and a solution-processed
reference layer from Y6:PIDT-T8BT (9:1, w/w) annealed at 150 °C. The root mean square
roughnesses in height (evaluated over the whole area, 2× 2µm2) are a) 18.3 nm, b) 11.1 nm, c)
10.2 nm, d) 8.74 nm and e) 4.14 nm. The recordings and decrease in roughness show the fusing
of nanoparticles by annealing. The roughness of the solution-processed reference cannot be
reached via annealing of the nanoparticle-processed layers.

tive layers are processed from n-doped, electrostatically stabilized organic nanoparticle

dispersions. The power conversion efficiency corrected by the spectral mismatch correction

factor exceeds 0.8% which demonstrates the viability of this novel ink-based processing

approach. Nevertheless, residual doping in the deposited layers and indications of a

non-optimized microstructure suggest considerable room for further optimization.
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9 Conclusion

This work advances both the fundamental understanding and practical implementation

of molecular doping in organic semiconductors and nanoparticle dispersions. The main

objectives were: (i) To investigate how local electrostatic interactions of integer charge

transfer complexes (ICTCs) determine their binding energy and, in turn, charge transport

in organic semiconductors. (ii) To develop a method for quantifying the polaron yield

efficiency (PYE) from dopants in electrostatically stabilized dispersions, i.e. the actual

number of charges transferred between the dopant and the host vs. the maximum number of

charges available for transfer. (iii) To investigate whether organic nanoparticle dispersions

can be stabilized by introducing negative surface charges through n-doping, and whether

such n-doped dispersions are suitable for processing the photoactive layers of organic

solar cells (OSCs). In addition, to explore organic photodetectors architectures based on

nanoparticle-processed layers and benchmark them against state-of-the-art devices.

Computational modeling of doped organic semiconductor layers revealed that the quadrupole

moment of the dopant can significantly influence charge carrier mobility, potentially by

over two orders of magnitude. An estimator was developed to describe the ICTC binding

energy VC based on the dopant multipoles and host partial charges. This allows the

calculation of VC across a statistically relevant number of ICTCs. The orientation be-

tween nearby host and dopant molecules was identified as a key factor in the so-called

short-range overscreening effect, where |VC(r)| is lower than expected from the commonly

used monopole (point-charge) Coulomb approximation. This effect leads to a particularly

strong influence of the anionic quadrupole moment component of the dopant perpendicular

to the molecular plane. By tuning this component, VC and charge carrier mobility can be

systematically adjusted. Additionally, it was shown that VC disorder, i.e., variations in

ICTC binding energy within a semiconductor, has a measurable impact on charge transport

properties. Since the ICTC binding energy is a key metric for assessing host–dopant

compatibility, this approach provides an efficient and reliable means to systematically

evaluate doping performance and to support the rational in-silico design of materials for

doped organic semiconductors.
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9 Conclusion

A method was developed to determine the PYE in doped dispersions using the isosbestic

absorbance points of the dopant. This approach has the advantage of not requiring host

absorbance spectra, enabling faster analysis of stabilized dispersions with different host

materials. Once the relationship between polaron absorbance and polaron concentration is

established for a given host material, PYE can be determined from the polaron absorbance

for various dopants and at different dispersion concentrations. The facileness of this

method makes it applicable to other organic semiconductor systems with high dopant

concentrations, provided the concentration and molar absorption properties of the dopant

are known. The findings contribute to understanding the stability of organic nanoparticle

dispersions and identifying factors that influence their stabilization. This method is easy to

implement and cost-effective, making it suitable for broader use, including high-throughput

screening.

Organic photodetectors (OPDs) based on nanoparticle (NP) dispersions were shown to

achieve detectivities comparable to state-of-the-art OPDs. They also surpass previously

reported OPDs using the same photoactive layer composition (P3HT:PC71BM) or similar

architectures (P3HT:PC61BM) [100, 106–108, 111]. Since P3HT is a well-established and

cost-effective material, and NP dispersions allow fabrication with reduced use of harmful

solvents, this approach presents an alternative for processing OPDs. Additionally, NP-

based processing enables the formation of thicker films, which reduces shunting pathways

and can enhance detectivity. The study also explored the introduction of electron blocking

layers (EBLs) via NP dispersions. While PTAA was tested as an EBL without success,

the ability to introduce such interlayers through NP processing could be valuable for other

material systems.

OSCs were fabricated with photoactive layers processed from organic nanoparticle disper-

sions stabilized by n-doping. It was demonstrated that stable nanoparticle dispersions

can be synthesized from n-doped Y6, with an electrophoresis experiment confirming that

the nanoparticles carry a negative charge. Additionally, the polymer PIDT-T8BT was

successfully co-stabilized with Y6, enabling the formation of n-doped acceptor-donor

dispersions. The dispersion concentrations achieved were sufficient for processing organic

semiconductor devices. As a proof of concept, the dispersions were used as inks for fabri-

cating bulk-heterojunction OSCs, yielding a power conversion efficiency of 0.8%. Notably,

this was achieved using ethanol as an eco-friendly dispersion medium, whereas previous

studies on Y6:PIDT-T8BT typically relied on dissolving the materials in environmentally

harmful solvents for depositing the photoactive layer [211, 219]. However, the deposited

layers remained doped, and there were indications of a nonoptimized microstructure,

suggesting room for further improvements. These results open a new route of processing
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organic semiconductors as nanoparticle dispersions, with the potential to extend the range

of semiconductors that can be accessed beyond those accessible by p-doping.

In summary, the field of doping organic electronics and organic nanoparticles was advanced

by achieving the above goals. The improvement of a computational workflow to predict

macroscopic properties of doped organic materials and the method development of a

UV-Vis spectrometry method to determine the PYE form important utilities to be used

by other researchers. Both of these advancements could also help either computational

or experimental high-throughput screening to automatically drive the research of new

material combinations of doped materials. Organic photodetectors with photoactive layers

from nanoparticle dispersions having detectivities comparable to state-of-the-art photode-

tectors provide an eco-friendly alternative to today’s conventional devices. The findings on

short-range overscreening as a means to tune mobility, together with the demonstration of

the photoactive layer of OSC fabricated from n-doped nanoparticle dispersions, provide

promising directions for future research, particularly regarding fabrication routes and

improved control of charge transport in organic optoelectronic devices.
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A Materials

Donors

• P3HT (Rieke Metals), regioregularity ≥ 90%, 4002-EE, Mw = 50-70 kg/mol

Poly(3-hexylthiophene-2,5-diyl)

• PTB7 (1-Material)

(poly[[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b′]dithiophene-2,6-diyl][3-fluoro-2-

[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl]]

• PIDT-T8BT (Mats R. Andersson, Flinders Institute for Nanoscale Science and

Technology, Flinders University, Bedford Park, Australia)

Poly[2,1,3-benzothiadiazole-4,7-diyl(4-hexyl-2,5-thiophenediyl)[4,4,9,9-tetrakis(4-hexylphenyl)-

4,9-dihydro-s-indaceno[1,2-b:5,6-b′]dithiophene-2,7-diyl](3-hexyl-2,5-thiophenediyl)]

• J71 (Ossila)

Poly[[5,6-difluoro-2-(2-hexyldecyl)-2H-benzotriazole-4,7-diyl]-2,5-thiophenediyl[4,8-

bis[5-(tripropylsilyl)-2-thienyl]benzo[1,2-b:4,5-b’] dithiophene-2,6-diyl]-2,5-thiophenediyl]

• PM6 (1-Material)

Poly[(2,6-(4,8-bis(5-(2-ethylhexyl-3-fluoro)thiophen-2-yl)-benzo[1,2-b:4,5- b’]dithiophen))-

alt-(5,5-(1’,3’-di-2-thienyl-5’,7’-bis(2-ethylhexyl)benzo[1’,2’-c:4’,5’- c’]dithiophen-4,8-

dion)] also known as PBDB-T-2F

• PTQ10 (1-Material)

poly[(thiophene)-alt-(6,7-difluoro-2-(2-hexyldecyloxy)quinoxaline)]

Acceptors

• Y6 (1-Material)

2,2′-((2Z,2′Z)-((12,13-bis(2-ethylhexyl)-3,9-diundecyl-12,13-dihydro-[1,2,5]thiadiazolo[3,4-

e]thieno[2′,3′′:4′,5′]thieno[2′,3′:4,5]pyrrolo[3,2-g]thieno[2′,3′:4,5]thieno[3,2-b]indole-

2,10-diyl)bis(methanylylidene))bis(5,6-difluoro-3-oxo-2,3-dihydro-1H-indene-2,1-diylidene))dimalo-

nonitrile
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A Materials

• PC71BM (Lumtec)

[6, 6]phenyl-C71-butyric acid methyl ester

Dopants

• F4TCNQ (Ossila)

2,3,5,6-Tetrafluoro-7,7,8,8-tetracyanoquinodimethane

• (RuCp*mes)2 (Seth R. Marder, School of Chemistry and Biochemistry, and Center

for Organic Photonics and Electronics, Georgia Institute of Technology, Atlanta,

USA)

pentamethylcyclopentadienyl mesitylene ruthenium dimer (pentamethylcyclopentadienyl)(1,3,5-

trimethylbenzene)ruthenium dimer

• (N-DMBI)2 (Seth R. Marder, School of Chemistry and Biochemistry, and Center for

Organic Photonics and Electronics, Georgia Institute of Technology, Atlanta, USA)

(pentamethylcyclopentadienyl)(1,3,5-trimethylbenzene)ruthenium dimer

• CoTFSI3 (greatcellsolar)

bis(2,6-di(1H-pyrazol-1-yl)pyridine)cobalt tri[bis(trifluoromethane)sulfonimide

• CoTFSI2 (greatcellsolar)

(2,6-di(1H-pyrazol-1-yl)pyridine)cobalt(II) di[bis(trifluoromethane)sulfonimide]

Others

• PTAA (Sigma-Aldrich)

poly[bis(4-phenyl)(2,4,6-trimethylphenyl)amine]

• TAZ (Lumtec)

3-phenyl-4(1′-naphthyl)-5-phenyl-1,2,4-triazole

• Zinc oxide (ZnO) as nanoparticle dispersion (1wt% butanol), synthesized according

to [220]

• PEDOT:PSS (Heraeus, VP AI 4083)

Poly(3,4-ethylenedioxythiophene):Polystyrene sulfonate

• Li+TFSI−1 (Alfa Aesar)

Lithium bis(trifluoromethanesulfonyl)imide
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B Acronyms

a.u. Arbitrary unit

AFM Atomic force microscopy

AM Air mass

BF-DPB N4,N4’-Bis(9,9-dimethyl-9H-fluoren-2-yl)-N4,N4’-diphenyl-

biphenyl-4,4’-d iamine

C60 Buckminster fullerene with 60 carbon atoms

C8-BTBT 2,7-dioctyl[1]benzothieno[3,2-b][1]benzothiophene

Ca Calcium

CB Chlorobenzene

CDFT Constrained density functional theory

CH3CN Acetonitrile

CHCl3 Chloroform

COB Chip-on-board

CNT Classical nucleation theory

DIR Dopant ionization ratio

DLS Dynamic light scattering

DLVO Derjaguin-Landau-Verwey-Overbeek

DMSO Dimethyl sulfoxide

DMR Dopant molar ratio

DUT Device under test

DWR Dopant weight ratio
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B Acronyms

DFT Density functional theory

DS Deposition step

EA Electron affinity

EQE External quantum efficiency

ETL Electron transport layer

EtOH Ethanol

F6TCNNQ 1,3,4,5,7,8-hexafluorotetracyanonaphthoquinodimethane

FF Fill factor

HTL Hole transport layer

HOMO Highest occupied molecular orbital

IBP Isosbestic point

ICBA Indene-C60 bisadduct

ICTC Integer charge transfer complex

IP Ionization potential

ITO Indium tin oxide

LCAO Linear combination of atomic orbitals

LED Light-emitting diode

LUMO Lowest unoccupied molecular orbital

MeO-TPD N,N,N’,N’-Tetrakis(4-methoxyphenyl)benzidine

MM Molecular mechanics

MPP Maximum power point

NEP Noise-equivalent power

NP Nanoparticle

NPB N,N′-Di(1-naphthyl)-N,N′-diphenyl-(1,1′-biphenyl)-4,4′-diamine

NSD Noise spectral density
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OLED Organic light-emitting diodes

OPD Organic photodiode

OSC Organic solar cell

PC61BM [6,6]phenyl-C61-butyric acid methyl ester

PCE Power conversion efficiency

P(NDI20D-T2) Poly[N,N′-bis(2-octyldodecyl)-naphthalene-1,4,5,8-

bis(dicarboximide)-2,6-diyl]-alt-thiophene-2,5-diyl

PBDB-T Poly[(2,6-(4,8-bis(5-(2-ethylhexyl)thiophen-2-yl)-benzo[1,2-

b:4,5-b’]dithiophen))-alt- (5,5-(1’,3’-di-2-thienyl-5’,7’-bis(2-

ethylhexyl)benzo[1’,2’-c:4’,5’-c’]dithiophen-4,8- dion)]

PDI Polydispersity index

PESA Photoelectron spectroscopy in air

PHJ Planar heterjunction

PSD Power spectral density

PTB7-Th Poly[4,8-bis(5-(2-ethylhexyl)thiophen-2-yl)benzo[1,2-b;4,5-

b’]dithiophen-2,6-diyl-alt- (4-(2-ethylhexyl)-3-fluorothieno[3,4-

b]thiophen-)-2-carboxylat-2-6-diyl)]

PYE Polaron yield efficiency

QM/MM Quantum mechanics/molecular mechanics

RDF Radial distribution function

SA Simulated annealing

SMCF Spectral mismatch calculation factor

SMU Source measure unit

SNR Signal-to-noise

SR Spectral response

SSP Sequentially solution-processed

TCNQ Tetracyanoquinodimethane
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B Acronyms

UV-Vis Ultraviolet-visible
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C Supporting data and derivations

Controlling charge transport by tuning the electrostatics of p-doped
organic semiconductors

This section is based on work previously published in Armleder et al. [22]. The results are

included here as part of the dissertation.

Table C.1: Quadrupole tensor Q components computed by for cationic host molecules (+1 e): NPB,
MeO-TPD, BF-DPB and anionic dopant molecules (-1 e): TCNQ, F4TCNQ, F6TCNNQ. The
conformation of the molecules was relaxed (with the respective additional charge) with DFT
(def2-SVP and BP86), for these conformations the quadrupole moments were computed using
DFT (def2-QZVP and PBE). The simulations were conducted by Jorge Enrique Olivares Peña
[22].

Q in (e20a0) NPB+ TCNQ− F4TCNQ
− F6TCNNQ

− MeO-TPD+ BF-DPB+

Qxx 66.548 -39.897 -43.446 -68.215 92.383 103.122

Qyy -24.344 8.338 6.657 17.236 -23.580 -58.729

Qzz -42.204 31.559 36.788 50.980 -68.803 -44.393

Qxy -7.107 0.000 -0.001 -2.799 9.237 -38.379

Qxz 19.825 0.000 0.000 -0.000 3.649 -0.068

Qyz 1.040 0.000 0.000 -0.000 -1.177 -0.144
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C Supporting data and derivations

Table C.2: Simulation parameters of kinetic Monte Carlo simulations with the hosts NPB, BF-DPB and
MeO-TPD. The densities of the simulated morphologies are calculated by the summed element
masses divided by the respective volume. The density of NPB fits well to the experiment, for
the other materials a deviation below 12% is observed. The experimental mobilities for the
materials BF-DPB and MeO-TPD are used to fit the disorder of the host charge transport
level (in intrinsic systems without doping), see Appendix C.2 and C.3. These are given in the
row below. The reorganization energies are calculated for molecules in vacuum by the Nelson’s
four-point procedure, see 3.2.2. The dielectric permittivity ϵr is determined as described in
3.2.3.

Property NPB BF-DPB MeO-TPD

Density of simulated
morphologies (g/cm3)

1.13 1.075 1.11

Experimental density
(g/cm3)

1.14[140] 1.21[140] 1.2[221]

Experimental mobility
(cm2/(Vs))

- 5.7 · 10−5[149] 2.3 · 10−5 [149]

Disorder of the
hole charge transport levels
(eV) (σIP, host)

0.093[144] 0.105 0.118

Reorganization energy
of electrons (eV) (vacuum)
(λelectron)

0.148 0.247 0.612

Reorganization energy
of holes (eV) (vacuum)
(λhole)

0.282 0.207 0.211

Relative dielectric
permittivity (ϵr)

2.730 3.267 3.100
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Figure C.1: Simulated conductivity and mobility of the systems BF-DPB and MeO-TPD doped with
F6TCNNQ as described in Section 5.4. Here, VC is estimated by point-charge, i.e. host and
dopant are treated as oppositely charged monopoles that interact via Coulomb interaction.
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Figure C.2: a) Determination of zero-field mobilities from kMC simulations for undoped BF-DPB with
parameters given in Appendix C.2. b) The disorder is fitted to the experimental mobility of
intrinsic BF-DPB [149].
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Figure C.3: a) Determination of zero-field mobilities from kMC simulations for undoped MeO-TPD with
parameters given in Appendix C.2. b) The disorder is fitted to the experimental mobility of
intrinsic MeO-TPD [149].
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Figure C.4: Orientations of the molecules used in Section 5. a) NPB, b) F6TCNNQ, c) F4TCNQ, d)
TCNQ, e) BF-DPB and f) MeO-TPD. Visualization adapted from Armleder et al. [22],
licensed under CC BY 4.0; modified by the author.
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Table C.3: Dopant molar ratios of the simulated host-dopant systems, BF-DPB:F6TCNNQ and MeO-
TPD:F6TCNNQ, with the used difference in IP of the host and EA of the dopant (∆IPh,EAd

).

BF-DPB:F6TCNNQ MeO-TPD:F6TCNNQ

DMR (mol%) ∆IPh,EAd
(eV) DMR (mol%) ∆IPh,EAd

(eV)

0.994 0.629 0.4 0.534

2.002 0.630 1.236 0.529

3.872 0.630 2.349 0.523

5.851 0.631 3.623 0.516

9.425 0.659 4.474 0.511

14.523 0.698 5.547 0.522

18.209 0.726 7.146 0.538

26.050 0.787 14.838 0.617

33.093 0.841 22.694 0.698
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Figure C.5: Mobilities corresponding to the simulations with the conductivities shown in Figure 5.8.
Simulations with only partly converged replicas (3 day convergence time limit) are marked
by a red circle describing an upper limit since simulations with higher mobility generally
converge faster.
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Determination of the polaron yield efficiency in organic dispersions from
the deconvolution of UV-Vis absorbance spectra

C.0.1 Derivation of PYE estimator

The total dopant absorbance Adopant(λ) is given by the superposition of the neutral species

A0
dopant(λ) and the anionic species A−

dopant(λ), as shown in Equation 6.4. The Beer-Lambert

law is applied to express Adopant(λ) in terms of the known molar extinction coefficients

ε0dopant and ε
−
dopant and the corresponding (unknown) concentrations of the neutral and

anionic dopant species, c0dopant and c
−
dopant, respectively.

Adopant(λ) = A−
dopant(λ) + A0

dopant(λ) = c−dopant · l · ε
−
dopant(λ) + c0dopant · l · ε0dopant(λ). (C.1)

Using Equations 6.5 and 6.6 leads to:

Adopant(λ) = l ·DIR · cdopant · (ε−dopant(λ)− ε
0
dopant(λ)) + l · cdopant · ε0dopant(λ). (C.2)

Solving for DIR yields:

DIR(λ) =
Adopant(λ)− l · cdopant · ε0dopant(λ)
l · cdopant · (ε−dopant(λ)− ε0dopant(λ))

. (C.3)

Together with c−dopant = DIR · cdopant, Equation C.2 is solved as:

c−dopant(λ) =
Adopant(λ)− l · cdopant · ε0dopant(λ)

l · (ε−dopant(λ)− ε0dopant(λ))
. (C.4)

C.0.2 PYE from polaron absorbance - error considerations

Once the molar extinction coefficient of the polaron absorbance of the host molecule is

found, it can be used to calculate The error of the PYE calculated by the linear regression

model (Equation 6.8) is given by:

σPYE =
σc+host
cdopant

, (C.5)

where σc+host
is the error of the polaron absorbance.

c+host =
1

l · ε+host
(Apolaron − Aoffset). (C.6)
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C Supporting data and derivations

Using error propagation as an estimate for the error leads to:

σc+host
=

1

l · ε+host
(Apolaron −Aoffset)

√√√√√√√√
(

1

ε+host
σε+host

)2

+ 2 · 1

(Apolaron −Aoffset)

1

ε+host
σε+host,Aoffset

+

(
1

Apolaron −Aoffset
σAoffset

)2

(C.7)

Inserting Equation C.6 yields the relative error on σc+host
:

σc+host
c+host

=

√(
1

ε+host
σε+host

)2

+ 2 · 1

(Apolaron − Aoffset)

1

ε+host
σε+host,Aoffset

+

(
1

Apolaron − Aoffset

σAoffset

)2

.

(C.8)

Inserting this into Equation C.5 and using the definition of DE yields the relative error on

the DE:

σDE

DE
=

√(
1

ε+host
σε+host

)2

+ 2 · 1

(Apolaron − Aoffset)

1

ε+host
σε+host,Aoffset

+

(
1

Apolaron − Aoffset

σAoffset

)2

.

(C.9)

Equations C.8 and C.9 show that the relative error of c+host and DE will decrease with

increasing Apolaron, and it will saturate to the following values:

σc+host
c+host

=

√(
1

ε+host
σε+host

)2

,
σDE

DE
=

√(
1

ε+host
σε+host

)2

. (C.10)

These values depend only on the measurements of the polaron band. The errors do not

depend on the host-dopant ratio as in the UV-Vis deconvolution method. Hence, a low

error can be achieved by having a high polaron absorbance, i.e., a dispersion with a small

DMR but a high host concentration.
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Figure C.6: a) Absorbance spectra of CoTFSI3 obtained after mimicking the nanoprecipitation process
described in Section 6.1.3, but without a host polymer, in order to examine whether the
dopant remains inert to the solvents during nanoprecipitation. The dopant was first dissolved
at a high concentration (30 gL−1) in CH3CN and subsequently added to CHCl3, thereby
mimicking the doping of the host polymer in CHCl3. A volume of 0.5mL of this dopant
solution in CHCl3 was then injected, under stirring and illumination, into 3.5mL of either
CH3CN or EtOH. Afterwards, the total volume was reduced to 1mL. The process parameters
were identical to those described in Section 6.2.1, except that no J71 host was used. The
amount of dopant corresponds to the quantity typically used for doping a host polymer at
approximately O(10wt%). b) Relative occurrences of the dopant species after the process,
determined by fitting the spectra from panel a) with reference spectra of the neutral and
anionic dopant species (see Figure C.7 for the spectra in CH3CN). The results indicate that
CoTFSI3 is not inert during nanoprecipitation into EtOH, in contrast to its behavior during
nanoprecipitation into CH3CN.
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Figure C.7: Molar extinction coefficient of the neutral and anionic CoTFSI3 recorded in CH3CN.

Table C.4: Processing parameters of OSCs in Section 6.3.2. Spincoating volume is the volume of solution
or dispersion used in the spincoating process with the rotational speed vR for a period of time
tR, followed by an annealing step at temperature TA for a period of time tA.

Material Spincoating volume (µL) vR (min−1) tR (s) TA (°C) tA (min)

PEDOT:PSS 80 5000 30 150 10

J71:Y6 dispersions 40 1000 20 180 10

J71:Y6 solution 50 1400 30 180 10

ZnO 50 2000 40 120 10
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Figure C.8: External quantum efficiency of J71:Y6 OSCs with photoactive layer fabricated from nanopar-
ticle dispersion and solution as described in Section 6.3.2. cS is the concentration of the
semiconductor solution used for the nanoprecipitation and DS the number of deposition steps.

Organic photodiodes processed from nanoparticle dispersions

Table C.5: Dark currents, JD, and specific detectivities, D∗, of P3HT:PC61/71BM OPDs in the literature.

Photoactive layer EBL HBL JD (mA/cm2) D∗ (1012 Jones) Literature

P3HT:PC71BM - - 2.0 · 10−4 1.2a [106]

P3HT:PC61BM - - 5.0 · 10−6 7.0a [111]

P3HT:PC61BM poly-PT - 2.5 · 10−5 2.2a [108]

P3HT:PC61BM - TAZ 4.5 · 10−5 3.0a [107]

P3HT:PC61BM - C60 1.3 · 10−5 2.4b [100]

a Shot noise limited specific detectivity.

b Specific detectivity based on measured noise density.
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Figure C.9: OSCs fabricated with the architecture ITO/HTL/P3HT:PC71BM/Ca/Ag, varying the electron
blocking layer: no EBL and three different PTAA thicknesses. The photoactive layer was
processed from nanoparticle dispersion. The dark current density is shown at a bias voltage
of -1V and -3V. The lowest dark current is observed in a device without an EBL, indicating
no improvement from PTAA. Additionally, OPDs with PTAA exhibit significant variation in
the dark current.

Stabilization of Y6 dispersions by n-doping and their application in
organic solar cells
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Figure C.10: Molar extinction coefficients of Y6, Y6 doped with (N-DMBI)2 (10wt%) and PIDT-T8BT
in CHCl3.
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Figure C.11: Absorbance spectra of Y6 upon n-doping with (N-DMBI)2.
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Figure C.12: Absorbance spectra of Y6:PIDT-T8BT doped with (N-DMBI)2 (10wt%) layers annealed
at different temperatures, dissolved in CHCl3. Reference spectra of Y6 and Y6:(N-DMBI)2
solutions in CHCl3 are included for comparison. While annealing at 150 °C did not change
the absorbance spectrum compared to not annealed layers, annealing at 200 °C shifts the
main peak of the redissolved Y6:(N-DMBI)2 layer downwards indicating an increase of doping
in the layer. This could be attributed to residual unactivated dopants that remained in the
layer in their dimer form and are activated by layer annealing of 200 °C but not 150 °C.
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Korreferats bedanken sowie dafür, dass er mich direkt nach meiner Masterarbeit in seine
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