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Abstract

Computational chemistry has demonstrated its ability to provide insightful mechanical data in the study of biomolecules.
However, it still faces challenges in describing the complexity of these systems and overcoming the limits due to their size.
QM/MM multiscale approaches, combining quantum mechanical descriptions of chemical reactions with classical force fields
for the environment, are powerful tools for protein chemical properties and reactivity, especially when coupled with enhanced
sampling methods.

In this PhD work, these methods are applied to proton-coupled electron transfer (PCET) reactions, crucial in systems ranging
from photosynthesis to radical catalysis. We developed a QM/MM protocol combined with metadynamics simulations and
applied it to biomimetic peptides. To reduce computing cost, the QM region is treated using the semi-empirical DFTB3
method. The proton transfer collective variable (CV) was biased during metadynamics simulations, while the electron transfer
CV was analyzed in post-processing. Free energy surfaces yielded mechanistic and thermodynamic insights such as reaction
free energy barriers, enabling the systematic investigation of the influence of different PCET partners (radical tyrosine with
histidine, tryptophan, or tyrosine), different configurations, solvent exposure, and protein embedding.

Thanks to efficient sampling, our protocol was applied to proteins. Photolyases and cryptochromes share a photoactivation
process where a flavin derivative is reduced by a tryptophan triad. Experiments suggest that in class II photolyase from archaea
Methanosarcina mazei (MmCPDII) and in animal-like cryptochrome from green alga Chlamydomonas reinhardtii (CraCRY),
a tyrosine acts as the terminal electron donor. Our method identified a multiple-partner PCET mechanism in MmCPDII where
tryptophan accepts the electron and histidine the proton, while in cryptochrome, water-mediated deprotonation followed by
PCET between the tryptophan radical and tyrosine is likely. We successfully demonstrate that the close residues impact the
nature of the PCET mechanism.

Despite the protocol’s advantages, limitations remain in the description of the electron transfer CV. To address this, we
applied a bias potential to the electron transfer using a DFTB version in which coupled-perturbed (CP) equations are imple-
mented. As solving these equations is computationally costly, we demonstrate that restricting the calculations to a subset of
MM atoms via a cutoff reduces cost, thereby enabling application to the biomimetic peptides. This development paves the
way to a more consistent protocol, allowing a better description of the electron behavior.

In addition, QM/MM-based simulations were also used to study the spectroscopic properties of retinylidene proteins. We
present a machine learning approach where retinal chromophores (11-cis and all-trans) were simulated in various solvents
and ion environments to generate diverse electrostatic conditions mimicking proteins. Excited state calculations on simulation
snapshots using different QM methods provided training data for a neural network, which then predicted absorption spectra
from protein simulations.

Finally, we focus on the channelrhodopsin (ChR) Chrimson, highlighting how active site structure, counterion arrangement,
and hydrogen bonding networks tune retinal absorption. Hybrid quantum mechanics/molecular mechanics (QM/MM) simu-
lations of models with varying protonation states of titrable residues, followed by excited-state calculations, reveal a highly
flexible active site. We identify that hydrogen bonding between counterions contributes to Chrimson’s uniquely red-shifted
absorption.






Résumeé

La chimie computationnelle s’est révélée une méthode de choix pour I’étude des mécanismes chimiques a 1’ceuvre dans les
biomolécules. Cependant, des défis restent encore a relever pour décrire la complexité de ces systemes et dépasser les limites
associées a leur taille. Les approches multi-échelles QM/MM (combinant des descriptions au niveau quantique des réactions
chimiques avec des champs de force classiques pour I’environnement), alliées a des méthodes d’échantillonnage renforcé,
s’averent étre des outils pertinents pour la détermination des propriétés chimiques et de la réactivité des protéines.

Dans ce travail de doctorat, ces méthodes sont appliquées aux réactions de transferts couplés d’électron-proton (PCET),
cruciales dans des systemes allant de la photosyntheése a la catalyse des radicaux. Nous avons mis au point un protocole
QM/MM combiné a des simulations de métadynamique et I’avons appliqué a des peptides biomimétiques. Pour réduire les
colts de calcul, la région QM est traitée au niveau semi-empirique DFTB3. La variable collective (CV) de transfert de proton
est biaisée, tandis que la CV de transfert d’électron est analysée en post-traitement. Les surfaces d’énergie libre ont fourni
des informations mécanistiques et thermodynamiques telles que les barrieres d’énergie libre de réaction, permettant ainsi une
étude systématique de I'influence de différents partenaires impliqués, de leurs différentes configurations, de 1’exposition au
solvant ou de I’environnement protéique.

Grace a un échantillonnage efficace, notre protocole a pu étre appliqué a d’autres protéines. Les photolyases et les cryp-
tochromes partagent un processus de photoactivation dans lequel un dérivé de flavine est réduit par une triade de tryptophanes.
Des expériences suggerent que dans la photolyase de classe Il de Methanosarcina mazei (MmCPDII) et le cryptochrome de
type animal de Chlamydomonas reinhardtii (CraCRY), une tyrosine joue le rdle de donneur d’électron terminal. Notre méth-
ode a permis d’identifier un mécanisme de PCET a partenaires multiples dans le MmCPDII, tandis que dans le cryptochrome,
une déprotonation via une chaine de molécules d’eau suivie d’'un PCET entre le tryptophane radicalaire et la tyrosine est
probable. Nous démontrons donc avec succes que les acides aminés proches ont un impact sur la nature du mécanisme de
PCET.

Malgré les avantages de ce protocole, des limitations subsistent dans la description du transfert d’électron. Pour y remédier,
nous avons appliqué un potentiel de biais au transfert d’électron en utilisant une version de la méthode DFTB dans laque-
lle les équations a perturbation couplée (CP) sont implémentées. La résolution de ces équations étant coliteuse en termes
de calcul mais nous démontrons que la restriction des calculs a un sous-ensemble d’atomes MM réduit le colit, ce qui per-
met 1’application aux peptides biomimétiques. Ce développement ouvre la voie a un protocole permettant une meilleure
description du comportement des électrons.

Des simulations basées sur QM/MM ont également été utilisées pour étudier les propriétés spectroscopiques des protéines
rétinylidénes. Nous présentons une approche d’apprentissage automatique dans laquelle des chromophores rétiniens (11-cis
et tout-trans) ont été simulés dans différents solvants et environnements ioniques afin de générer diverses conditions électro-
statiques imitant les protéines. Les calculs de I’état excité sur des instantanés de simulation utilisant différentes méthodes
QM ont fourni des données d’entrainement pour un réseau neuronal, qui a ensuite prédit des spectres d’absorption a partir de
simulations de protéines.

Enfin, nous nous concentrons sur la channelrhodopsine Chrimson. Les simulations QM/MM de modeles avec différents états
de protonation des résidus titrables, suivies de modélisations de 1’état excité, révelent un site actif tres flexible. La liaison
hydrogene entre les contre-ions contribue a I’absorption décalée vers le rouge observée uniquement dans cette protéine.
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Zusammenfassung

Die computergestiitzte Chemie hat sich als wertvolles Instrument erwiesen, um aufschlussreiche mechanistische Einblicke
in Biomolekiilen zu gewinnen. Dennoch bestehen weiterhin Herausforderungen, die Komplexitit dieser Systeme adidquat
zu beschreiben und die durch ihre Systemgrofe gesetzten Grenzen zu iiberwinden. QM/MM-Multiskalenansitze, bei denen
chemische Reaktionen quantenmechanisch beschrieben werden und die Umgebung mit klassischen Kraftfeldern modelliert
wird, bieten hierfiir ein besonders leistungsfihiges Werkzeug, insbesondere in Kombination mit Methoden, die eine um-
fassende Erkundung der Konformationslandschaft ermoglichen.

In dieser Dissertation werden Protonen-gekoppelte Elektronentransferreaktionen (PCET) untersucht, die von zentraler Be-
deutung fiir Prozesse wie Photosynthese und Radikalkatalyse sind. Dafiir wurde ein QM/MM-Protokoll in Kombination mit
Metadynamik entwickelt und auf biomimetische Peptide angewendet. Um den Rechenaufwand zu reduzieren, kam fiir die
QM-Region die semi-empirische DFTB3-Methode zum Einsatz. Wihrend der Simulation wurde die Reaktionskoordiante
des Protonentransfers gezielt beeinflusst, um die Konformationslandschaft besser zu erkunden. Der Elektronentransfer wurde
jedoch erst in der Nachbearbeitung analysiert. Die resultierenden freien Energieflichen liefern mechanistische und thermo-
dynamische Einblicke, darunter Reaktionsbarrieren. Dies ermoglicht eine systematisch Analyse des Einflusses verschiedener
PCET-Partner (radikales Tyrosin mit Histidin, Tryptophan oder Tyrosin), unterschiedlicher Konfigurationen und des Ein-
flusses des Losungsmittels oder der Proteinumgebung.

Dank Methoden wie Metadynamik, die die Konformationslandschaft effizient erkunden, konnte das Protokoll auch auf
Proteine angewendet werden. Photolyasen und Cryptochrome durchlaufen einen dhnlichen Photoaktivierungsprozess, bei
dem eine Tryptophan-Triade ein Flavin-Derivat reduziert. Experimentelle Befunde deuten darauf hin, dass in der Klasse-
[I-Photolyase aus der Archae Methanosarcina mazei (Mm-CPDII) und im tierdhnlichen Cryptochrome der Alge Chlamy-
domonas reinhardtii (CraCRY) ein Tyrosin-Rest die Rolle als terminalen Elektronendonors iibernimmt. Unsere Methode
identifiziert in MmCPDII einen PCET-Mechanismus mit mehreren Partnern, bei dem das Elektron vom Tryptophan und das
Proton vom Histidin aufgenommen wird. In CraCRY hingegen spricht vieles fiir eine Deprotonierung in Wasser, das in naher
Umgebung ist, gefolgt von einem PCET zwischen dem Tryptophanradikal und Tyrosin. Es wird gezeigt, dass benachbarte
Aminoséurereste die Art des PCET-Mechanismus entscheidend beeinflussen.

Trotz der Vorteile des Protokolls bestehen weiterhin Einschrinkungen bei der Beschreibung des Elektronentransfers. Um
dem entgegenzuwirken, wird auch die Reaktionskoordinate des Elektronentransfers beeinflusst. Das wird ermoglicht durch
die Nutzung einer DFTB Version, bei der gekoppelte Storungsgleichungen gelost werden. Da die Losung dieser Gleichungen
rechenintensiv ist, wird gezeigt, dass eine Beschrinkung der Berechnungen auf eine reduzierte Anzahl an MM-Atomen den
Rechenaufwand deutlich reduzieren kann. Somit wird die Anwendung der Methode auf biomimetische Peptide ermoglicht.
Diese Entwicklung ebnet den Weg fiir ein konsistenteres Protokoll mit einer verbesserten Beschreibung des Elektronenver-
haltens.

Zusitzlich wurden QM/MM-basierte Simulationen genutzt, um spektroskopische Eigenschaften von Retinalproteinen zu un-
tersuchen. Es wird eine Methode vorgestellt, bei der maschinelles Lernen zum Einsatz kommt. Der Chromophor Retinal
wird in seinen zwei Isomerformen (11-cis und all-trans) in verschiedenen Losungsmitteln und Ionenumgebungen simuliert.
Dies ist eine Nachahmung der vielfiltigen elektrostatischen Bedingungen, wie sie in Proteinen vorkommen. Mithilfe von
verschiedenen QM-Methoden werden spektroskopische Eigenschaften berechnet, die als Trainingsdaten fiir neuronale Netze
dienen. Diese sagen anschliefend Absorptionsspektren von Retinalproteinen voraus.



Zusammenfassung

Abschlieflend wird eine Studie zu dem Kanalrhodopsin Chrimson durchgefiihrt. Dabei wird aufgezeigt, wie die Absorp-
tion von Retinal durch die Struktur des aktiven Zentrums, der Anordnung der Gegenionen und des Wasserstoffbriicken-
bindungsnetzwerkes beeinflusst wird. QM/MM-Simulationen von Modellen mit unterschiedlichen Protonierungszustinden
titrierbarer Reste zeigen ein hochflexibles aktives Zentrum. Es zeigt sich durch Berechnungen im angeregten Zustand, dass
eine Wasserstoffbriickenbindung zwischen den Gegenionen zur einzigartigen Rotverschiebung der Absorption von Chrimson
beitrigt.
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1 Introduction

The structure of a protein, together with its underlying sequence, determines its function and reactivity. This thesis illustrates
how the local environment of the reaction center, such as nearby residues or solvent exposure, can tune quantum processes,
focusing on two fundamental examples: proton-coupled electron transfer (PCET) and the modulation of light absorption.

PCET refers to reactions in which a proton transfer is directly coupled to an electron transfer. It occurs either through
a concerted mechanism, characterized by simultaneous transfer, or in a sequential fashion, involving either proton trans-
fer (PT) first, followed by electron transfer (ET), or vice versa. This coupling facilitates efficient charge movement between
organo-metallic complexes and/or organic cofactors. PCET plays a central role in processes ranging from energy conversion
(e.g., solar cells) to radical catalysis and enzymatic reactions. Prominent biological examples include photosystem II (PSII),
prostaglandin H synthase, ribonucleic reductase (RNR), cytochrome P450, and galactose oxidase.! Experimental and theoret-
ical studies”™ seek to unravel PCET mechanisms by analyzing thermodynamic and kinetic data, such as rate constants. The
protein environment plays a critical role in this process, given its ability to either initiate the transfer or favor a specific direc-
tionality. The forward PCET reaction between tyrosines Y731/Y730 in subunit o of RNR is facilitated by a nearby glutamate
residue, thereby illustrating the latter case.® These insights are key for understanding biological functions and identifying
general principles that inspire new experiments and guide protein design for technical applications.

Retinal proteins are photoreceptors containing a retinal chromophore embedded in the protein matrix, enabling organisms
to detect and respond to light. They are essential for vision, bioenergetics, and phototaxis, and are broadly categorized into
two types: microbial (type I) and animal rhodopsin (type II). Channelrhodopsins (ChRs), light-gated ion channels belonging
to type I rhodopsins, are particularly important in optogenetics. This technology allows precise modulation of neuronal

activity by depolarizing or hyperpolarizing targeted cells using light. Therapeutic applications of ChRs include vision’~*

10-13 restoration, as well as the treatment of neural disorders.'*!3 Color tuning, which is the ability of retinal

and hearing
proteins to absorb light at different wavelengths, allows retinal proteins to cover a broad range of the visible spectrum. A
molecular-level understanding of retinal photo-properties in a given protein environment, as well as its influence on color

tuning, is essential for advancing optogenetic applications and designing improved photoreceptor proteins.

In biomolecular systems, not only the active molecule, such as retinal or the catalytic residues in PCET, is important, but
also the surrounding protein environment. Consequently, the description of the interaction network between the reactive
molecules (e.g., retinal, redox cofactors) and their environment at a molecular level provides valuable insights for under-
standing protein behavior. The protein matrix modulates reactivity through electrostatic interactions, hydrogen bonding, or
solvation effects. Factors such as solvent exposure, nearby amino acids, and spatial arrangement of functional groups in-

16—

fluence reaction mechanisms and free energy barriers in PCET.!®!8 For color tuning in retinal proteins, key factors include

the planarity of the ring-chain system, electrostatic interactions with binding pocket residues, and the complex counterion-

19-21' Computational chemistry provides powerful tools to explore protein function and elucidate en-

chromophore interplay.
zymatic mechanisms at the molecular scale. It allows for the determination of kinetic, thermodynamic, and spectroscopic

data that complement and explain experimental findings.
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However, computational studies of PCET in a biological context are challenging due to the need to accurately capture quan-

tum effects and solvent influence,!7-22

while photoreceptor studies are complicated by large system sizes and the intricate
electronic structure of their chromophores.?®> To address these challenges, multi-scale simulations are required. Molecular
mechanics (MM) force-field methods describe the protein environment, while quantum mechanical (QM) calculations accu-
rately model the electronic structure of the active site. Hybrid quantum mechanics/molecular mechanics (QM/MM) simula-
tions bridge these scales, enabling the description of fundamental reactions in biomolecules. Even so, they remain computa-
tionally demanding, particularly for large and complex proteins such as RNR, DNA photolyases, and membrane-embedded

retinal proteins.

The aim of this work is to develop and validate protocols that facilitate QM/MM simulations of the quantum processes out-
lined above. We propose a two-step strategy, starting with developing the methods first on toy and model systems, including
biomimetic peptides and the retinal chromophore in various solvents. These simplified yet biologically relevant systems are
well suited to validate the methodology. Once this step is complete, the workflows can be applied to full protein systems.

A major part of this thesis focuses on a protocol for describing proton and electron transfer in PCET, combining QM/MM with
metadynamics simulations. In this approach, collective variables (CVs) are used to track both proton and electron transfer,
enabling reconstruction of free energy surfaces (FESs). Sampling is enhanced by biasing the proton transfer CV, while a
reweighting procedure allows evaluation of the electron transfer. These FESs provide mechanistic insight and allow estimation
of reaction free energy barriers. The protocol was validated on minimal systems and biomimetic peptides, and subsequently
applied to complex proteins, such as class II photolyase from archaea Methanosarcina mazei (MmCPDII) and animal-like
cryptochrome from green alga Chlamydomonas reinhardtii (CraCRY). These studies also included cases involving three
distinct partners, with separate acceptors for proton and electron transfer, and water-mediated PCET. Additionally, a variant
of the protocol that also biases the electron transfer CV was tested for realistic QM/MM setups.

For color tuning studies, the retinal chromophore was simulated in various solvents and ion configurations to mimic protein
binding pocket conditions. Spectroscopic properties such as excitation energies and oscillator strengths were calculated and
used to train neural networks. These were then applied to retinal proteins like channelrhodopsin Chrimson, bacteriorhodopsin
(bR), and bovine rhodopsin to predict absorption spectra and gain insight into the chromophore-protein electrostatic interplay.
A detailed investigation of Chrimson’s active site identified structural features contributing to its red-shifted absorption.

This thesis highlights the interplay between structural features and protein function and presents case-specific computational
workflows designed to capture these relationships in complex biomolecular systems.



1 Introduction

a-helical
& A
P protein
B-hairpin peptide -~
¢ 2 s

A

Light-Absorption in Retinal

o &) Rhodopsin

" Chrimson

H . Earyg ' 5 O
D295, ‘ )

S NENGEN \ﬁ’/R N
E165 all-trans * 11-cis

i

Energy

Figure 1.1: Overview of the molecular systems and topics investigated in this work. Upper part: Development of a protocol for describing PCET reactions,
validated on test systems and biomimetic peptides, and subsequently applied to PCET reactions in two proteins, class II photolyase from
archaea Methanosarcina mazei (MmCPDII) and animal-like cryptochrome from green alga Chlamydomonas reinhardtii (CraCRY). Lower part:
Simulations of the retinal chromophore in various solvents and ion configurations to mimic the protein environment. Calculated spectroscopic
properties were used to train a neural network, which was then applied to predict absorption spectra in different retinal proteins.






2 Theoretical Background

Computational chemistry provides various powerful tools to investigate molecules on an atomistic level. Fig. 2.1 gives a
methodological overview. Quantum mechanical (QM) methods, based on ab initio calculations or density functional theory
(DFT), can describe systems up to a few hundred atoms and are typically limited to femtosecond to picosecond timescales.
Often, these systems are not propagated dynamically in a simulation, but instead optimized geometrically, followed by single-
point calculations to evaluate electronic properties. Semi-empirical methods, such as density functional tight binding (DFTB),
are based on QM principles but are accelerated through the use of empirical and tabulated values. These methods enable
simulations of slightly larger systems and timescales up to several nanoseconds.?*

For larger biomolecular systems with hundreds of amino acid residues and thousands of solvent molecules, molecular me-
chanics (MM) methods are necessary. These rely on empirical force fields and allow simulations to reach microsecond to
millisecond timescales.?> To achieve even longer simulations or to describe large assemblies, such as protein complexes or
cellular components, coarse-graining models are employed. In this approach, several atoms are grouped into beads, reducing

the number of particles and enabling the use of larger time steps.?6-28

The larger the system, the greater the computational cost, which is why approximations are necessary, resulting in reduced
accuracy. In the context of biomolecular studies, not only the reaction center is of interest, but also the environment, which
modulates the reactions. Therefore, multi-scale approaches are crucial, as they combine the strengths of different computa-
tional methods. QM/MM simulations address the trade-off between accuracy and system size by treating the reactive region
(such as the active site) with a QM or semi-empirical method, while the surrounding protein environment is described using
a classical force field.%3!
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Figure 2.1: Methods in computational chemistry, adapted from Ref. [29]. Accuracy of the methods declines from left to right due to the use of more
approximations, but larger systems can be considered. Hybrid hybrid quantum mechanics/molecular mechanics (QM/MM) simulations offer a
balance between accuracy and efficiency by applying QM or semi-empirical methods to selected regions, while the remaining environment is
described with MM.
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2.1 Molecular Mechanics and Molecular Dynamics

2.1.1 Force Field Parameters

Eq. (2.1) describes the potential energy of a system according to MM force fields, which parametrize both bonded and
non-bonded interactions. The first term represents the harmonic approximation of bond stretching Eg;, followed by terms
accounting for angle bending Ey.ng and torsional rotation around covalent bonds E,s. The non-bonded interactions include
Coulomb electrostatics E,j and van der Waals (vdW) interactions Eyqw. Coulomb interactions are modeled using effective
atomic charges, while vdW interactions are described by the Lennard-Jones potential, which captures both Pauli repulsion
and London dispersion
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with N as number of particles. In Eg, and Epeng, the parameters k; and k}s are force constants obtained from experimental
data or quantum chemical calculations. r; and ¥9; represent the actual bond length and bond angle, respectively, while rlo and
19;) are their corresponding equilibrium values. The torsional term Ei.s includes the amplitude V;,, periodicity n, and phase
shift 7, of the dihedral rotation. The Lennard Jones potential E,gw describes non-covalent vdW interactions, comprising a
short-range repulsive term (r~'?) and a longer-range attractive term (r—°). Here, &;j represents the depth of the potential well,
and o;; the distance at which the potential reaches its minimum. The Coulomb potential Ej models electrostatic interactions
between point charges ¢; and g, separated by a distance r;;. These interactions are scaled by the dielectric constant £.%

2.1.2 Newton’s Equations of Motion for MD Propagation

Molecular dynamics (MD) simulations require the use of equations of motion, which are based on Newton’s second law and
must be solved numerically for many-body systems
d*7; 1 Vo 1

= =—F — mrn=F 2.2
dr? m; OF, m i mi - ri i (2.2)

In this context, F; is the force acting on particle 7, defined as the negative gradient of the potential energy V,.;. The acceleration
#; corresponds to a(t), and m; denoted the particle’s mass. To begin a simulation, initial positions 7 and velocities v are
required. These velocities are typically assigned according to a Maxwell-Boltzmann distribution at a given temperature. At
each time step Az, the forces and accelerations at t; are calculated, followed by the computation of new positions and velocities
at time t;+At. This process is repeated iteratively.

Special integration algorithms, such as the Velocity Verlet integrator, are commonly employed to numerically propagate the

system:32
r(t+At) =r(t) +v(1) - At + %a(r) AL, (2.3)
v(t + Ar) zv(t)+%(a(t)+a(t+At) -At. (2.4
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There also exists the Leap-Frog algorithm.?? These methods rely on Taylor expansions (typically up to the second-order term)
and involve virtual time steps in both forward and backward directions to improve numerical stability and accuracy.

The time step Af is a critical parameter in MD simulations and is typically chosen based on the fastest motion within the
system. To ensure numerical stability, it is recommended that Az be no greater than one-tenth of the period of the fastest
vibrational mode. Since bond vibrations involving hydrogen atoms have characteristic periods of approximately 10 fs, a time
step of At = 1fs is commonly used.?

2.1.3 Geometry Optimization

In computational chemistry, the molecular structure with the lowest energy is of primary interest. To determine this minimum
energy structure, the force acting on all atoms in the system must be calculated (see Eq. (2.5)). This is done by taking the
derivative of the potential energy wrt the atomic coordinates in all spatial directions (x;, y;, and z;)

JIE
Bxi
F = _V?l-vpot = - % . (25)
IE
9z
The structure is then iteratively adjusted by following the negative gradient of the potential energy surface until the energy
no longer changes significantly between steps. This optimization process is considered complete once the energy change per

iteration falls below a defined threshold, indicating convergence.?

2.1.4 Classical Equilibration and Production
2.1.4.1 Thermostat

Temperature control in MD simulations is achieved using a thermostat, which adjusts particle velocities by applying a scaling
factor. One common approach is the Berendsen thermostat, which introduces an external heat bath with a defined reference
temperature T, ¢ that is coupled to the molecular system. This coupling results in a gradual adjustment of the system’s tem-
perature toward the reference value, creating an NVT ensemble (constant number of particles N, volume V, and temperature
T). The temperature scaling is performed every ny¢ steps using the factor A

1
At T, :
14 1r¢ g 14|, (2.6)
T\ T(— 1A

with parameter 7; closely related to the time constant T of the temperature coupling. While the Berendsen thermostat does

2':

not generate a true canonical ensemble, as it suppresses proper fluctuations in kinetic energy, alternatives such as the Nosé-
Hoover thermostat or the velocity rescaling method do. These methods introduce either additional dynamical variables or

stochastic terms to ensure maintenance of the correct kinetic energy distribution.?

2.1.4.2 Barostat

To additionally control the pressure in the molecular system, barostats such as the Parrinello-Rahman pressure coupling
can be used. In this method, the simulation box volume is adjusted dynamically using a coupling matrix that determines
the strength of the pressure control. This allows the system to reach and maintain constant pressure, resulting in an NPT

ensemble (constant number of particles N, pressure p, and temperature T).%
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2.1.5 Increasing Computational Efficiency
2.1.5.1 Periodic Boundary Conditions

In MD simulations, the system should be kept as small as possible to reduce computational cost. At the same time, the
molecule should be simulated in a bulk-like solvent rather than near an artificial surface. To achieve this, periodic boundary
conditions (PBC) are applied, replicating the simulation box in all spatial directions. This creates the impression of an infinite
system and minimizes surface effects.?

2.1.5.2 Treatment of non-bonded Interactions

Evaluating the non-bonded interactions is one of the most computationally demanding steps due to the extremely high number
of possible atom-pair interactions. However, many of these interactions occur over large distances, so their contributions to
the total energy are comparatively small. To reduce computational cost, the vdW potential is often truncated at a certain
distance, such as 10 A. For this purpose, a neighbor list is used, which stores atom pairs within the cutoff distance based on
the initial geometry. This list is updated at regular intervals, e.g., every 20 steps.

The treatment of the other non-bonded interactions is more challenging, because Coulomb interactions decay as } and there-
fore persist over longer distances than vdW interactions, which scale as riﬁ Charge-charge interactions are inherently long-
range, especially between species carrying net charges (e.g., ions), but can also be significant between atoms with partial
charges in polar molecules. If a cutoff is introduced, the abrupt truncation can lead to discontinuities in the derivative of the
energy function. To avoid this, a smooth switching function is applied that gradually reduces the interaction energy to zero
near the cutoff distance. However, for accurate evaluation of electrostatic contributions, especially in periodic systems, the
particle mesh Ewald method is often used. In this technique, the periodic system is separated into near and far field compo-
nents. Near-field interactions are computed directly, while the far-field contributions are efficiently evaluated in reciprocal
space using Fourier transform methods.?’

2.1.5.3 Solvent Models

Water is a crucial solvent in biomolecular simulations. Compared to the number of atoms in the molecule of interest, the
number of water molecules is typically very high. As a result, a significant portion of the computational effort is spent
calculating interactions between water molecules. To reduce this cost while maintaining sufficient accuracy, simple but
effective water models are used. Rigid water models, such as TIP3P** and simple point-charge (SPC),*> apply constraints
on bond length and angles, keeping them fixed during the simulation. In TIP4P3* and optimal point charge (OPC)3¢ water
models have an additional interaction point to improve the description of electrostatic distribution.?

2.1.5.4 Bond Constraints and Time Step Control

Constraints on bond length are not only applied in water models but can also be introduced for bonds involving hydrogen
atoms in other molecules. In such cases, algorithms such as LINCS,?” SHAKE,?® or RATTLE? are commonly employed.
This reduces computational cost, primarily because the integration time step Ar can be increased: the fastest vibrational
motions (those involving hydrogen atoms) are removed, and longer simulations become feasible.?’
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2.2 Sampling in Molecular Dynamics Simulations

2.2.1 Statistical Mechanics

Experiments are typically performed on a macroscopic scale (approximately 1020 particles), whereas computational simula-
tions model microscopic systems (approximately 103-10° particles). Statistical mechanics bridges this scale gap by connect-
ing the microscopic properties of individual particles with the macroscopic observables measured in experiments.

The Boltzmann distribution (Eq. 2.7) describes the probability P; of a system occupying a particular energy state E;, where
kp is the Boltzmann constant and Q is the partition function:

E

o T
P = Q ; 2.7
Z BT = / 57 drdp, 2.8)

i=states

which is defined or a system of N particles. Q is obtained by summing over discrete energy states E; or by integrating over the
full phase space, which includes all positions () and momenta (p). The partition function contains the statistical properties
of the system and allows the derivation of thermodynamic functions such as internal energy U, Helmholtz free energy A,
enthalpy H, entropy S, and Gibbs free energy G. These thermodynamic quantities can then be used to calculate macroscopic
observables such as pressure P or the heat capacity at constant volume c¢,, provided all energy states of the system E; are

known.2’

2.2.2 Ensemble Averaging

MD and monte carlo (MC) simulations are performed in the condensed phase, meaning that a large collection of interacting
particles is considered. For such systems, it is not possible to determine all energy states explicitly, and the partition function
Q cannot be explicitly constructed. However, by generating a representative sample of the system, it becomes possible to
estimate derivatives or differences of Q. This requires the construction of an ensemble, which is a collection of configurations
that adequately represent the phase space relevant for the property of interest. If the ensemble provides a good sampling of
the system, ensemble averages can be computed to yield the expected value of a property, denoted as (Xy/)

H[\/]g

M
(Xu) = MZ,X(Ei) M X(Vhpi)- (2.9

These configurations may be described in terms of their energy E; or their positions r; and momenta p;. The ergodic hypothesis
states that the time average of a single particle is equal to the average over an ensemble of particles:

<A>t1me ensemble ) (2 10)
dtime = / A(x,p,t')dr’, (2.11)
<A>ensemble :/ /p(x,p)A(x,p)dxdp. (212)

This means that the system will eventually explore all relevant regions of phase space regardless of its initial state.

Energetic properties such as the internal energy U depend on the derivative of the partition function Q, and therefore sampling
of low-energy regions of the phase is often sufficient. In contrast, entropic quantities such as the Helmholtz free energy A,
entropy S, and Gibbs free energy G depend directly on Q, which includes exponential weighting of all energy states. This
means that even rarely visited high-energy states can contribute significantly. As a result, sampling of the entire phase space
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becomes necessary, which is computationally challenging. Methods like MD or MC tend to sample only low-energy regions,
often causing the system to remain trapped in a limited volume of phase space. Consequently, calculating absolute values of
entropic quantities is difficult. However, differences in these quantities, such as free energy differences, can still be determined
reliably, as shown exemplarily for G*

AG:GA—GB: —kBT (IHQA—QB) = —kBTll’l (gA) . (213)
B

2.2.3 Collective Variables

Collective variables (CVs) are functions of atomic coordinates designed to describe the essential motions or reaction paths
of a molecular system. They are also referred to as reaction coordinates, as they ideally trace the progress along a specific
transformation or reaction. The choice of a CV can range from simple geometrical descriptors such as bond length, angles,
or torsions, to more complex constructs like combinations of distances, inverse distances, center of mass (COM), or even
normal modes obtained from principal component analysis (PCA). Selecting an appropriate CV is often challenging, as it
requires prior knowledge or strong hypotheses about the relevant reaction pathway or conformational transition.

In practice, CVs, s, can be monitored during or after MD simulations to analyze sampling and compute free energy surfaces
(FESs). From the resulting probability distribution Py(s), the corresponding free energy G(s) can be computed as
1

G(s) = 3 InPy(s), (2.14)

with § = kBLT. For that to be true, the simulation must be unbiased and the relevant phase space must be adequately sampled.>

2.2.4 Enhanced Sampling

In many cases, more extensive sampling of phase space is required to obtain a reliable free energy profile along a reaction path
as the same region of phase space is typically sampled multiple times, while new regions are explored only rarely. However,
the timescale of the reaction of interest often exceeds that accessible by standard simulations. To overcome this mismatch,
enhanced sampling methods are employed. In MD simulations, this can be achieved by parallel tempering approaches, where
the region of interest is treated differently from the rest of the system, or by introducing a biasing potential that drives sampling
toward specific regions of phase space. In the latter case, CVs are essential, as the biasing potential is applied directly to them;
the following discussion therefore focuses on such biasing methods.

2.2.4.1 Umbrella Sampling

In umbrella sampling (US),*0

a so-called penalty approach is used, where a biasing potential Vys (s) in the form of a harmonic
potential is centered at a chosen position sg along the reaction coordinate. Fig. 2.2(a) illustrates how the potential of mean
force (PMF) is divided into overlapping intervals ("windows"), each explored by an individual simulation with the harmonic

potential located at the window center.

To ensure continuous sampling across the reaction path, the force constant of the harmonic potential must be chosen such
that adjacent windows overlap sufficiently. The complete PMF is then reconstructed by combining the biased distributions
from all windows, typically using the weighted histogram analysis method (WHAM). However, the success of US depends
critically on the choice of a suitable collective variable, since the convergence of the PMF is highly sensitive to the initial
placement of the biasing potential. >

10
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Figure 2.2: Schematic representation of enhanced sampling methods, adapted from Ref. [41]. A: global minimum, B: local minimum, and TS¥: transi-
tion state. (a) Umbrella sampling: simulations are performed in overlapping windows, each restrained by a harmonic biasing potential. (b)
Metadynamics: conformational space already visited is filled with repulsive Gaussian potentials, encouraging exploration of new regions. (c)
Well-tempered metadynamics: the Gaussian height is gradually reduced to ensure convergence of the FES.

2.2.4.2 Metadynamics

Another enhanced sampling strategy is metadynamics (MTD),*> which employs a time-dependent biasing potential (see
Fig. 2.2(b)). In MTD, Gaussian-shaped biasing potentials are continuously deposited in regions of phase space already

explored
1—Ar (s()=s(t))*

Vmm(s,r)= Y, We 207 | (2.15)

10=0,A1 2At...
with Gaussian height W and width o as user-defined parameters, and Ar the fixed time intervals at which Gaussians are
deposited. The height W determines the magnitude of the added bias, while the width ¢ controls the resolution of the
sampling along the CV, often estimated from its fluctuations in an unbiased simulation. This progressively fills the free-
energy wells, enabling the system to overcome energy barriers and sample new minima more efficiently. The accumulated
biasing potential can then be used as an estimate for the underlying FES. Unlike US, MTD does not require detailed prior

knowledge of the conformational landscape.

In standard MTD, the accumulated biasing potential V\irp does not converge to a definite value, but instead fluctuates around
the correct results. To overcome this limitation, well-tempered metadynamics (WT-MTD)* was introduced. In this approach,
the initial height of the deposited Gaussians W) is rescaled and gradually reduced during the simulation

YMTD(s.1)

W=Wye ®A | (2.16)

where T + AT is a fictitious CV temperature. The bias factor y effectively controls how fast the Gaussian height decreases to

Zero
_ T+AT

T

As a result, this approach not only resolves the convergence issue but also prevents overfilling of the FES (see Fig. 2.2(c)

(2.17)

).25

Reweighting Procedure

Apart from the estimator presented above, the FES can also be calculated from the distribution of the CVs by applying a
reweighting procedure. This approach recovers unbiased ensemble averages from a biased simulation, providing additional
flexibility: distributions of CVs that were not explicitly biased during metadynamics can still be evaluated, and error estimates
can be obtained. Reweighting further allows the extraction of thermodynamic quantities and the projection of the FES onto
alternative CVs. It also facilitates convergence assessment, since the FESs obtained from summing the Gaussians and those

reconstructed from reweighting should converge to the same result.

11
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The biased probability distribution Py, (s(r),?) is related to the unbiased Boltzmann distribution P(r) by:

P (s(r),t) =Punbiased (7) e_B[VMTD(S(r)7t>_C(I)]a (2.18)

X [ dseBO60)
(1) = g 108 T4 o BGGm A
se ’

(2.19)

where Vyitp (s(r),t) is the time-dependent biasing potential applied during the simulation, and the time-dependent function
¢(t) is often interpreted as an estimator for the reversible work introduced by the bias. Several algorithms exist to compute
c(t), either on-the-fly** during the MTD simulations or in a post-processing step.*’

Using this relation, any observable O(r) can be evaluated as an ensemble average over the unbiased distribution via reweight-

ing
<0(r)>unbiased = <O(r)eﬁ[VMTD(S(r)J)iC(t)]> ' (220
) VmTD
In practice, the weights w used in the histogram analysis are computed as
WMt (5(r).)—e(r)
Mm@ =€ P (2.21)

The probability distribution from the weighted histogram analysis is then used to extract the FES, as described in Eq. (2.14).44-46

Error estimation

The methods above rely on the assumption that ensemble averages and histograms obtained from simulations provide a
reliable estimate of the true population mean. However, MD simulations produce correlated data, which can lead to under-
estimated variances and, consequently, underestimated errors. This issue can be addressed through block averaging analysis:
The trajectory is divided into multiple blocks, and the sample mean ; is computed independently for each. When the block
size is too small, the resulting error estimate is too small, but it increases with block size and eventually plateaus and becomes
statistically uncorrelated.*” A useful approach for this type of analysis is the Bayesian Bootstrap method.*8

12
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2.3 Quantum Chemistry

Classical MM force fields, which rely on fixed bonding topologies, are insufficient to describe chemical reactions such as
those in protein active sites. QM methods are required, as they can capture changes in the electronic structure - including
bond breaking and formation as well as transitions between electronic states. There are also hybrid QM/MM methods, in
which both realms are combined.

2.3.1 Ab initio Methods

QM methods are generally divided into two fundamental ab initio categories: wave function-based and electron-density-based
approaches. Wave function methods explicitly describe the many-electron wave function, making them computationally
demanding, with a cost that increases exponentially with the number of electrons. In contrast, electron density methods such
as DFT are faster because the electron density of the ground state is described based on auxiliary one-electron Kohn-Sham
orbitals. In comparison to the 3N coordinates of an N electron wave function, the ground-state electron density depends only
on three spatial coordinates (plus spins).

However, the classification of ab initio methods depends on the definition. If restricted to wave function-based approaches
without approximations beyond Hartree Fock (HF), DFT is excluded. This is mostly due to historical reasons, as the field
of electron-density based methods emerged after the classification of ab initio and semi-empirical methods, which rely on
empirical parametrization. If ab initio approaches are defined more broadly as any first-principles methods, DFT is included,
which is the definition followed in this thesis.

2.3.1.1 Basic Principles of Electronic Structure Theory

The wave function ¥ can be obtained either from time-dependent, time-independent, or even the relativistic form of the
Schrodinger equation (SE). The time evolution of W can be obtained from the time-dependent SE, which takes the form of

I¥(r,1)

H(r,t)¥(r,t) = ih %

(2.22)
with i as imaginary unit, 7 as the reduced Planck’s constant, and A as Hamilton operator. The square of the wave function ¥
P(r,t) = ¥(r1)]%, (2.23)

gives the probability P(r,¢) per unit of volume of finding the particle around position r at time ¢.

The time dependence can be separated from the spatial dependence of the wave function:

P(r,t) = y(r)exp <;Et> : (2.24)

with y(r) as spatial wave function and E as energy in a phase factor. When considering time-independent problems, the latter
term is neglected and the time-independent SE is used

HY¥(r) = E¥(r). (2.25)

The Hamilton operator A (r,t) consists of the sum of the kinetic energy operator 7" and the potential energy operator V (r,t).
Analytical solutions to this eigenvalue problem exist only for the simplest systems, such as the hydrogen atom. Therefore,
approximate approaches are necessary once the system contains more than one electron.
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2 Theoretical Background

The Born-Oppenheimer approximation simplifies the problem by decoupling nuclear and electronic motion
Wiotal (77 E) =W (?7 ié) Onuc (?7 ié) . (2.26)

Nuclei are heavy in comparison to electrons and move more slowly, and can be treated as fixed. Therefore, electrons move
in the field of static nuclei and the Hamiltonian simplifies: The nuclear kinetic energy operator Ty is neglected and nuclear
repulsion Vyw is treated as a constant Vyy for a fixed nuclear geometry. The electronic Hamiltonian A, for a system of
N, electrons and Ny nuclei results as

A B2 Ne Ny Ne 27, Ne 2
Ai=——YVi-Y Y —"+) —+Vw, (2.27)
2m, 5 R I
N ~ w—/
I VNe Vee

with r4; denoting the distance between electron i and nucleus A, m, is the electron mass, and V2 represents the Laplace
operator. Z4 and e, are the nuclear and elementary charges, respectively, and r;; the distance between electrons i and ;.

The energy of a trial wave function can be computed as the expectation value of the Hamiltonian operator, divided by the
norm of the wave function R
W irial | He | Wi
Egial = < tr1al| e| trlal>. (228)
(Ptiat [Prian)

The variation principle states that, for any normalized trial wave function Wy, this energy will always be greater than or
equal to the exact ground-state energy Ej

(Pial|[He [Pial) = Euiat > Eo = (Po|H,|Wo) (2.29)

with Wy as wave function of the ground state. In practice, this optimization problem is solved by systematically varying
the trial wave function to minimize E;, and approaching Ey. This iterative procedure forms the basis of the self-consistent
field (SCF) approach,?423-49-50

2.3.1.2 Hartree Fock

The total electronic wave function W is constructed as a combination of one-electron wave functions ®, known as orbitals
Y(ri,ry,...,ry) = D1 (1)D2(2)...0N(N). (2.30)

To satisfy the Pauli exclusion principle, which states that no two electrons can occupy the same set of quantum numbers, the
wave function must be antisymmetrical with respect to the interchange of any two electrons. This antisymmetry is achieved
by representing ¥ as a Slater-determinant

Di(1) Po(1) - DPw(1)
D(2) Dr(2) - DPy(2

‘I’s0=ﬁ 12( ) 22( ) N( ) 7 230
Q(N) P2(N) - DPy(N)

in which the rows correspond to the electron coordinates and the columns to the occupied orbitals. HF is referred to as a
mean-field approximation because the trial wave function is restricted to a single Slater determinant. As a result, electron
correlation is neglected, and electron-electron repulsion is only accounted for in an average fashion.
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2.3 Quantum Chemistry

The energy is minimized using the variation principle, which is used to derive the Hartree Fock (HF) equations with F as
Fock operator acting on orbital ®;

Ne
F®; =Y 4i9;, (2.32)
j
Ne
F=hi+)Y (J;—Kj). (2.33)
j

Here, h; is the kinetic energy of an electron and its attraction to all nuclei, while J is the Coulomb and K the exchange operator,
both describing repulsive terms to all other electrons. 4;; is a Lagrange function, which is stationary wrt orbital variations.
When using canonical molecular orbitals (MOs) @/, Eq. (2.33) can be transformed into a set of eigenvalue equations

Fd| = gd). (2.34)

The MOs are expressed as linear combination of atomic orbitals (LCAO)

Mpqsis
D =Y coXa- (2.35)

a=1

When the HF equations are formulated in an atomic orbital basis, they take the form of the Roothan-Hall equations
FC=SCe with Fug = (xa|F|xp) and Sep = (XalXp), (2.36)

with Fock matrix F, the overlap matrix S, the coefficient matrix C, and the orbital energies €. To solve the HF equations
numerically, the SCF procedure is applied. A basis set of atomic functions ); and initial coefficients cy; must be chosen to
start the calculation and to form the Fock matrix . Then F is diagonalized to obtain a new set of MO coefficients. This is
iteratively repeated until convergence, which is when the set of coefficients used for constructing the Fock matrix is equal
to those resulting from the diagonalization. Once the self-consistent wave function is determined, it can be used to compute
various molecular properties.

The Hartree-Fock method neglects the electron correlation, so the HF energy EXF

always differs from the exact ground state
energy E“““ by a certain correlation energy, defined as E“"" = E¢“! — EHF' To include electron correlation effects, a linear

combination of Slater determinants is used in the configuration interaction (CI) method

Yo =co P + ) ¥

i=1

:a()d)gF—l—ZaSCIJS—i—ZaD(IJD—i—ZaT(IJT+... = Za,II)i. (2.37)
S D T i=0

In contrast to HF, the CI expansion includes additional determinants representing single (S), double (D), triple (T), and higher
excitations. These determinants are constructed by promoting electrons from occupied to virtual orbitals. To obtain the CI
energy, the CI Hamiltonian matrix is constructed and diagonalized. The lowest eigenvalue corresponds to the CI ground state
energy, and the associated eigenvector provides the coefficients a; (see Eq. (2.37)). The second-lowest eigenvalue gives the

energy of the first excited state, and higher eigenvalues correspond to further excited states.>3-%-1

2.3.1.3 Density function-based Methods
Hohenberg and Kohn proved that the ground state electronic energy is a unique functional of the electron density p. This

means that the entire system is fully characterized by its electron density. Specifically, the integral of the density determines
the number of electrons, the cusps in the density reveal the positions of the nuclei, and the height of the cusps corresponds
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2 Theoretical Background

to the nuclear charges. The first Hohenberg-Kohn theorem states that the external potential Ve, (r), and thus the full many-
body Hamiltonian, is uniquely determined by the ground-state electron density p(r). As a result, all ground-state properties,
including the ground-state wave function, are functionals of the electron density. Consequently, the total ground-state energy
E is expressed as a functional of p(r)

E =E]p]. (2.38)

The second Hohenberg-Kohn theorem establishes a variational principle: for any trial electron density p(r) that corresponds
to some valid N-electron system, the energy functional satisfies

E[p] > Eq, (2.39)

where Ej is the true ground-state energy. The energy functional F[p] consists of three main contributions: the kinetic energy
of the electrons T'[p], the electron-nucleus attraction E,.[p], and the electron-electron repulsion E,.[p]. The latter can be
further separated into a classical Coulomb term J[p] and an exchange-correlation term E.[p].

Modern DFT, as formulated by Kohn and Sham, introduces an auxiliary system of non-interacting electrons described by
spin orbitals. This leads to the energy functional

Eprr[p] = Ts[p] + Ene[p] +J[p] + Exc[p]- (2.40)

This formulation improves upon the poor treatment of the kinetic energy in earlier orbital-free DFT methods. The kinetic en-
ergy is decomposed into two parts: the dominant contribution Tg[p] and a smaller correction term absorbed into the exchange-
correlation functional E,.[p]. The first is that of non-interacting electrons in the Kohn-Sham potential. While numerically
similar to HF kinetic energy of non-interacting electrons 7,, they are conceptually distinct. The latter includes both exchange
and correlation energies, as well as the correction to the kinetic energy

Ex[p] = (T]p] = Ts[p]) + (Eee[p] = J[P])- (2.41)

The Kohn-Sham equation is solved iteratively using basis sets, analogous to the SCF procedure in HF theory. Unlike HF,
which accounts only for exchange, DFT incorporates both exchange and correlation effects through the exchange-correlation
functional Ey.[p]. This makes DFT more accurate and efficient for many systems, although there are cases where HF may
outperform approximate DFT functionals, and vice versa. The expansion of MOs is based on integrating QM operators over
a chosen set of basis functions. Generally, the larger and more flexible the basis set, the more accurate the resulting MO
description. Common choices for basis functions include Slater-type Orbitals (STOs) and Gaussian-type Orbitals (GTOs),
with the latter being favored in most practical applications due to computational efficiency.

DFT methods differ not only in the choice of basis sets but also in the formulation of the exchange-correlation functional
E... In the Local Density Approximation (LDA), E,. depends solely on the local electron density, whereas in the Generalized
Gradient Approximation (GGA) it depends on both the density and its gradient. Hybrid functionals, such as B3LYP, mix
a fraction of exact HF exchange with DFT exchange and correlation. This balances accuracy across systems, due to error
compensation: HF tends to overestimate certain properties, while DFT underestimates them.>> The exchange-correlation
potential V.., which is the derivative of the exchange-correlation energy E,. wrt the electron density, should decay in a
Coulombic fashion (—%) for r — . However, this asymptotic behavior is not correctly reproduced by LDA, GGA, or
standard hybrid functionals. Long-range corrected functionals such as @B97X address this limitation by partitioning the
Coulomb interaction into short- and long-range components using the error function
1 1—erf(or)  erf(orp)

— + . (2.42)
r2 r2 ri

In this approach, short-range exchange and correlation are described with DFT, where error compensation is effective, while

the long-range contribution is treated with HF exchange, which partially mitigates the self-interaction error.>?

16



2.3 Quantum Chemistry

Population analysis
Mulliken population analysis provides an estimate of partial atomic charges, i.e., the effective number of electrons associated

with an atom A
atom

MO
ga=Y.m Y. Y Y cuicviSuy- (2.43)

i UEA B veEB

The net atomic charge Agy is then defined as the difference between the nuclear charge qg and the number of electrons g4

Aga = 48 — qa. (2.44)

In the case of Hirshfeld charges, atomic reference densities are used to construct the promolecular density Ppromolecute (7)s
which is then employed to partition the molecular electron density at each point in space

Maloms

Ppromolecule(r) = Z pztomicdensity(r). (2.45)
A

The Charge Model 5 (CMS) extends this approach by applying empirical corrections to the Hirshfeld charges in order to
better reproduce molecular dipole moments.

Another widely used approach is population analysis based on the electrostatic potential (ESP). Here, the ESP at position r
is given by contributions from the nuclei and the electron density

- nuclei ZA p(r/) . nuclei QA ( RA)
Pese(r) = ; R f/‘r_r,‘dr =Y (2.46)

A |V—RA‘,

the latter giving an approximation by assigning an atomic charge Q4 to atom A. Merz-Kollman population analysis is based
on this principle.?

2.3.2 Semi-empirical Methods

The ab initio methods described above are typically applicable only to small molecular systems, often not exceeding on
the order of ~100 atoms, due to their steep computational scaling. Although these methods can be highly accurate, their
computational cost is considerable. To address this, faster but still accurate approaches, known as semi-empirical quantum
mechanical methods, were developed. These methods solve the SE using a combination of theoretical approximations and
parameters derived from experiments or high-level ab initio calculations.

Semi-empirical methods approximate the electronic SE within a simplified HF framework, supplemented with empirical
parameters. Efficiency is gained by (i) considering only valence electrons, (ii) employing a minimal basis set, and (iii) using
the Zero Differential Overlap (ZDO) approximation. The ZDO approximation neglects products of basis functions centered
on different atoms when they depend on the same electron coordinates, thereby eliminating multi-center electron repulsion
terms. As a result, only one- and two-center integrals remain, which can be efficiently evaluated, enabling the practical use
of STOs as basis functions.

The remaining integrals are either calculated directly from atomic orbitals, assigned values based on atomic properties such
as ionization potential, electron affinities, or excitation energies; or they are fitted to a large set of experimental data. While
this drastically reduces computational cost, it limits the applicability of the method to systems for which suitable parameters

exist.?
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2 Theoretical Background

2.3.2.1 Orthogonalization Models

The orthogonalization models (OMs) retain the ZDO approximation but account for the fact that orbital overlap can influence
qualitative results. Instead of parameterizing the Fock matrix F directly, a symmetrically orthogonalized form of F” is used.
They incorporate effects such as Pauli exchange repulsion, penetration effects, and core-valence interaction via an effective
atom-pair potential added to the core-core repulsion term.

In OM1, orthogonalization corrections are applied to the one-center one-electron term of the core Hamiltonian. OM?2 extends
these corrections to the two-center one-electron terms. OM3 simplifies OM2 by omitting less significant correction terms. The
latter two methods include three-center contributions in the correction of resonance integrals, improving modeling conforma-

tional properties. All OMs are based on GTOs and represent the resonance integrals in an empirical representation.?3-33->

2.3.2.2 Density functional tight binding

Density functional tight binding (DFTB) is a semi-empirical method derived from DFT by expressing the Kohn-Sham total
energy in a tight-binding form. In this framework, only valence electrons are treated explicitly, while core electrons are
represented by effective potentials. DFTB employs: (i) a minimal atomic basis set (valence orbitals only), (ii) a two-center
approximation (matrix elements are computed only between basis functions on at most two atoms, a ZDO-like simplification
that neglects explicit three-center and multi-center integrals), and (iii) pre-tabulated integrals fitted to DFT calculations. These
approximations yield a computational speed-up of roughly three orders of magnitude compared to DFT.

The reference electron density pg is taken as a superposition of neutral atomic densities computed in advance. This eliminates
the need for on-the-fly multi-electron integral evaluation. The total density is expressed as p(r) = pp+ 6p(r), and the
exchange correlation energy is expanded in a Taylor series.

In first-order DFTB (DFTB1), second and higher order terms in the Taylor expansion are neglected. With a minimal basis

and two-center matrix elements, the total energy is>>-°
DFTBI _ \© o 1
_ rep
E =Lm), Y Y cuicvilyy +5 ) Vo' (2.47)
i abpcaveb ab
W—/
EHO Erep

Second-order DFTB (SCC-DFTB or DFTB2) retains the quadratic term in the Taylor series, approximating it via atom-
centered Mulliken charges

1
ESCC-DFTB _ pHO 3 Z YarAqaAgy +E™P. (2.48)
ab

| S —
EY

The analytical function y,p describes the Coulombic interaction of atomic charge densities. It involves the atomic Hubbard
parameters U, that are related to chemical hardness. The charge-dependent Hamiltonian Hy, is modified based on the
variation principle during self-consistent charge (SCC) iterations to ensure convergence in the charge distribution.>’

DFTB3 includes the cubic term in Taylor expansion, improving the description of polarization and hydrogen bonding
1
EPFTB3 — pHO L gy 3 Y TasAqzAqs+E™. (2.49)
AB

’_/_/
EL
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2.3 Quantum Chemistry

The function I'4p includes the charge derivative of the Hubbard parameter Uy and y4p. The Hamiltonian is given as:

Hyy =Hy)\, +Suv - Quy, (2.50)
+ Agal'sc + Agpl’ Agc(T'ca +T7
Qv =Y Age (}’Ac : Tsc | Agalac ! asUsc qgc( cg CB)> 7 2.51)

with Q4p as atomic shift that is induced by charges. Refined parameter sets such as 30B improve agreement with high-level
calculations. A modified version, 30B-f, was developed to yield better vibrational frequencies, though at the cost of reduced

accuracy in describing energetics.>¢°

Long-range corrected DFTB
Standard DFTB inherits short-range self-interaction errors from GGA exchange functionals. Long-range corrected (LC)
DFTB mitigates these errors by splitting the electron-electron interaction into short- and long-range parts using an error func-

tion or exponential decay. This preserves error compensation in the short range while improving asymptotic behavior.51-63

Coupled-perturbed DFTB

The DFTB method has been extended with coupled-perturbed (CP) equations, which compute derivatives of atomic charges
wrt atomic coordinates. This involves solving three sets of dependent quantities iteratively until SCC is reached:

(i) the derivatives of the MO coefficients,

l

Z “eym, (2.52)
(ii) the derivatives of atomic charges,
8A MO
LIA Z Z Z (C‘H,CW da + Z ( mi C,umcw +chvm)S/,tv>> ) (2.53)
i VEA V
99AB

and (iii) the derivatives of atomic shifts

The last term is not given in detail, but it takes all contributions from Eq. (2.51) into account. In a QM/MM setup, also the
Hamiltonian shift induced by the ESP of the MM atoms must be taken into account:

+
QUMM _ ) ot %72453 (2.54)

QQM/ MM , and AQ,wrt the coordinates of MM

atoms b. These are solved in an iterative manner, similar to the approach above, facilitating accurate and consistent coupling
within QM/MM simulations,%0-6465

This yields an additional set of CP-equations, involving the derivatives of Cy;,

This framework enables applications such as biasing atomic charges in metadynamics simulations:®°

2V (S(8q(M) _ dV(S) dS(Aa) IAa(F)
da ds dAg da

F,= (2.55)
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2 Theoretical Background

2.4 Hybrid Quantum Mechanics/Molecular Dynamics Methods

As discussed earlier, an accurate description of chemical reactions such as bond breaking, bond formation, or electron transfer
requires QM calculations. For large systems, such as biomolecules, a full QM treatment is computationally infeasible.
Instead, hybrid quantum mechanics/molecular mechanics (QM/MM) methods combine a QM description of the chemically
active region with an MM description of the surrounding environment (see Fig. 2.3). The QM region (e.g., the active site of
a protein) is treated with either ab initio or semi-empirical methods, while the remainder of the system is modeled using a
classical force field.

Figure 2.3: Schematic representation of the QM/MM concept (adapted from Ref. [31]). The active site is described using QM methods, while the surround-
ing environment is treated with an MM force field. The partial charges of the MM atoms interact with the QM region through Coulomb and
vdW terms. The link atom (LA) concept is illustrated for capping covalent bonds that cross the QM/MM boundary.

The total energy in a QM/MM calculation can be partitioned into three contributions

Eioral = Eqm + Emm + Eqm/mm; (2.56)

where Equ is the QM energy of the active site or the reaction center, Envy is the classical energy of the environment, and
Eqm/mm describes the interaction between the two regions. As in molecular mechanics, the QM/MM interactions are divided
into bonded and non-bonded contributions (compare Eq. (2.1))
bonded dw 1
Eqm/mm = Equiynimv + Eqmymm + EQm/mm- (2.57)
The terms Enpu, Ea"Mn‘}ij‘[‘M and Eé‘i}l";MM are obtained from the classical force field, while Eqy and the electrostatic coupling
term ESM /vy Mmust be evaluated explicitly.

The treatment of the electrostatic coupling ESM /MM depends on the chosen embedding scheme:

(1) Mechanical embedding: Electrostatic interactions between QM and MM regions are evaluated classically using fixed
QM point charges Q; and MM point charges g;. The QM subsystem is computed in isolation (gas-phase Hamiltonian
Hg,s), so the MM environment does not polarize the QM electron density

1 Qiqj
EQM +E(e)M/MM = <ngas|Hgas ‘ngas> + Z Rl_l_jjv

i.J

(2.58)

where R;; is the distance between QM atom i and MM atom j.
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2.4 Hybrid Quantum Mechanics/Molecular Dynamics Methods

(ii) Electrostatic embedding: The MM point charges g; are incorporated directly into the QM Hamiltonian Heg, allowing
the QM electron density to respond to the electrostatic environment

Ziq; q; 7
Eqm +E8M/MM = (V|Hegt|¥) = (W[ Hgas|¥) + (V| Z (|Ri l,;g]| |r{p(RJ,)| d”/> %), (2.59)
IY./

in which Z; and R; are charge and position of the QM atom i, p(r) the electron density of the QM system at point r,
and R; the position of the MM point charge g;.
(iii) Polarizable embedding: MM atoms include static electric moments and polarizability; both regions polarize each other.

If the QM/MM boundary crosses a covalent bond, link atoms (often hydrogens) are used to cap the QM region to avoid
unpaired electrons in the QM region. The charges of the truncated MM atom are set to zero, and its charge must be redis-
tributed among neighboring MM atoms to avoid artificial overpolarization of the QM region. The selection of the QM region
is critical: it must include all chemically relevant residues but remain small enough to keep calculations feasible,>-31-67:68
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2.5 Machine Learning

Machine learning (ML) has rapidly transformed chemistry, enabling automated molecular design, property prediction, and
even breakthroughs in protein structure prediction, as exemplified by AlphaFold,*>-’% which was recognized with the 2024
Nobel Prize in Chemistry.”! In chemistry, ML is now used to predict properties such as dipole moments, excitation energies,
and reaction barriers. A particularly promising application is the development of machine-learned potentials, which aim to
reproduce QM accuracy at a fraction of the computational cost. These ML potentials can be combined with MM in ML/MM
approaches, offering an alternative to the QM/MM methods presented above.

An ML model is trained using a dataset with known input features (e.g., geometries or molecular descriptors) and a target
property. Once trained, the model predicts this new property for new inputs, with accuracy assessed through error metrics
and uncertainty estimates.

ML approaches in chemistry generally fall into two main categories:

 Supervised learning — a model is trained on labeled data, i.e., input features and known target values, to predict the
target for new inputs. Each data point has a label, and the conditional probability can be expressed as

p(xa}’)
X) = —————. 2.60
P(y| ) Zy/p(xy/) ( )

* Unsupervised learning — the aim is to identify patterns, clusters, or lower-dimensional relations in high-dimensional
data, thereby revealing the most relevant features. In this case, there are no labels, only the distribution p(x), which can
be factorized as

p(x) :Hp(x,-\xl,...,x,-,l). (2.61)
i=1

These methods are increasingly important in chemistry, data science, and related fields. Their predictive power is remarkable,
but reliability depends strongly on the quality and diversity of the training data. This makes dataset evaluation essential,

especially for biomolecular systems.?%72

2.5.1 Introduction to ML Through Regression Models

ML models can be applied to various tasks, such as classification, regression, transcription, translation, outlier detection, or
sampling. In chemistry, regression is particularly important for predicting continuous quantities such as reaction barriers. The
goal is to construct a function

fi) =b+ ) wixij, (2.62)
=1

where x; are the input features, f(x;) the target values, w; the weights, and b the bias. Here, the parameters w; and b are
optimized so that the predicted values f(x;) fit the training data §; as closely as possible.

The dataset is typically split into training, validation, and test sets. The training process minimizes the mean squared error
(MSE)

MSEuin = = ¥, (% — f(x1))*, (2.63)
i=1

on the training set, but the ultimate goal is to minimize the MSE of the test set, known as the generalization error. Achieving
a good balance between underfitting and overfitting is crucial. The capacity of a model is its ability to describe many different
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2.5 Machine Learning

functions. If it is low, underfitting occurs, which gives large errors on training data, while a high capacity leads to overfitting.
This results in a large gap between the training and test error. Regularization introduces a penalty term to limit model capacity

n
J(w) =MSEin+1 Y w). (2.64)
j=1

where A controls the penalty strength. This reduces the generalization error while keeping the training error low. Optimization
then also involves hyperparameters, such as A and the learning rate €, which are tuned by minimizing the validation error.

To report model performance, common statistical measures include the mean average error (MAE)
1 n
MAE =3 [ = f(x)l, (2.65)
j=1

and the Pearson’s correlation coefficient R2,

Y ()A’i*f(xi»z.

R:=1 (2.66)
niia -2
Y (i —7¥)
where f(x;) is the predicted value and y is the mean of the reference value §;. Values of R? close to 1 indicate a strong
72-74

agreement between predictions and reference.

2.5.2 Descriptors

The molecular representation is crucial: it must provide all features necessary for learning while being invariant to translation,

rotation, and permutation of identical atoms. Common representations include:>%"?

 Simplified molecular-input line-entry system (SMILES) — a string-based notation convenient for storage and database
indexing. While compact, it does not directly encode 3D structural information.

» Extended-connectivity fingerprints — graph representation that identifies atomic neighborhoods and bond types, mapped
into fixed-length binary vectors.

e Coulomb matrix CM — encodes atom types and pairwise distances

05224, i=j
CMij=1% 77 ., (2.67)
R0 ! 7

where Z; is the nuclear charge, and R; the position of atom i. Diagonal elements reflect element types, off-diagonals
encode geometry. The CM is sensitive to atom indexing.

* Smooth overlap of atomic positions (SOAP) — represents the local environment of each atom as a smooth atomic
density, expanded in a basis of Gaussian kernels.

e Graph Neural Network inputs — graph convolution of molecules occurs in message passing neural networks, where
atoms and bonds are represented as vectors.
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2.5.3 Neural Networks

Neural networks (NNs) are ML models composed of interconnected computational units called neurons alj , which extract
information from the input layers and produce complex output predictions (see Fig.2.4). In chemistry, the inputs x,, typically
consist of molecular descriptors, while the output y; corresponds to properties such as energy gaps or reaction barriers.

Each neuron combines input signals and passes them through a nonlinear activation function f. For example, consider neuron
aéz) (orange in Fig. 2.4):

agz) =f (bgl) +w271a§1) + Wzyzagl) + W2_’3agl) + wz,na,(ll)) (2.68)
7B+ Y waal" |, (2.69)
i=1

where bgl) is the bias associated with this neuron, w,; are the weights connecting layer 1 to this neuron, and al(l) are the
activations of the previous layer. Common choices for f include the sigmoid, softplus, or the rectified linear unit. The
weights w and bias b are the parameters learned from the training data. A loss function / (or cost function) measures the error

between predictions f(x;) and reference targets ;. For instance, one typically uses the MSE
(i — f (). (2.70)

As in the case of regression, a regularization term to impede overfitting could be added to Eq. (2.70), similar to Eq. (2.64).

Error backpropagation efficiently propagates the prediction error through the network. By repeated application of the chain
rule, the gradients of / wrt all weights w ;. and bias b are computed across all layers. Training is performed by minimizing /
iteratively with a gradient descent algorithm in each epoch m

al
(9w,-j

m+1_wm_8

Wij = Wiy

(2.71)

where the learning rate € controls the step size of the optimization process to update the network parameters and minimize
the prediction error.”>~7#
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Figure 2.4: Schematic representation of a NN, adapted from Ref. [75]. Molecular geometries are first transformed into a descriptor, yielding feature vectors
Xy that serve as inputs to the network. In the hidden layers, these features are processed through neurons where weights w j; and bias by are
optimized during training. The resulting transformed information is passed to the output layer, producing the predicted target values yy.
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2.6 Proton-coupled Electron Transfer

2.6 Proton-coupled Electron Transfer

Proton-coupled electron transfer (PCET) is central to many energy conversion processes, such as photosynthesis and enzyme
catalysis, where a proton transfer is coupled to an electron transfer in a redox reaction.

The coupling can proceed via two general pathways (see Fig. 2.5): (i) Sequential PCET, in which proton and electron transfer
occur in separate, stepwise events, potentially passing through a thermally equilibrated and stable intermediate corresponding
to a local minimum on the potential energy surface. (ii) Converted PCET, in which proton and electron transfer occur
simultaneously, without the formation of such an intermediate.

Concerted PCET can be further classified into: (i) hydrogen atom transfer (HAT), where proton and electron are transferred
together between the same donor and acceptor, leaving the overall charge distribution unchanged, and (ii) electron proton
transfer (EPT), where the proton and electron move between different donors and/or acceptors, altering the charge distribution.

The solvent and surrounding environment can significantly influence PCET, leading to a variety of mechanistic scenarios
that must be considered in theoretical descriptions. Marcus theory for electron transfer (ET) and related treatments for
vibrationally nonadiabatic proton transfer form the basis of describing PCET.”®

In this work, PCET is treated under the assumption of a vibronically adiabatic reaction, where the splitting between the
ground electron-proton vibronic and the first excited vibronic state is much larger than the thermal energy kpT. This allows
the reaction to be described on the ground electronic surface with a classical treatment of the transferring proton.

Two CVs are used to describe PCET:

* Proton transfer CV — the antisymmetric stretch coordinate involving donor, acceptor, and proton

Ad = dponor—H — dAcceptoer' 2.72)

e Electron transfer CV — the difference in total partial charge between donor and acceptor molecules, excluding the
transferred proton

mol #1 mol #2
AQ= Y Agi— ) Aqg;. (2.73)
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Figure 2.5: Scheme of PCET mechanisms exemplarily shown for a neutral tryptophan radical and a tyrosine residue. In concerted PCET, a simultaneous
transfer occurs; whereas sequential PCET occurs either electron transfer first and the proton transfer (ET/PT) or the other way around (PT/ET).
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2.6.1 Electron Transfer

Electron transfer (ET) reactions can be described using a two-diabatic-state model, in which the reactant state corresponds to
the electron localized on the donor, and the product state corresponds to the electron localized on the acceptor. The adiabatic
electronic states are formed by diagonalizing the diabatic-state Hamiltonian along the reaction coordinate. These states
can be represented as parabolic FESs along a collective solvent coordinate Z., which represents the combination of nuclear
motions and solvent polarization that couple to the transfer (see Fig. 2.6(a)). The reaction is driven by motion along this
coordinate, with the solvent configuration and polarization adjusting as the electron moves. This solvent reorganization, from
the equilibrium geometry of the reactants to that of the products, is quantified by the reorganization energy A. The driving
force of the reaction, AG®, specifies whether the reaction is exergonic (spontaneous) or endergonic (uphill). In a symmetric
reaction, the energy splitting between the adiabatic states at the crossing point is 2V¢!, where V¢ is the electronic coupling
between the diabatic states. The reaction rate can be calculated using the Eyring equation

ksT — (A +AG°)?
krr = K——¢e _— 2.74
ET 5 CXP AART ) (2.74)
where K is the transmission coefficient, accounting for dynamical effects such as recrossing of the transition state (k = 1 in
ideal adiabatic transfer, K < 1 in nonadiabatic cases).

In electronically adiabatic reactions, the electronic coupling V¢! is large compared to the thermal energy kg7, allowing the
electrons to adjust instantaneously to nuclear motion and solvent polarization. The reaction then proceeds entirely on the
ground state adiabatic surface. In contrast, electronically nonadiabatic reactions occur when V¢! is small in comparison to
kpT, and transitions between diabatic states involve higher electronic states. In this limit, Fermi’s Golden rule can be applied

to derive rate expressions for the nonadiabatic transition probability.”6-7°
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Figure 2.6: Schematic free energy curves as functions of the solvent coordinates, adapted from Ref. [78]. The crossing point of the parabolas is indicated
with Z*. Solid lines represent adiabatic free energy curves, and dashed lines represent the corresponding diabatic curves. (a) Single electron
transfer: The reorganization energy A is the energy required to reorganize nuclear positions and determines the curvature of the parabolas. AG®
is the free energy difference between charge states. For a symmetric reaction, the intrinsic barrier AG* ~ A /4. Twice the electronic coupling
Vel corresponds to the energy gap between the ground and excited adiabatic surfaces ar the crossing. (b) Single proton transfer: Analogous free
energy diagram for proton motion along the reaction coordinate.
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2.6 Proton-coupled Electron Transfer

2.6.2 Proton Transfer

Proton transfer (PT) plays a central role in many biochemical processes. In enzymatic acid-base catalysis, for example, proton
motion underlies key reaction steps, while in bioenergetics protons are actively transported across membranes to generate a
concentration gradient that drives adenosine triphosphate (ATP) synthesis. The rates of PT can be strongly modulated by the
local environment near the reaction site.%

In most biochemical cases, PT is electronically adiabatic, meaning the electrons instantaneously adjust to the motion of the
proton and the reaction proceeds on the electronically adiabatic ground state surface. Analogous to ET, the process can be
modeled using two diabatic states and represented as parabolic free energy curves along a collective solvent coordinate Zp
(Fig. 2.6(b)), which incorporates the relevant nuclear motions of the proton, solute, and solvent.

If the proton is treated classically, the minimum-energy pathway (MEP) from reactants to products, passing through the
transition state, defines the reaction mechanism and the barrier height. Rate constants can then be derived based on transition
state theory (TST), with vibrational frequencies analysis enabling the inclusion of zero point energies (ZPE) and entropic
corrections. In this classical treatment, nuclear quantum effects such as proton tunneling are neglected.

When the proton is treated quantum mechanically, classification schemes distinguish between vibrationally adiabatic and
vibrationally nonadiabatic. In the adiabatic case, the proton remains in its vibrational ground state as the surrounding nuclei
move, and large tunnel splitting can occur. In the nonadiabatic case, excited vibrational states of the proton participate in the
transfer. The kinetic isotope effect (KIE), defined as the ratio of rate constants for hydrogen and deuterium transfer, provides

an experimental signature of tunneling: large KIE values typically indicate significant hydrogen tunneling.”6-78

2.6.2.1 mCEC Coordinate

The antisymmetric stretch coordinate, introduced in Eq. (2.72) as a CV for describing PT reactions, is well suited to direct
PT. In some systems, however, long-range PT occurs via hydrogen-bonded water chains ("water-wires"), often with titratable
amino acid side chains acting as donors or acceptors. Titratable amino acids are those whose side-chain protonation state
can change depending on the pH of the environment. This includes aspartate (D), glutamate (E), histidine (H), arginine (R),
lysine (L), and in some cases cystein (C) and tyrosine, Tyr (Y). These processes involve multiple bond-breaking and bond-
forming events, as well as charge-separation, and require a quantum mechanical description of many atoms. In such cases,
selecting an appropriate CV is essential to adequately sample the complex conformational landscape of the reaction. The
modified center of excess charge (mCEC) coordinate & was developed for this purpose, representing the spatial location of
the excess proton being transferred

Ny Ny Ny Ny
; ; _;; w (@) (e =), (2.75)

where Ny and Ny are the number of hydrogen and oxygen atoms, respectively, and ' r¥X/ denote their coordinates. The first
term sums over all hydrogen coordinates. The second term is a weighted sum over the hydrogen-coordinating oxygen atoms,
where wi correspondents to the number of hydrogens coordinated to the oxygen X ; in the least protonated configuration. The

dHX

third term provides a correction, using a switching function fsw (dH" ’Xf') applied to the distances J between hydrogens

and their coordination oxygens:
1

1+€Xp [(dHi’Xf — l”sw/dgw)] ’

where rsw and dgy are empirical parameters that control the center and steepness of the function. The vector & is projected

fow (@) = (2.76)

onto a scalar CV §
de.p

= .77
d§7D +d57A
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taking the distances d¢ p and d¢ 4 between mCEC and either the initial donor or the final acceptor into account. By construc-
tion, § varies between 0 and 1: { = 0 corresponds to the initial state with the excess proton located on the donor, while § = 1

represents the product state with the excess proton located on the acceptor.3!-32

2.6.3 Advanced Concepts in PCET

A more detailed description of PCET involves proton and electron nonadiabacity, which plays a central role in the theory of
concerted PCET. The charge transfer reaction can be represented with two parabolic free energy curves along a collective
solvent coordinate, which reflects the reorganization of the solvent and protein environment (see Fig. 2.7). Since not only the
electron but also the transferring proton is treated quantum mechanically, the curves correspond to diabatic electron-proton
vibronic states rather than purely electronic states, as in the Marcus theory described in section 2.6.1.

In this framework the mechanism proceeds as follows: first, the environment reorganizes toward the crossing point of the
vibronic free-energy surfaces; at the crossing, a nonadiabatic transition occurs between reactant and product vibronic states
(simultaneous tunneling of electron and proton); finally, additional environmental reorganization stabilizes the product.

Nonadiabaticity in PCET arises from three components: (i) the solute electrons, (ii) the transferring protons, both treated
quantum mechanically, and (iii) the remaining nuclei, treated classically. This can be further classified into two cases: (a)
vibronic nonadiabaticity, which concerns how electron and proton motions respond to the slower nuclei, and (b) electron-
proton nonadiabaticity, which concerns how the electron responds to the proton motion.

Vibronic nonadiabaticity is characterized by the vibronic coupling V¢.. As in the case of ET, when this coupling is much
smaller than the thermal energy kg7, Fermi’s Golden rule can be applied to compute the rate constant. Electron-proton
nonadiabaticity concerns the distinction between electronically adiabatic and nonadiabatic reactions. In electronically nona-
diabatic reactions, the vibronic coupling is given by the product of the electronic coupling and the overlap integral between
proton vibrational wavefunctions of reactant and product states. Nonadiabatic coupling manifests as a measurable change
in the electron charge distribution such as change in dipole moment, ESP or partial atomic charges along the PT CV. This
provides a way to discriminate between electronically adiabatic and nonadiabatic reactions, and thus to distinguish HAT and
EPT. In the case of fast electron motion, as in HAT, the nonadiabatic coupling is small, since no significant redistribution of
electronic charge occurs. However, when electron motion is slower, as in EPT, significant changes in the electronic charge
distribution accompany the proton transfer.®3

Free energy

Collective solvent coordinate

Figure 2.7: Schematic representation of parabolic electron-vibronic free energy curves along a collective solvent coordinate for a concerted PCET reaction
in the electronic ground state, adapted from Ref.[83, 84]. Proton vibrational wavefunctions are shown in blue and red at both the reactant and
product minima, with additional wavefunctions depicted at the crossing point.
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2.7 Spectroscopic Properties

2.7.1 Light and Molecule Interaction

Photochemistry refers to chemical reactions initiated by the absorption of light. When a molecule absorbs radiation, the
molecule is promoted from the electronic ground state Sy to an electronic excited state S,,. The photon energy can then induce
various physicochemical processes, such as photoisomerization, electron transfer, or fluorescence.

Light exhibits both wave-like and particle-like behavior. In the wave description, light in vacuum is represented as a linearly
propagating electromagnetic wave consisting of orthogonal electric (E) and magnetic fields (B). In the quantum picture, light

consists of photons, each carrying an energy
he

17

where £ is Planck’s constant, v the frequency, c the speed of light, and A the wavelength. A photoexcitation occurs when E,;,

Ep=hv = (2.78)

matches the gap between two molecular energy levels. This process is commonly denoted as

hv

AL A% (2.79)

with A* representing the electronically excited state S,,.

The probability of an electronic transition upon light absorption can be derived from the time-dependent SE (see Eq. (2.22))
within the Born-Oppenheimer (BO) approximation. In this framework, the total wave function Wiy, can be separated into
electron W, and nuclei ¢, contributions (see Eq. (2.26)). Interactions with light are mediated by the transition dipole
moment U, as the molecule interacts with an electric field

fL=—e) 7, (2.80)

where e is the elementary charge and 7; connects the center of charge with the electron. The expectation value of the transition
dipole moment of a transition between the ground state (0) and a final electronic-vibrational state (n) is given by

(fon) = (Pl AP o)) (2.81)
= (PULIPY) - (Done| D) (2.82)
=¢-S. (2.83)

€ is the electronic transition dipole called the extinction coefficient and S is the Franck-Condon overlap integral between the

lowest vibrational level in the ground state Sp and any other vibrational level in an excited state S,,. The Franck-Condon factor

S depicts the state that overlaps best with the wave function in Sy and is the strongest band in the absorption spectrum. The

oscillator strength f, a dimensionless quantity describing the intensity of the transition, follows as

ou = Vo o 2.84)
o< |1on|?, (2.85)

and is proportional to the square of the transition dipole moment.

The electromagnetic spectrum spans from high-energy y-rays to low-energy radio waves. In the visible range, photon energies
decrease from violet light (= 420nm = 2.95eV) to red light (= 700nm = 1.77¢eV).

Figure 2.8 shows the most common photophysical processes. A molecule in its singlet ground state Sy can absorb a photon
and be excited to a higher singlet state S,. Due to the Franck-Condon principle, the transition occurs vertically on the
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potential energy diagram because nuclear motion is negligible on the ~ 10~!3 s timescale of electronic excitation. The higher

vibrational levels of S| or S5 are often reached first due to greater wavefunction overlap.

From there, the molecule may undergo:

Vibrational relaxation (VR): thermal relaxation to lower vibrational states (S, to the lowest vibrational level of S,,).
Internal conversion (IC): nonradiative relaxation to lower electronic states (S, to Sy).

Fluorescence: radiative decay from the thermally equilibrated S} minimum to various vibrational levels of Sy, producing
the vibronic structure in emission spectra.

Intersystem crossing (ISC): spin-forbidden conversion to the triplet state 77, followed by phosphorescence to Sy on
longer timescales.

What is not shown in the diagram, but also possible is:

Photoisomerization (A* — B): A* isomerizes to B and radiationless decay to the electronic ground state occurs. There-
fore, the two potential energy surfaces come very close to each other, passing through the conical intersection, which
is the avoided crossing region. As an example serves the isomerization in microbial rhodopsins from the all-trans to
13-cis isomer.

Electron transfer (A* +B — AT 4 B™): A* is a better electron donor and acceptor than in the ground state, therefore an
ion pair can be created. Photochemical PCET is an example of this primary photoprocess.

According to Kasha’s rule, fluorescence originates from the lowest vibrational level of Sy, regardless of which S,, was initially
populated. The fluorescence spectrum is often the mirror image of the Sy — S| absorption spectrum, but shifted to lower
energy. The shift is called Stokes shift

AEgokes = Eaps — Eem > 0. (2.86)
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Figure 2.8: Jablonski diagram (adapted from Ref. [85]) illustrating key photophysical processes: The singlet ground Sy, first ,S1, and second S, electronic
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states each contain multiple vibrational sublevels. Photon absorption A can promote the system from one orbital into a higher orbital, e.g. highest
occupied molecular orbital (HOMO)-lowest unoccupied molecular orbital (LUMO) (S;). Nonradiative vibrational relaxation (VR) leads to the
lowest vibrational level of the excited state and internal conversion (IC) occurs to Sy, from which fluorescence emission F to Sy or intersystem
crossing (ISC) to the triplet state (77) may occur. This transition implies a spin inversion resulting in two unpaired electrons with the same spin.
From T, phosphorescence to Sy is possible, but slow due to the change in electronic spin. VR and IC typically occur on the picosecond scale,
while fluorescence and phosphorescence are slower processes.



2.7 Spectroscopic Properties

This shift results from vibrational relaxation in S; and emission into vibrational excited Sy levels. Solvent effects, excited
state reactions, and energy transfer can further increase AEgykes- VR is much faster than fluorescence, so the same emission
spectrum is generally obtained, irrespective of the excitation wavelength.

It was stated above that a vertical transition from the ground state occurs in a higher vibrational level (Franck-Condon
principle). This is indicated in Fig. 2.9. The reorganization energy A is the energy difference between any higher lying
vibrational state and the lowest vibrational level in the respective electronic state. The sum of the reorganization energies
equals the Stokes-shift AEgopes = AL = A50 4 251 8586

Energy

hv

.
>

Nuclear coordiante

Figure 2.9: Schematic representation of the Franck-Condon principle, adapted from Ref. [86]: vertical transition (blue line) from Sy to the highest vibrational
level of S; due to greater wavefunction overlap. Vertical emission (green line) from the lowest vibrational level of S; to Sp. Reorganization
energy A is the energy difference between any higher lying vibrational state and the lowest vibrational level in the respective electronic state.

2.7.2 Treatment in QM Methods

If excited states are of interest, the aforementioned QM methods presented in section 2.3 must be adapted to describe also
excited state properties.

In post HF-methods, one has to rely on multireference (MR) methods to explore both ground and excited state in a balanced
manner. These methods are based on CI methods (see section 2.3.1.2), which write the molecular wave function as a linear
combination of Slater determinants. Then electrons are taken out of occupied orbitals (so-called reference orbitals) into virtual
orbitals to produce further Slater determinants. Then the final wave function includes not only single and double excitation,

but also triple and quadruple excitations.86-37

2.7.2.1 Spectroscopy Oriented Configuration Interaction
Spectroscopy oriented configuration interaction (SORCI) is a MRCI based method, calculating energy differences between

several electronic states in large molecules. Efficiency is gained by the use of a small reference space and SCF treatment, and
other concepts combining variation and perturbation theory.58
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2.7.2.2 Orthogonalization Model 2/Multi Reference Configuration Interaction

In semi-empirical frameworks, the OM methods presented in section 2.3.2.1 employ a MRCI treatment to account for static

correlation effects in studies of excited states.>3-489

2.7.2.3 Time-dependent DFT

Alternatively, excited state properties can be obtained using the time-dependent (TD) extension of DFT. In linear response
TD-DFT, the system is described in its electronic ground state and subjected to a small, time-dependent perturbation, in this
case an oscillating electric field. The perturbation induces changes in the electron density, from which excited state properties
can be extracted.

In analogy to the Hohenberg-Kohn theorem, the Runge and Gross theorem establishes a correspondence between the time-
dependent electron density p(r,7) and the time-dependent external potential V., (r,7), for a given initial state. This implies
that the full time-dependent wavefunction W(r,7) is a functional of p (r,7).

Linear-response TD-DFT starts from the ground-state Kohn-Sham orbitals and propagates the system to obtain the density
response at a given perturbation frequency. The formalism requires an exchange-correlation functional fi.(r,r’; @), which
introduces an explicit dependence on the perturbation frequency .

The central working equation is the Casida equation, an eigenvalue problem of the form

(v 2)C)==( )0 <m

where A and B contain ground-state KS orbital energies, orbital coefficients, and Coulomb and XC contributions. Solving
this equation yields the excitation energies @ and the corresponding excitation vectors (x,y), which can be used to compute

oscillator strengths and transition dipole moments.”%3

2.7.2.4 TD-DFTB

In DFTB, an analogous linear-response approach is available for excited-state calculations. The single-particle energy differ-
ences @ are first obtained from the ground state DFTB calculation. A coupling matrix is then constructed (based on Mulliken
transition charges and long-range Coulomb corrections). The eigenvalue problem is solved, yielding different spectroscopic
properties, such as excited state dipole moments, non-adiabatic coupling vectors, symmetries, and the oscillator strength f of a

94,95

transition. A linear-response formulation is also implemented for long-range corrected exchange-correlation functionals,

enabling a more accurate treatment of charge transfer reactions.®3

2.7.3 Absorption Spectra Calculation

The methods described above provide access to spectroscopic properties by the means of theoretical methods. To com-
pare these results with experimentally measured absorption spectra, it is important to account for the fact that a molecular
absorption spectrum rarely consists of a single peak. Instead, it typically shows broad features, often with multiple peaks.

Only in very simple cases is it sufficient to use the vertical energy gap from Sy to Sy as the peak position of the experimental
spectrum. In most cases, spectral broadening must be considered, arising from interactions with the environment and from
transitions to vibrational levels other than the lowest one. Inhomogeneous broadening, e.g., due to structural fluctuations,
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can be modeled by convolution with a Gaussian function, whereas homogeneous broadening, e.g., due to finite excited-state
lifetimes, is more appropriately described by a Lorentzian function.

In the ensemble approach, molecular configurations are sampled from the ground-state potential energy surface, typically
using molecular dynamics (MD) or monte carlo (MC) simulations. Spectroscopic properties are then computed for each
snapshot, and the resulting set of excitation energies @; and oscillator strengths f is used to construct the spectrum

o(o)= Y (fi-®). (2.88)

Iframes
The excitation energies @; are weighted by the oscillator strength f;. The maximum peak is obtained by a Gaussian fit of the
resulting histogram. This is valid because solvent-induced broadening is well represented by a Gaussian distribution. So, an

environmentally induced homogeneous broadening in explicit solvent is considered in atomistic detail.?®
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3 Reweighting Metadynamics Simulations to
describe PCET Reactions in Biomimetic
Peptides
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e Spies, Katharina; Pfeffer, Leonie; Kubaf, Tomas; and Gillet, Natacha; Structural and environmental effects on the
mechanism of biological proton-coupled electron transfer using DFTB/MM metadynamics., Phys. Chem. Chem.
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Katharina Spies set up all other structures, performed hybrid quantum mechanics/molecular mechanics (QM/MM) molecular
dynamics (MD) and metadynamics (MTD) simulations, and performed subsequent analysis. Katharina Spies, Tomas Kubaf,
and Natacha Gillet contributed equally to the written text.

3.1 Introduction

Proton-coupled electron transfer (PCET) is a crucial redox reaction that occurs in a variety of processes, including energy
conversion (solar cells), radical catalysis, and enzymatic reactions. Prominent PCET examples from biological systems
include photosystem II (PSII), prostaglandin H synthase, ribonucleic reductase (RNR), cytochrome P450, and galactose
oxidase.! They can involve a metal-center but also organic cofactors only, including residues such as, predominantly, tyrosine
(Y), tryptophan (W), histidine (H) or glycine (G) and cysteine (C).

In its broadest definition, the term PCET describes the intertwined motion of a proton and an electron, regardless of the
mechanism. It can occur simultaneously, i.e., in a concerted manner, or stepwise, i.e., sequentially, involving or lacking a
reaction intermediate. Also, the donor and acceptor molecules can be different for the proton and the electron, so that three
partners can be involved in the reaction.”® The PCET mechanism strongly depends on the nature of the cofactors but can
also be tuned by the close environment. For instance, long-range PCET in RNR is activated by the protein conformational
change and its directionality over more than 30 A is ensured by the close environment of the different tyrosines along the
path.!7-9% Consequently, insights into the environment of the tyrosines and their dynamical behavior along the transfer process
are important to understand PCET.

Both experimental and computational studies of complex proteins such as PSII and RNR are costly, time-consuming, and
difficult to set up. An alternative way to control the environment of the active centers and explore the underlying PCET
mechanisms turns out to be investigations on biomimetic peptides and model proteins. These facilitate, for example, the
understanding of how non-covalent interactions affect the redox potentials of metal clusters or, as in our case, how the protein

environment shifts the reduction potential and thus the electron transfer rate according to Marcus theory.”®-100

From that perspective, Sibert et al. designed an 18-residue 3-hairpin structure in which an oxidized tyrosine can interact with a
histidine residue via an interstrand PCET mechanism along a water chain (Fig. 3. 1(a)).”® Nuclear magnetic resonance (NMR)
data confirm the stability of 3-hairpin structure for the peptide and dipolar contacts between the histidine and tyrosine side

35
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chains.”® Electrochemical and electron paramagnetic resonance experiments show that the protein environment and the proton
donors and acceptors control the midpoint potential and the reaction rate of the PCET. The oxidation of tyrosine leads to a

3,99,101

PCET to histidine as the pK, of histidine increases. Experimental and computational analyses support a water-bridged

PCET mechanism in this peptide. A series of mutant peptides was analyzed to investigate environmental factors that alter the

mechanism.3-101-102

Besides, Tommos et al. synthesized a radical maquette o3Y that folds into a stable o-helical structure (Fig. 3.1(b)).!% Tyrosyl
radicals that are generated in this maquette are incorporated into the protein structure and appear to be stable. The midpoint
potential is increased at neutral pH compared to tyrosine in aqueous solution, indicating that the protein environment modu-
lates the redox properties. The estimated lifetime for the tyrosyl radical is < 30 ms, indicating that the protein environment
strongly stabilizes the radical species. More recently, using a similar protein model, Nilsen-Moe et al. have described how the
modulation of electron transfer (ET) and proton transfer (PT) driving forces, i.e., donor and acceptor redox properties and pK,,
modifies the PCET mechanism involving one tyrosine.5 Indeed, tyrosine, thanks to its aromatic ring, has a relatively low ion-
ization potential,”®!%% but its radical cation state presents a negative pK, of —2.!%> However, the oxidized, deprotonated state
of the tyrosine can be stabilized by the protein environment to lifetimes of up to 2.6.1% Moreover, reactions following ty-

6,107,108 18,109

rosine oxidation employing fluorotyrosinated molecules have been studied computationally and experimentally.

These studies demonstrate that the protein environment and its motions influence the reactivity and PCET mechanism.

Theoretical studies bring a deeper understanding of PCET mechanisms, by determining kinetic and thermodynamic properties
with a system description at an atomistic level. QM/MM multiscale simulations are crucial to model PCET in biomolecules:
the protein environment, which is described by molecular force field methods, can influence the donor and acceptor molecules
that are involved in the transfer mechanism, which is described by quantum mechanics to represent the particle motions. PCET
between aromatic amino-acid side chains was investigated computationally in several laboratories previously. Earlier studies
were based on single-point calculations of the donor—acceptor systems. So, density functional theory (DFT) calculations
(UB3LYP/6-31+G(d,p)) of a direct PCET reaction between the aromatic rings of Trp radical and Tyr with varying number
of additional amino-acid residues separating the donor and acceptor in a peptide chain yielded activation energies of E, =
7—19kcalmol~'.10 Later studies obtained free energies by additionally including thermal corrections based on statistical
mechanics; these were still single point calculations rather than averaging based on a sampling of configurational space
however. A study of this kind estimated the activation free energy of the phenoxyl/phenol self-exchange reaction in a flipped
conformation in the gas phase to be 5.6 kcalmol~'.!"'" Another DFT study (D-B3LYP/def2-TZVPP) of a PCET between a
pair of stacked tyrosine side chains in the gas phase yielded reaction free energy barriers of AG* = 6.5 and 11.0kcalmol~! for
direct and water-mediated PCET processes, respectively.!!? It was also found that the effect of the electric field induced by
the protein environment as point charges shifts the energies by only ca. 0.5 kcalmol~!. Most recently, PCET in biologically
relevant complexes has been investigated by including sampling of configurational space with MD simulation. Such a study
of PCET between two Tyr residues in RNR found AG* = 4.2kcalmol~! for the side-chains in a stacked orientation and
9kcalmol ! in a flipped orientation, using QM/MM finite-temperature string simulations with umbrella sampling at a DFT
level of theory (wB97X-D/6-31+G**).17 However, these methods are computationally expensive, so not always suitable for
sampling the complex dynamical behavior of large biomolecules.

In this work, we propose a protocol based on QM/MM and MTD simulations in which we track collective variables (CVs)
describing proton and electron transfer and recalculate the free energy surface (FES) to compare PCET in different biomimetic
peptides using a methodology suitable for extended time scales and large biomolecules. Indeed, density functional tight
binding (DFTB)3 and/or long-range corrected (LC)-DFTB calculations are 100 to 1000 times faster than those performed
with full DFT, allowing longer simulations.’®>° They can be combined with larger number of replicas in a multiple-walker
MTD simulation setup for a qualitatively more thorough sampling of the conformational space of donors, acceptors and
their environment. Here, a 1D MTD simulation is used, applying the extended sampling algorithm to the PT CV. The ET
CV remains unbiased at runtime of the simulation and is instead only introduced in the post-processing of trajectories by
reweighting.
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(a) B-hairpin peptide H14 (wild type (wt)) (b) o-helical protein A (wt)

Figure 3.1: Structure of (a) 3-hairpin peptide H14 (wt) and (b) a-helical protein A (wt) with the backbone shown as ribbons and the amino acid side chains
displayed with emphasis on the residues involved in the PCET reaction and water molecules displayed in a 5 A radius of the transferred hydrogen.

In fact, we have previously developed a methodology to apply bias to an ET CV in a 2D MTD simulation based on a DFTB
version, in which coupled-perturbed (CP) equations are solved.®% Although it would generate a FES of the CVs for PT and
ET directly, that approach remains too computationally demanding so far.

We focus on the simulation of the two model systems shown in Fig. 3.1 to assess our computational protocol. We explore
different donor-acceptor pairs and different configurations of the partners and the environment.

Apart from investigating the effects of the mentioned factors on the PCET process, this application has two rather technical
aims: (i) It will be shown how a CV constructed as the difference of molecular charges can describe the charge state during the
complex PCET process. (ii) It will provide reliable benchmark data that can be used later to validate the simulation protocol
involving biasing potentials on the ET CV, as soon as the optimized CP-DFTB algorithms are finished.
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3.2 Computational Details

3.2.1 Retrieving the FES from (un)biased MD Simulations

One or more CVs (s) must be introduced in order to describe the reaction of interest and to introduce the corresponding
biasing potentials in metadynamics. In our case, the proton transfer (PT) is described by the difference of the distances of the
hydrogen to the donor and acceptor (spt, Eq. (3.1)), where X is the heavy atom bound to the transferred proton (an oxygen or

a nitrogen atom) and the electron transfer (ET) by the difference of the total charges (sgr, Eq. (3.2)).60-66
SPT (?) =Ad = dXDr)norH - dOXAcceptorH (3 1)
mol #1 mol #2
ser(Ag) =AQ =) Agi— ) Ag; (3.2)
_—
Oponor QAcceptor

The Mulliken charges Ag; are directly available in the deployed quantum mechanical (QM) method, DFTB, and the atomic
charges are summed for each residue involved in the PCET. Each respective charge Oponor Or QAcceptor includes the charges of
side chain atoms up to and including C§ and the hydrogens bonded to it (including the link hydrogen atom introduced in the
QM/MM setup, see below), and it excludes any backbone atoms. The charge of the transferred proton is excluded from the
difference. The CV for the proton transfer between two tyrosine residues consists of the difference between the proton-donor
atom and the proton-acceptor atom, as shown in Fig. 3.2.

O dow g, .,

Figure 3.2: The proton transfer collective variables spr = Ad = doy,,,,.H —do AcceptorH for the PCET reaction between two tyrosine residues.

We have performed two sets of simulations to represent the PCET FESs along these CVs: first, unbiased simulations where the
proton is free to move; second, MTD simulations along the proton transfer coordinate. In the post-processing of the unbiased
QM/MM MD simulations, these CVs are used to obtain a 2D histogram from the probability distribution Py(s) = Py(spr, SeT),
which is also recalculated to the free energy G(s) as

1
G(s) = *BlogPo(s% (3.3)
. 1 .
with 8 = oT (T, thermodynamic temperature, kg, Boltzmann constant).
B

The second set of simulations consisted of MTD that applied biasing potentials on the PT CV (spt). Standard MTD and
well-tempered metadynamics (WT-MTD) were described in detail elsewhere.*®!13114 An unbiased probability distribution
has been retrieved from the biased one by means of reweighting.*+#>115 A more complex reweighting procedure was required
because (i) MTD uses a time-dependent biasing potential V (s,), and (ii) the desired histogram involved a CV that was not
subject to the biasing potentials: those were applied to spr, and the goal was to estimate Py(spr, SgT)-
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3.2 Computational Details

Here, the reweighting factor**116
1 [dse BGH)
<) = glog ol etV (3.4)
is an estimator for the reversible work done by the bias, and is evaluated by numerical integration as**4
Bet) /ds [eyV(s,t+At)/k3AT _ oWV (s)/kgAT 3.5)

where At is the time interval between the Gaussian depositions. This calculation was performed with PLUMED (version
2.5.1).47117 A reweighting factor based on V (s,¢) — ¢(t) makes it possible to estimate the equilibrium mean of any function
by averaging along the MTD trajectory.

For instance, the unbiased distribution Py(s) can be obtained by reweighting the (biased) distribution P(s), obtained directly
from the MTD simulation, with a factor of eBlV(s:0)=¢(0)],

Importantly, it is possible to introduce an additional variable s’ (R) as a CV that, however, was not biased in the MTD
simulation. This was used in our work to create 2D histograms Py (spr,sgr) by introducing an additional CV to describe the
ET process: s'(R) = ser(AQ(R)). The unbiased histogram (probability) was generated from the biased histogram (obtained
directly from the metadynamics) using the quantity c(z):

Po(s,s') o< P(s,s")ePlV (s =], (3.6)

Practically, the numpy.histogram2d function was used to generate the distribution of both CVs, applying the weights
B(V —c(t)) previously obtained from rbias by activating the CALC_RCT keyword in PLUMED. The resulting histogram was
then converted to a FES using Eq. (3.3) and normalized by setting the minimum of AG to zero.

3.2.2 System Setup

The B-hairpin peptide structures are inspired by PSII and based on the amino acid sequence IMDRYRVRNGDRIHIRLR, first
described by Sibert et al.”> NMR data show that the wt peptide forms a well-ordered B-hairpin and that a PCET mechanism
is possible between residues Y5 and H14. Since the NMR structures are not openly available, we based our structure on
the solution NMR structure PDB ID 1KFP!'® of gomesin, an antimicrobial cysteine-rich peptide. We used the amino acid
backbone coordinates from the 1KFP structure to reconstruct the 3-hairpin structure of the target sequence using the leap

program, which is part of the Amber program package.!!®

The a-helical protein structure inspired by the work of Tommos et al.!%% is based on PDB ID 2MI7.1%° The secondary
structure schemes of the (3-hairpin peptide and the o-helical protein are shown in Fig. 3.3, indicating the different mutations
considered in this work. An overview of the biomimetic peptides investigated in this work is provided in Table 3.1 together
with comments pointing out important differences between them.

v7Y
Y5 H14W/Y

Figure 3.3: Secondary structure scheme of 3-hairpin peptide (left) and o-helical protein (right) with emphasis on the residues involved in the PCET mecha-
nism.
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3 Reweighting metadynamics Simulations to describe PCET Reactions in Biomimetic Peptides

Table 3.1: Overview of the biomimetic peptides investigated in this work. Tyr® is a deprotonated tyrosyl radical residue.

Tyr® PCET partner comments
B3-H14 Y5 H14 (wt) qu =1
B-W14 Y5 H14W
B-Yl4s YS H14Y n-stacked conformation

B-Y14f Y5 H14Y flipped conformation
B-Y7 Y5 V7Y

a-Y56 Y34 V56Y embedded inside protein
a-Y31 Y34 K31Y solvent exposed

a-Y30 Y34 L30Y embedded inside protein

The wt and mutant structures of both systems are simulated using the Amber ff19SB force field and the SPC water
model. %120 An additional set of simulations was set up, in which each of the two systems B-Y7 and o-Y30 was sol-
vated using the OPC water model.>® The atomic charges of the deprotonated radical tyrosine have been obtained using
the restrained electrostatic potential (RESP) method as implemented in Antechamber!?!:122 from the AmberTools software
suite.'!” This new parametrization has been used to model the side chain Y5 (in the {-hairpin peptides) and that of Y34 (in
the a-helical proteins) in a deprotonated radical state. An underlying electron density had been calculated on the HF/6-31G*
level with Gaussian09.!23 The simulation box is cubic with a minimum solute to box distance of 12 A and a salt concen-
tration of 0.1 mM using an appropriate number of Na* and Cl~ atoms. Periodic boundary conditions were applied. The
Verlet neighbor-searching scheme was used, the cutoff distance for the Lennard—Jones interactions was set to 12 A, and the

long-range electrostatic interactions were treated with particle mesh Ewald (PME).

3.2.3 Classical Equilibration and Simulation

The equilibration protocol consists of an energy minimization with a steepest descent algorithm until the maximum force
dropped below 10000kImol~' nm~! followed by a 60 ps NVT equilibration at 300 K using the SHAKE algorithm to con-
strain hydrogen—heavy atom bonding. The time step is 2 fs and Langevin dynamics is used to maintain the temperature of
300 K with a collision frequency of 5ps~'. NPT equilibration was performed for 2 ns at 300 K using constant pressure and
the SHAKE algorithm to constrain hydrogen bonding as before. The collision frequency is set to 1 ps~!. The production run
is performed with the same parameters as the NPT equilibration for 200 ns with a time step of 2 fs.

The simulation protocol of the 3-hairpins 3-H14 (wt) and B-W14 (H14W) was slightly different. The steepest descent integra-
tor was also used, performing a steepest descent minimization until the maximum force dropped below 1000kJmol ' nm~".
NVT equilibrations were performed at 300 K for 100 ps, with a time step of 2 fs, using the leap-frog Verlet integrator. Bonds
to hydrogen atoms were constrained using the LINCS algorithm. The NPT equilibration time was set to 10 ns with time
steps of 2 fs. The reference pressure was 1.0 bar, and the Parrinello-Rahman barostat was introduced. All other simulation
parameters were set as for the 3-hairpin systems.

All of the classical simulations were performed using the GROMACS package (version 2021.5).124125

3.24 QM/MM

Geometries with a maximum distance of 3 A between the proton donor and acceptor atoms were selected from MM MD
simulation to be used as starting structures for the QM/MM simulations.

All QM/MM optimizations and simulations were performed with the QM method DFTB3® as implemented in DFTB+,%

using the standard 30B parameter set.>’

126

The spin-polarized formalism of DFTB is used to describe the electronic structures
with a radical character.
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3.2 Computational Details

The QM region consisted of the side chains of the two residues involved in PCET. To saturate the valence spheres of the
relevant Co atoms, hydrogen link atoms were introduced in the QM regions on the Co—Cp covalent bonds being cut by
the QM-MM boundary. The MM region was described using the Amber ff19SB force field.!?° The distance between the
proton donor and acceptor atoms was restrained with an upper wall restraint of 3 A, and the sum of the distances between
the hydrogen to each donor/acceptor atom was also restrained with an upper wall restraint of 3 A using the PLUMED plugin
(version 2.5.1).47"117 The QM/MM simulations were performed for 1ns with a time step of 0.5 fs. The QM/MM interface is
the implementation in our local versions of DFTB+ and GROMACS.!?7:128 The values of both CVs were extracted directly
from the QM/MM simulation and used to compute the probability distributions and subsequently the FES according to
Eq. (3.3). The ET CV was derived from Mulliken charges obtained using spin-polarized DFTB3/30B.

3.2.5 Metadynamics

WT-MTD were performed within a multiple walker framework using a combination of GROMACS, DFTB3 as implemented
in DFTB+, and PLUMED. The initial height of the Gaussians is set to 0.5 kJmol~! with a width & = 0.005 A and a bias
factor of y = 6. The frequency of the communication between the hill files was set to 500 steps, and the grid ranged from —4
to 4 A. The keyword CALC_RCT was activated to obtain the reweighted bias and the factor c()**. The number of walkers
varied from 8 walkers for the systems with two tyrosine residues to 48 walkers for the systems with tyrosine and histidine
or tryptophan. The increase in the number of walkers was necessary to achieve convergence of the MTD simulations. All
walkers were simulated with a time step of 0.5 fs for a total simulation time of 16 to 40 ns as required for the FESs to converge.

3.2.6 Recalculation of Electron Transfer Collective Variable

Additional single-point QM calculations were performed on selected snapshots from the unbiased QM/MM trajectories of
B-Y14s and 3-Y14f to assess the quality of the DFTB description of ET. The ET CV, AQ, was evaluated for the two Tyr
side chains in vacuo, with the following methods, and subsequently compared: DFTB/30B with and without the treatment
of spin polarization, spin-polarized LC-DFTB® with the OB2 parameter set;'>® implementations in DFTB+ version 22.2
were used.®> Full DFT on the levels M06-2X/6-311%#130-132 34 (zB97X-D/6-311%**;133 these reference calculations were
performed with Gaussian 09.'?* The ET CV is calculated from the atomic partial charges according to Eq. (3.2). In DFTB,
the ET CV was computed using Mulliken atomic charges, and the CMS5 correction was applied optionally. With the DFT
methods, the ET CV was evaluated using either Mulliken or CMS5-corrected Hirshfeld or Merz—Kollman (MK) population
analysis.

Based on this comparison, the Mulliken charges from single-point spin-polarized LC-DFTB/OB2 calculations, treating the
protein environment as point charges, were selected as the representation of atomic charges to be used in Eq. (3.2). Thus, a
total of 4000 snapshots per walker from the QM/MM MTD simulations were used for subsequent calculation of the ET CV
AQ with this method. This is the first step in the post-processing of the MTD trajectories before the procedure according to
Seq. 3.2.1 was carried out: build 2D histograms (using additionally the values of the PT CV Ad) and reweight to yield a 2D
FES.

All data was processed and visualized with python!3* using the matplotlib,'3> NumPy,'3 pandas,'3” and seaborn!38 libraries.
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3 Reweighting metadynamics Simulations to describe PCET Reactions in Biomimetic Peptides

3.3 Resulis

3.3.1 Secondary Structure of the Biomimetic Peptides

We study several biomimetic peptides (see Fig. 3.4), which differ in their secondary structure (3-hairpin peptides or o-helical
proteins), the residues involved in the PCET mechanism (deprotonated radical tyrosine (Tyr®) paired with histidine (His),
tryptophan (Trp), or tyrosine (Tyr)) as well as their relative spatial arrangement and solvation environment (either solvent
exposed or buried within the protein).

stacked

(b) B-hairpin Y7 (V7Y)
S e
(( < I (

(d) o-helical protein Y56 (V56Y) (e) o-helical protein Y31 (K31Y) (f) o-helical protein Y30 (L30Y)

Figure 3.4: Structure of the (3-hairpin peptides and o-helical proteins with the backbone shown as secondary structure and the amino acid side chains
displayed with emphasis on the residues involved in the PCET reaction and water atoms displayed in a 5 A radius of the transferred hydrogen.

In wild-type peptide B-H14 (WT) (Fig. 3.1(a)), the proton can transfer between Y5 and H14 either directly or via a water
chain.'! In peptide B-W14 (Fig. 3.4(a)), the residue H14 is replaced by tryptophan (W), as tyrosine/tryptophan dyads are
conserved structural motifs in various proteins.'9%13% Examples are found in the 2 subunit of RNR, with a tyrosine and

141 142 and

a tryptophan in a staggered T-shaped arrangement,”® in PSIL,'%0 as well as in oxidoreductases,'*! cryptochromes
photolyases.!*? Finally, peptide -Y14 has H14 mutated to tyrosine in order to induce a symmetrical PCET reaction between
the opposite 3-strands. The V7Y mutation in peptide 3-Y7 (Fig. 3.4(b)) is supposed to permit a PCET mechanism between
two tyrosine residues on the same strand of the B-sheet. The insets in Fig. 3.4(c) show two different orientations of the
tyrosines in the [-hairpin peptide 3-Y14: a m-stacked (3-Y14s) and a flipped (3-Y14f) conformation. These geometries

respectively correspond to the orientations of «Y730/0Y731 and aY731/3Y356 found in RNR. 44

The secondary structure of the a-helical protein A (wt) features three a-helices, as determined by CD and NMR spectroscopy. '3
There is only one tyrosine residue in the center of the wt sequence (Y34, Fig. 3.1(b)), which was thought to be buried in the
protein structure.'319 By contrast, the protein structure changes during our simulations, exposing Y34 to the solvent, and
the same event occurs in the o-Y31 (K31Y) variant (Figure 3.4(e)). The tyrosines in the «-Y56 (V56Y) and a-Y30 (L30Y)
variants (Figures 3.4(d) and 3.4(f)), however, remain buried within the three a-helices structure.

The secondary structure conservation of the biomimetic peptides was evaluated by root mean square deviation (RMSD)
analysis in combination with the Deffine Secondary Structure of Proteins (DSSP) algorithm. Fig. 3.5 shows the RMSD
values relative to the average structure of all B-hairpin peptides (Fig. 3.5(a)) and o-helical proteins (Fig. 3.5(b)). All heavy
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Figure 3.5: Secondary structure is conserved in all biomimetic peptides. RMSD Plots of (a) 3-hairpin peptides and (b) o-helical proteins wrt the average
structure. DSSP Plots of (c) 3-hairpin H14 and (d) o-helical protein A.

atoms in the peptides were included in the analysis. The RMSD of the 3-hairpin peptides is slightly higher than that of
the a-helical proteins, which can be attributed to their direct solvent exposure leading and the resulting increased mobility.
Nevertheless, in all systems the RMSD remains below 5 A, indicating a strong conservation of the secondary structural motifs.

All B-hairpin peptides have a bend in the middle of the structure between residues 9 and 11 and extended [-sheets from
residues 3 to 7 and 12 to 17, as shown exemplarily for 3-hairpin peptide A in the DSSP plot in Fig. 3.5(c). These structures are
consistent with the expectations of Ref. [99]. Fig. 3.5(d) shows exemplarily the DSSP plot of a-helical protein A, illustrating
the three-helical o-helical secondary structure determined by CD and NMR spectroscopy.'® The structure is stable along the
200 ns simulation.

Classical MD simulations with one tyrosine simulated as radical tyrosine were performed and, similar to the results above, the
overall secondary structure was conserved as well. These simulations were performed to produce suitable initial structures
for the QM/MM simulations, in which the residues involved in the PCET are close enough for the reaction to take place.
The distances between the proton donor and acceptor atoms (nitrogen in histidine and tryptophan, oxygen in tyrosine) were
measured. Structures in which this distance corresponded to a direct contact (=~ 3 A) were used as initial structures for
subsequent QM/MM simulations (see Fig. 3.6).

N
o

0-0 Distance / A
= =
o w

v

o

ELS

0 50

100
Time / ns

150

200

(a) Y14-s

0-0 Distance / A
= = N
(%, o w o

o

0 50

100
Time / ns

150

200

(b) Y56

Figure 3.6: Distance between oxygen atoms from classical simulations with one tyrosine in radical state, and zoom into structure with the minimal observed
distance (= 3 A) that served as input for the QM/MM simulation, shown exemplarily for (a) Y14s and (b) Y56.

3.3.2 Unbiased QM/MM Simulations

Unbiased DFTB3/MM simulations, i.e., simulations without enhanced sampling methods based on biasing potentials, were
performed, including a radical tyrosine Tyr® and a second protonated residue in the QM zone. The FESs are shown in Fig. 3.7.

No proton transfer was observed during the simulation time of 1 ns in the 3-hairpin peptides H14 (WT) (Fig. 3.7(a)) and W14
(Fig. 3.7(b)), in which the radical tyrosine is expected to react with a histidine or with a tryptophan.>13*145 A narrow free
energy minimum is observed at 0.7 e for the B-hairpin peptide H14 (WT). Indeed, the histidine is doubly protonated at the
starting point of simulation (positively charged QM system), the radical stabilizes on the tyrosine residue, and so a formal
hydrogen atom transfer appears highly unlikely. The partial charge of the hydrogen being transferred is gg = 0.3 e, and the
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Figure 3.7: FESs of unbiased DFTB3/MM simulations of 1 ns for the different biomimetic peptides. The proton transfer CV is on the x-axis and the electron
transfer on the y-axis. Contour lines are drawn every 1kcalmol™!. AQ is directly obtained from the Mulliken charges computed along the
simulation, using the DFTB3/30B method with spin polarization.

summed charge of the radical tyrosine is Qys = 0 along the simulation, which results in AQ = Qg —0 = 0.7 e; see Fig. 3.8(a)
for details.
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Figure 3.8: Partial charges of H14, W14, and Y 14f, shown as representative examples to illustrate the charge distribution on the molecules. Upper panels
(a)—(c): unbiased MD simulations. Lower panels (d)—(f): selected walkers from MTD simulations in which the proton transfer was biased. The
insets show magnified views of characteristic transfer regions to better track changes in the partial charges. Walkers were selected such that at
least one clear transfer event was observed.
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In the -hairpin peptide W14, the proton remains on the tryptophan. On average, a charge of 0.15¢ is localized on the
tyrosine (Fig. 3.8(b)), as also reflected by the average value of AQ about 0.1 e. This delocalization may be due to the -
stacking between the phenol and indole rings.

Several proton transfer events occurred within the time scale of the simulations in both B-hairpin peptide Y14 configurations
(stacked as in Fig. 3.7(d) and flipped as in Fig. 3.7(e)) and in the 3-hairpin peptide Y7 (as in Fig. 3.7(c)). All of these three
systems exhibit a similar rate-limiting barrier AG* lower than 5 kcalmol~!. We observe a strong fluctuation of AQ, which is
also reflected by the free energy minima that are broad along the y-axis. During simulations, we observe a delocalization of
the electron, which is more pronounced in the stacked geometry (Y 14s) than in the flipped conformations Y 14f and (3-hairpin
Y7, which are almost identical.

Only one or two proton transfer events happen during the unbiased simulations of the a-helical proteins Y56 (Fig. 3.7(f)) or
Y30 (Fig. 3.7(h)) respectively. This led to a poor sampling of the transition region, and thus a high statistical uncertainty
in the rate-limiting barrier AG* ~ 5kcalmol ™!, slightly higher than for the above-mentioned {-hairpin peptides. No proton
transfer reaction was observed in the o-helical protein Y31 (Fig. 3.7(g)). Overall, less electron delocalization appeared in
Y56 and Y30 than in the B-hairpins. This observation can be related to the relative orientations of the tyrosine rings, as these
were not in a nt-stacked geometry during much of the simulation time (see Table 3.2). Y31 exhibits a similar propensity to
n-stacking as the 3-hairpin peptides Y7 and Y14f, and the reactant basin in the FES also appears similar to those in Y7 and
Y 14f.

Table 3.2: n-stacking interactions between aromatic residues involved in the PCET reaction displayed by relative occurrence. Thresholds and conditions
were adapted from Ref. [146].

B-HI4 B-W14 B-Y7 B-Ylds B-YI4f 0-Y56 a-Y31 a-Y30
free MD r-stacked (%) 249 69.20 12.02 80.88 1338 4.19 1458 0.00
PT-Metad n-stacked (%) 5.85 5274 1248 7210 2408 000 735 0.82

The QM method of our choice, DFTB3, tends to overdelocalize the electron density due to the self interaction error (SIE) of
the underlying exchange-correlation functional of the generalized gradient approximation type.®!63-147-149 However, overde-
localization of electron density is problematic when describing ET phenomena, and an example of a fine effect in which the
overdelocalization manifests itself is the large width of the minimum-energy basins along the ET coordinate in the (3-hairpin
peptides (see Figs. 3.7(b)-3.7(e)).

Note that while such an overdelocalization can occur in on-the-fly simulations, a large class of calculations used in previous

work by others considers the electron to be constrained to one of the moieties, 0

effectively mitigating the overdelocalization
problem. In this work, a comparison to several other DFT approaches was conducted to assess the accuracy of the description

of ET with DFTB3.

As we can see in Fig. 3.9, the electron overdelocalization in DFTB3 calculations is largely resolved by employing LC-DFTB2,
which was in a reasonable agreement with the two DFT reference methods (M06-2X and «wB97X-D).

With both of the DFT functionals considered, AQ obtained from MK charges are markedly larger in magnitude than those
from CMS5-corrected Hirshfeld charges (which only slightly differ from AQ yielded by Mulliken charges). While it appears
difficult to decide which of those approaches is more accurate, we observe that AQ obtained using the Mulliken charges from
LC-DFTB2 with spin-polarization are always within the interval spanned by those two extremes. Therefore, in this work, AQ
from Mulliken charges obtained from LC-DFTB2 with spin-polarization is considered as a reasonable compromise, suffering
little from electron overdelocalization due to SIE and thus suitable to describe ET phenomena.
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Figure 3.9: Benchmark of charge analysis using various QM methods and partial charge schemes: DFTB3/30B and LC-DFTB2/0b2 (each with and without
spin polarization), as well as the DFT-methods M06-2X/6-311** and »B97X-D/6-311**. For the DFTB methods, Mulliken charges and their
CM5-corrected counterparts are used. For the DFT methods, both Mulliken and CMS5-corrected Hirshfeld charges are evaluated, along with
Merz-Kollman partial charges.

3.3.3 Metadynamics Simulations

One-dimensional (1D) MTD simulations were performed with a bias applied to the PT CV (spr) to better sample the transition
region and the entire FES. In order to improve upon the overdelocalization of the electron density with DFTB3, which leads
to an inappropriate description of the atomic charges during the PT mechanism, the Mulliken charges were recalculated with
LC-DFTB2 along the MTD trajectories, prior to generating the FES. The 2D FES for PCET in all of the biomimetic peptides
and proteins under investigation are shown in Fig. 3.10, and a concise overview in tabular form is provided in Table 3.3.

Although PCET is observed in all considered peptides and proteins, the free energy barrier is significantly higher when-
ever PCET occurs between a tyrosine and a different amino acid (histidine or tryptophan) than in the cases involving a
pair of tyrosines. Indeed, the activation free energy AG* exceeds 15 kcalmol ™! for the B-hairpin peptides H14 (wt) and
W14 (Figs. 3.10(a) & 3.10(b)), while they are around 4 kcalmol~! for the [-hairpin peptides containing a pair of tyrosines
(Figs. 3.10(c)-3.10(e)) and between 4-8 kcal mol~! in the a-helical proteins (Figs. 3.10(f)-3.10(h)). The reaction free energy
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Table 3.3: Overview of the biomimetic peptides and their properties: Percentages of simulation time spent in a t-stack orientations (see Table 3.2 for details);
free energy barrier AG* and driving force of the reaction AGr_,p ; total number of hydrogen bonds and character of the molecular environment
of the PCET-active residues (a display of the environment can be found in Fig. 4.16).

name amino acids m-stack / AG*/ AGRr_,p/ H-bonds environment
Tyr® and % kcal mol~! kcal mol~!
B-H14 His 6 15.2 12.4 2.03 solvent
B-W14 Trp 52 17.3 7.8 0.54 solvent
B-Y7 Tyr 13 4.6 — 2.14 solvent
B-Y14s Tyr 72 4.0 — 2.39 solvent
B-Y14f Tyr 24 4.7 —0.6 2.34 solvent
a-Y56 Tyr 0 8.1 1.2 1.28 protein
a-Y31 Tyr 7 7.5 23 1.94  solvent/protein
a-Y30 Tyr 1 5.1 1.0 1.27 protein
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Figure 3.10: FESs of PCET in all tested systems using DFTB3/MM 1D MTD simulations with a bias on the PT CV. ET CV was corrected at LC-
DFTB2/MM level. Contour lines are drawn at 2, 4, 6, 8, 10, and 15 kcalmol~!. Arrows in (d) and (f) indicate the different appearances of the
concerted mechanism of PCET between the Tyr side chains.

AGR_,p of the reaction is close to zero for the Tyr*~Tyr systems, but it is quite high for the Tyr*~His/Trp systems. This first
result indicates that the radical tyrosine state is favored, which is the reactant state in our simulations.

Additionally, PCET in two selected systems, 3-Y7 and o-Y30, was investigated using the ff19SB force field for the
biomolecule together with the optimal point charge (OPC) water model, which is the recommended combination.!?® The
central regions in the resulting FES (see Fig. 3.11) are largely similar to those obtained with simple point-charge (SPC) water.

3.3.3.1 B-hairpin Peptides

In agreement with the unbiased simulations, a narrow minimum is observed at AQ = 0.7 e and Ad < 0 in the FES of (3-hairpin
H14. It corresponds to a doubly protonated Histidine (note that the QM region carries a positive charge in this single case).
This reactant basin is much deeper than the product basin (AGg_,p = 12kcalmol!). The summed partial charges for the
radical Tyr fluctuate around zero in this state, and the excess electron is located on the oxygen atom of the Tyr. Along the
PT coordinate, the AQ coordinate fluctuates from 0 to 0.7 e for Ad values ranging from —1 to 1 A, i.e., even when the proton
still rests on the histidine (see Fig. 3.10(a)). As soon as the proton has transferred from His to Tyr, the charge of the histidine
drops to Op ~ 0.4 e, while that of the tyrosine increases to Qy ~ 0.2 e; this excludes the charge of the transferred hydrogen
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Figure 3.11: FESs of PCET in systems (a) Y7 and (b) Y31 simulated with OPC water instead of SPC using DFTB3/MM 1D MTD simulations with a bias
on the PT CV. The central regions are similar to those obtained in SPC water.

qu, which increases slightly (see Fig. 3.8(e)). This evolution of the charges is in agreement with a pronounced delocalization
of the excess electron over both side-chains during the PT.

Furthermore, the minimum energy pathway between the reactant and the product states can be read from the FES. It appears
that a partial ET can occur during the PT while the free energy increases up to the saddle point, which stands around 0.4 A.
A PT pathway seems as probable as a pathway combining a partial charge transfer at Ad = 0. The product basin suggests
a delocalization of the electron charge, but histidine seems to be unable to form a stable radical in this state. The formal
reaction mechanism can be described as a PT with the formation of an unstable radical tyrosyl cation. The proximity of Asp3
helps stabilizing the positive charge of the reactive center and it forms hydrogen bonds with His14, see Table 3.4, which also
contributes to the stabilization of positively charged histidine. It may strengthen the asymmetry of this system.

Table 3.4: Average number of hydrogen bonds of atoms involved in the PCET reaction either to water molecules (solvent), to other amino acids residues
(protein), or between the partners in the PCET reaction (Tyr®-X, with X is His in 3-H14, Trp in 3-W 14, and Tyr in all other systems). Criteria to
be met for hydI‘OgCIl bonding: (1) anglerD(mor-uAccepwr < 30° and (11) diStanceDunor«»-Acceptor <35A.

B-HI4 3-W14 B-Y7 (B-Ylds B-Y14f a-Y56 o-Y31 a-Y30
Solvent 097 052 143 197 167 016 159 0.6
Protein  0.82  0.00 030 0.06 020 025 007 0.08
Tyr*-X 025 002 041 036 047 087 028 0.63
total  2.04 054 214 239 234 128 194 127

In contrast, for 3-hairpin W14, the reaction mechanism can be described as a formal hydrogen transfer with the ET CV
changing from —0.2 e at the reactants to 0.4 e at the products (Fig. 3.10(b)) with a barrier of 17 kcalmol~!. The reactant state
with the tyrosyl radical lies 8 kcalmol ! below the product state. Consequently, the deprotonated Trp seems less favorable
than the radical Tyr, but still stable at 300 K with a backward free energy barrier of 9 kcalmol~'. An electron delocalization
between the two residues is observed when tryptophan is protonated, with a broader basin along the AQ coordinate (over
0.5e), but also at the transition state to some extent. However, the electron localizes more on the tryptophan after PT to
tyrosine. The saddle point in the W14 system is located at Ad = 0.18 A, also underlining the asymmetric character of
this system. Compared to the other 3-hairpin peptides, the hydrogen bond network around the Tyr-Trp pair is relatively
limited (see Table 3.4). However, the Tyr—Trp pair maintains a n-stacked orientation for more than half of the simulation
time (Tab. 3.3), which can favor partial ET between the aromatic rings. Stable cationic and neutral tryptophan radicals

151-153

have been characterized in proteins, including Trp—Tyr pairs involved in the electron transfer chains in cytochrome c

peroxidase,'>* DNA photolyase'*3 and animal-like cryptochrome.!#?

For all three 3-hairpin peptides with Tyr—Tyr pairs (Y7, Y 14s, and Y14{f), the central parts of the FES are similar, exhibiting a
center of symmetry in agreement with the identical nature and solvent exposure of the respective PCET donors and acceptors.
Moreover, the free energy barrier is 4 times lower than the previous asymmetric transfers, while the transition region is
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Figure 3.12: Bar plots with normalized occurrence of amino acids and water in 3 A distance of the atoms involved in PCET mechanism for all systems.
Only residues with an occurrence > 0.05 are displayed.

centered at Ad = 0 and AQ = 0 for all three peptides. The product and reactant basins are relatively broad, suggesting energy-
free partial electronic transfers during the proton motion. The larger occurrence of m-stacking conformations in (3-hairpin
Y 14s (Tab. 3.3) is associated with a slightly flatter surface. A small preference for the neutral state of the tyrosines emerges
as the minima are located at AQ = +0.38 ¢ (Y7 and Y 14f) or AQ = 4 0.32 e, which compensates the charge of the transferred
proton. The surface’s shape allows fully concerted or asynchronous transfer with a partial electron transfer up to 0.5 e before
or after proton motion, which is indicated in Fig. 3.10(d) with three yellow arrows.

Additional basins at AQ = +1.3 e are observed on the FES for Y14s and Y14f. These correspond to intermediate states
resulting from elementary ET events not accompanied by a PT, as they would appear in a step-wise PCET mechanism. Here,
these are Tyr™/Tyr™ states, as opposed to the states that have both Tyr uncharged, which are located around AQ = F0.4 ¢ (see
above). Importantly, this means that the ET CV AQ, in combination with Ad as the PT CV, is in fact capable of distinguishing
the four possible relevant states of the system.

3.3.3.2 o-helical Proteins

The three a-helical proteins differ in their relative positions in the protein chain: in Y30 and Y31, the tyrosines involved in
the PCET reaction are on the same strand, whereas they are on opposite strands in Y56. Their close environment is also
different: in Y30 and Y56, the reaction center is buried within the protein structure, while the Tyr side-chains in Y31 are
rotated towards the solvent. Consequently, the tyrosines in Y56 and Y30 show only a small percentage of hydrogen bonds
with nearby water molecules; rather, they are hydrogen-bonded with each other for more than half of the trajectory time
(Tab. 3.4). No n-stacking is observed between them (Tab. 3.3). The reaction center in Y56 and Y30 proteins is constantly in
contact with the neighboring amino acids, such as Leul4 and Valll in Y56, and Ile64 and Leu60 in Y30 (see Fig. 3.12). In
contrast, the solvent exposure in Y31 is similar to 3-hairpin Y14 (see Table 3.4).

The accessible region on the FES of the a-helical protein Y31 (Fig. 3.10(g)) is spread along the AQ-axis much like in the
B-hairpins Tyr—Tyr FES. Similarly, the two minima in the FES are at AQ = —0.31 e and AQ = 0.36¢, close to the positions
of the minima on those surfaces described above. However, the reactant state is 3 kcal mol~! more favorable than the product
state, reflecting a slight asymmetry of the PCET, and the free energy barrier AG* is of 7kcalmol ™!, so 3kcalmol ™! higher
than in Y7 or Y14. Y31 is the only peptide with two tyrosines which features an asymmetric FES. A possible cause of this is
the rather different character of the molecular environment: there is a strong salt bridge Lys19—Glu15 right next to Tyr34, and
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the strong induced electric field may lead to the preference of protonated Tyr34. The saddle point is shifted to Ad = 0.09 A,
in agreement with the asymmetry character of the system. Apparently, the FES for Y31 supports both synchronous PCET
and asynchronous with a partial PT. Also, an additional basin on the FES is observed around Ad = —1 A and AQ = +1.4 e.
Similarly to the FES of B-hairpin peptides Y 14s and Y14f, this corresponds to an intermediate state resulting from an ET step
that has not been accompanied by a PT. The basin itself is not well resolved because of the lack of sampling of this electronic

state.

The a-helical proteins Y56 and Y30 exhibit a nearly symmetrical FES with a driving force of 1kcalmol ! (Figs. 3.10(f) &
3.10(h)). Their shape is similar, as well as the location of the minima at AQ = —0.37 e and 0.36 ¢, in relatively narrow basins.
Both surfaces also differ from other FES in their more restricted accessible range of AQ values: in Y30, AQ can fluctuate
over ca. 0.5 e for a given position of the proton, while it can reach 0.8—1 e for Y31. Then, we observe a narrow corridor
connecting the reactant and the product. Consequently, only a concerted transfer can be drawn on the FES in these two
systems (see yellow arrow in Fig. 3.10(f)). However, their free energy barriers differ by 2 kcal mol ™!, from 4.6 kcalmol ! for
Y30 to 6.6 kcalmol ! for Y56. This difference may arise from variations in conformation or the local environment. Visual
inspection reveals that in Y30, the aromatic rings are closer together and a partial overlap of their t-system can occur during
the simulation. On the contrary, in Y56, the rings adopt a flipped geometry and stay at a larger distance (see Fig. 3.13). The
proximity of the aromatic rings in combination with the conformational arrangement that facilitates the ET motion in Y30
through the n-system could explain the increase in the reaction rate. Besides, a water molecule approaches the reaction center
of Y30, but it only does so rarely in Y56 (Fig. 3.12).
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Figure 3.13: Distance between center of mass (COM) of tyrosine residues involved in PCET.
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3.4 Discussion and Conclusions

The application of the efficient density-functional method DFTB3 in a QM/MM framework allowed the generation of long
MD trajectories for several biomimetic peptides in which PCET reactions take place. By combining our setup with an
enhanced sampling scheme, extended regions of the conformational space are covered, and even high-energy barriers are
overcome within the available simulation time.

Our current protocol only makes it possible to sample the most stable electronic state along the PT coordinate, so to speak,
an adiabatic (ground) electronic surface. Any higher-lying electronic states are not explored, and the coupling between them
cannot be evaluated. Consequently, on the basis of our current data, no decision can be made on the (non-)adiabatic nature
of the ET, nor on the ET rate. Another protocol dealing with the specificity of ET, such as the coupling and the energy gap
between the different involved charge state must be developed to answer these issues.

Further, there are two important considerations that any computational study of ET needs to account for. One is the degree
of spatial extension of the electron being transferred. It is especially DFT-based approaches that tend to overly delocalize the
electron density, and DFTB is no exception. In this work, the use of LC-DFTB2 largely avoids overdelocalization of excess
electron, which would otherwise be observed with DFTB, and improves the description of ET.

The other is the CV that shall describe the electronic behavior. In this work, the difference of summed atomic charges AQ
turned out to be an effective CV that makes it possible to distinguish all of the states of the system that are relevant for PCET.
The current simulation protocol evaluates AQ only after the simulation has been performed, instead of placing a biasing
potential on AQ in what would be a 2D MTD procedure. The latter approach would clearly be desirable, and the aim of
our ongoing work is the optimization of the CP-DFTB framework that would make it practicable for realistic biomolecular
complexes. Still, the fact that the ET-associated CV is not biased results in limited sampling: while two charge states resulting
from elementary ET events are observed for some of the systems under investigation in the PT product or reactants state, they
are not sampled along the PT reaction path. It appears that fully converged 2D FES will only become available with the full
2D MTD scheme that considers biasing potentials as a function of both PT and ET CV; this will also make it possible to
deduce whether a concerted or step-wise mechanism is in action in adiabatic PCET.

Our free energy barriers to direct PCET taking place between two Tyr side-chains range between 4—7 kcalmol !, in good
agreement with these previous reports.!7-!'1-112 Fyrthermore, our value of AGiTyrfTrp=17 kcalmol ! for the peptide B-W14 lies
within the above mentioned range of E, = 7—19kcalmol !.'% Our results are thus in quantitative agreement with previous
studies. Inspecting the six peptides and proteins featuring PCET between two Tyr side chains, we observe two different kinds
of transition region topology. For instance, the o-helical proteins Y56 and Y30 FES describe a relatively narrow transition
state area, which suggests synchronous ET and PT. On the contrary, the transition region is relatively broad in the FESs
of the other peptides and proteins under investigation, as exemplified by the case of 3-Y14s. In such a situation, different
pathways can connect the reactant and product basins with an identical free energy cost. Although all of these pathways still
correspond to a concerted, one-step PCET, they may involve a partial transfer of the electron taking place before or after PT.
We call this process asynchronous concerted PCET and emphasize that it consists of a single-step mechanism and features
no intermediates.

In summary, we find that the PCET mechanism is affected both by the orientation of the residues involved in the reaction
and by environmental factors. Specifically, it was revealed how the interactions between the reaction center and the nearby
protein components, as well as solvent exposure, affect the mechanism and kinetics of the PCET. We take advantage of the
low computational cost of our approach for a better sampling of this environment and different conformations of the reactive
center.

Our development so far has focused on increased efficiency and, thus, precision of the simulations by maximizing the sam-
pling of configurational space. It can be readily adopted to investigate PCET occurring in more complex reaction centers,
such as PCET processes involving three amino-acid side-chains. There is a possible participation of tryptophan, tyrosine,
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and a nearby positioned histidine in a PCET reaction in animal-like cryptochrome and Methanosarcina mazei class I DNA

142,143

photolyase, as explained in chapter 4.

Another case of considerable research interest is water-mediated PCET, in which a larger number of water molecules may be

involved. Such an application might utilize one of the previously developed CVs for description of long-range proton trans-

fers, which were demonstrated to be practicable for long-range water-mediated PT processes in biomolecular complexes.?!

In an ongoing work, we aim to implement an enhanced sampling workflow that includes biasing potentials on both the proton

6066 45 detailed in chapter 5. Further, we are aiming to improve the accuracy of the approach by

and electron transfer CVs,
passing to more refined DFTB models, based on LC-DFTB for a better description of the electronic behavior, but keeping a
good description of PT and hydrogen bonding. A pertaining limitation is that the method, as it stands currently, is restricted
to the ground electronic state, so that any non-adiabaticity and quantum effects, potentially affecting PCET in enzymes, 7?2

cannot be considered.
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Cryptochromes

4.1 Introduction

The photolyase/cryptochrome (PL/CRY) family comprises blue-light-sensitive flavoproteins present in all kingdoms of life,
from bacteria to mammals.!>>13% These proteins are involved in diverse biological functions, including deoxyribonucleic
acid (DNA) repair, transcriptional regulation, magnetoreception, and circadian rhythm control. Most members of the PL/CRY
family share two common features: sensitivity to blue light, mediated by two chromophores, and the ability to bind DNA.

Photolyases are primarily associated with light-driven DNA repair processes!>’-1

160,161 106,162

while cryptochromes play roles in tran-

and various animals such as Drosophila,l63 zebrafish, !0 and particularly
165-169

scriptional regulation in plants, algae

migratory birds. In the latter, cryptochromes are thought to mediate magnetoreception via a radical pair mechanism.

Phylogenetic studies suggest that current proteins evolved from a common ancestor and diverged into multiple functional
subgroups. Functional diversity has emerged through mutations during evolution, but following different ways. For instance,
photolyases that repair cyclobutane pyrimidine dimers (CPD), a UV-induced DNA lesion, belong to different classes (I, II,
and III), which in some cases are more closely related to cryptochromes than to each other. This raises the question of how

the mutations tune the protein functions.!0%-170-172

One of the common actions of PL/CRY involves the photo-activation of the flavine adenine dinucleotide (FAD) cofactor,
which is bound to the protein in a characteristic U-shaped orientation. Upon photoexcitation, FAD is reduced, typically
facilitated by a conserved chain of aromatic residues, predominantly tryptophans. This tryptophan triad (or tetrad, in some
cases) enables stepwise electron transfer (ET) to the FAD (see Fig. 4.1). In some proteins, a fourth tryptophan or a tyrosine
residue, both located near the protein surface, acts as the terminal, intrinsic electron donor during photoactivation. Light is
first absorbed by a primary light-harvesting chromophore, usually a folate or a flavin derivative, which transfers excitation
energy to the earlier reduced FADH™ via resonance energy transfer.!”! The resulting change in the redox state of the FAD
is essential for protein function: in PLs, it enables photo-induced ET to the DNA lesion, triggering repair; in CRYsS, it
initiates conformational changes that launch signaling cascades or generate long-lived radical pairs that may participate in

magnetoreception.
Multiple studies have investigated timescales and kinetics of the electron transfer (ET) chain, both experimentally!73-180

and theoretically.!#>131-183 1 the latter, numerous studies are focusing on magnetoreception in cryptochromes!84-186 o

181,182,187

T

DNA repair mechanisms in photolyases. For a comprehensive overview, see Ref. [158]. Additionally, considerable

interest has been devoted to the protonation of the semi-reduced anion radical (FAD®™).!38

The class II photolyase from archaea Methanosarcina mazei (MmCPDII) is involved in the light-driven repair of the CPD.
There is a cationic tryptophan radical WH™ at the end of the chain and there is experimental evidence for a tyrosyl radical,
leading to the proposal of a PCET between W388H®" and Y345. Possible proton acceptors near W388H® ™" are a histidine,
an aspartate, and a glutamate. The latter was experimentally excluded as possible proton acceptor, as mutant studies revealed
the same deprotonation kinetics in E378 as in the wild type (wt). One can also find experimental evidence for an ideally

positioned water cluster that could facilitate deprotonation to bulk water or to a final proton acceptor at the protein surface.'#3
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Figure 4.1: Photoactivation process in MmCPDII: FAD, is excited by blue light and reduced to FAD®~ via electron transfer from the Trp-triad (step 1),
generating a cationic tryptophan radical WH®" (step 1a). Experimental detection of a tyrosyl radical Y* (step 1b) suggests a proton-coupled
electron transfer (PCET) between W*® and Y (step 1c). FAD®™ is then protonated (step 2), followed by further reduction from the electron
transfer chain (step 1), leading to light-triggered DNA-repair of the CPD lesion (step 3).

In several cryptochromes, a fourth member of the Trp-triad is reported, or a nearby tyrosine at the end of the electron transfer
chain,106:142,169.176,180 The animal-like cryptochrome from green alga Chlamydomonas reinhardtii (CraCRY) functions as a
blue and red light photoreceptor and modulates the expression of numerous genes. Photoreduction from the oxidized FAD to
the neutral radical state is induced by blue light, followed by further reduction to the fully reduced state by red light.'8 For
this protein Ref. [142] proposes the involvement of a nearby aspartate residue in the PCET mechanism, which may proceed
via proton transfer followed by electron transfer (proton transfer (PT)/ET), electron transfer followed by proton transfer
(ET/PT), or concerted PCET pathway.

In this work, the different possible PCET mechanisms are investigated using multiscale simulations combined with meta-
dynamics to enhance sampling.”” Our goal is to provide a comprehensive picture of the molecular processes in the two
photoreactive proteins, MmCPDII and CraCRY, and to identify general principles that could guide protein design and deepen
our understanding of biological PCET.
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4.2 Methods

4.2.1 System Preparation

The protein structures used in this study are based on the X-ray crystallographic structures of MmCPDII (PDB ID: 7VJ1)!88
and CraCRY (5ZMO0).'%? Missing residues not resolved in the crystal structures were modeled using the SWISS-Model

191-194

server.'”’ The H++ web server was used to determine the protonation states of titratable amino acids. Both proteins

1 119,120

were simulated using the Amber ff14SB force field and solvated with the SPC water mode in addition to the crystal-

lographic water molecules present in the original structures.

The atomic charges of the protonated radical tryptophan (WH®") and the deprotonated, neutral tryptophan (W®) were ob-

tained using the restrained electrostatic potential fitting method (RESP), as implemented in Antechamber,!?!:122

part of
the AmberTools software suite.!!” The underlying electron densities were calculated at the HF/6-31G* level of theory
using Gaussian09.!'?* In the same manner, parameters were generated for the three redox states of FAD: FAD,y: flavo-
quinone, FAD: flavosemiquinone, and FADH: flavohydroquinone. Simulations were initially performed with both flavo-
quinone and flavosemiquinone to validate system stability; however, all subsequent QM/MM simulations were conducted

using flavosemiquinone, as it represents the redox state of FAD following the first reduction by the tryptophan triad.

The simulation box was cubic, with a minimum solute-to-box distance of 12 A, and a salt concentration of 0.1 mM was
maintained by adding an appropriate number of Na™ and Cl~ ions. Periodic boundary conditions were applied. The Ver-
let neighbor-searching algorithm was used, with a cutoff distance of 12 A for both neighbor searching and Lennard-Jones
interactions. The long-range electrostatic interactions were treated using the particle mesh Ewald (PME) method.

4.2.2 Classical Equilibration and Simulation

The simulation protocols followed those established in our previous publication on PCET in biomimetic peptides,’’ employ-
ing classical MD simulations for system preparation and to identify suitable starting structures for the PCET reaction. Energy
minimization was carried out using the steepest descent algorithm until the maximum force fell below 1000kJmol ' nm~".
NVT equilibrations were performed at 300K for 10 ns with a time step of 2fs, using Bussi thermostat (v-rescale) for tem-
perature coupling. All bonds involving hydrogen atoms were constrained using the LINCS algorithm. NPT equilibration
was performed for 1-5 ns, depending on the system, with a time step of 2 fs. Pressure was maintained at 1.0 bar using the
Parrinello-Rahman barostat. Production runs were conducted with the same parameters as the NPT equilibration, lasting be-
tween 30-250 ns, depending on the system. All classical simulations were performed using the GROMACS program package
(version 2020).124.125

4.2.3 QM/MM Setup

All QM/MM simulations were performed using DFTB3 as quantum mechanical (QM) method,>® as implemented in our local
version of DFTB+ patched with GROMACS, 2”128 with the standard 30B parameter set.”® The accuracy of this method
is comparable to that of full DFT calculation employing medium-sized basis sets.>® The composition of the QM region
varied depending on the residues involved in the proposed PCET reaction (see Table 4.1). To saturate the valence shells of
the relevant Co atoms, hydrogen link atoms were introduced in the QM regions at the Coa—C(3 covalent bonds crossing the
QM-MM boundary. The spin-polarized formalism of DFTB was employed to describe the electronic structures with radical
character.!” The MM region was modeled using the Amber ff14SB force field.'>> Both the distance between the proton
donor and acceptor atoms, and the sum of the distances between the transferring hydrogen and each donor/acceptor atom
were restrained using an upper-wall restraint of 3 A using the PLUMED plugin (version 2.5.1).47-1'7 The QM/MM interface

was realized through our local implementations in DFTB+ and GROMACS. 1?7128

55



4 PCET Reactions in Photolyases and Cryptochromes

Table 4.1: Overview of the reactions simulated in this work with state of the W radical and additional residues in the QM region as well as the parameters
for the well-tempered metadynamics (WT-MTD) simulations.

reaction W state PCET partner(s) Charge WT-MTD parameters
o bias factor # of walkers time /ns
la  W388H*T D357 + Y345 0 0.02 21 8 7.2
1b  W388H*T H356 + Y345 1 0.02 21 8 7.4
MmCPDII  1¢  W388H®*t H356 + Y345 1 0.02 15 8 52
2a W388° Y345 0 0.02 21 8 5
2b W388° H356 + Y345 0 0.02 21 8
la  W322H*T D321~ +Y373 0 0.02 21 8 >6
CraCRY 1b  W322H*" D321~ +Y373 0 0.02 21 8 2.8
2a W322°¢ Y373 0 0.02 15 8 5.6

4.2.4 Metadynamics Simulations and Recalculation of ET CV

Well-tempered metadynamics (WT-MTD) simulations, in which the proton transfer (PT) was biased, were performed within
a multiple-walker framework using a combination of GROMACS, density functional tight binding (DFTB)3, and PLUMED.
The initial Gaussian height was set to 0.5kJmol~! with a width of & = 0.02 A and a bias factor of ¥ = 15 or 21 depending
on the system. Communication of the walkers’ hill files occurred every 500 steps, and the PT collective variable (CV) grid
ranged from —4 to 4 A. The keyword CALC_RCT was activated in simulations where additionally the electron transfer (ET)
was of interest; it directly provides the reweighted bias and the time-dependent factor c(t).44 The number of walkers was
generally set to 8; any deviations from these parameters are listed in Table 4.1. All walkers were simulated with a time step
of 0.5 fs for a total simulation time ranging from 1.3 to 4.5 ns, as required for the convergence of the free energy surfaces.

For reactions 1a, 1b, and 2b in MmCPDII and reaction 1a in CraCRY, we simulated a 2D-metadynamics simulation with
the first CV being the initial proton transfer (PT1) and the second CV being the secondary proton transfer (PT2). Since
PT2 likely corresponds to the PCET step, we recalculated the ET CV once the WI-MTD simulations were completed,
following the protocol established in our previous study on PCET in biomimetic peptides.®” Specifically, we performed single-

point calculations using spin-polarized LC-DFTB® with the OB2 parameter set,'?’

incorporating the protein environment in
a hybrid quantum mechanics/molecular mechanics (QM/MM) fashion via the electrostatic potential (ESP). Matrix-based
screening was chosen to reduce computational cost. With that procedure, we can capture the entire reaction (PT1 and PT2
together). For the remaining reactions, 1¢ and 2a in MmCPDII, and 1b and 2a in CraCRY, we biased the proton transfer

along a metadynamics simulation and recalculated the ET CV to generate a two-dimensional free energy surface (FES).

136

All data was processed and visualized with python!34 using the matplotlib,'3> NumPy,'3¢ pandas,'3” and seaborn!38 libraries.
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4.3 Results and Discussion

4.3.1 Classical MD Simulations

We investigated the primary electron donor in the proteins MmCPDII and CraCRY, which is hypothesized to be a tyrosine,
Tyr (Y) near the terminal tryptophan (W) of the electron transfer chain.

Classical molecular dynamics (MD) simulations were first carried out to assess the structural stability of both proteins. Fig. 4.2
shows the root mean square deviation (RMSD) values for different FAD oxidation states. Overall, comparison to the average
structure proved to be more reliable than comparison to the initial structure, which corresponds to the end structure from the
NPT equilibration step. This is especially true for the oxidized FAD state of CraCRY, which deviates significantly from its
starting structure. Given the larger size of the proteins compared to the biomimetic peptides in chapter 3, the somewhat higher
RMSD values remain acceptable.
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Figure 4.2: Secondary structure conservation of proteins MmCPDII and CraCRY is evaluated with RMSD plots wrt (a) the average structure and (b) the end
structure of the classical equilibration (NPT ensemble).

The electron transfer chains from the crystal structures are shown in Figs. 4.3(a) and 4.3(b) for MmCPDII and CraCRY,
respectively, along with the key inter-residue distances. These distances were monitored throughout the classical MD simu-
lations (Figs. 4.4(a) to 4.4(e)). In MmCPDII, the tryptophan triad distances remain close to the crystallography values, with
moderate fluctuations. The largest variability is observed in the distance between the terminal tryptophan W388 and tyrosine
Y345. For subsequent QM/MM simulations, representative structures were selected from the simulation with FAD in the
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Figure 4.3: Crystallographic structure of the electron transfer chain of (a) MmCPDII and (b) CraCRY with important interatomic distances indicated between
the involved residues: orange FAD®*™-W1; green W1-W2; blue W2-W3; purple W3-Y; and brown Y-D (only in CraCRY).
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4 PCET Reactions in Photolyases and Cryptochromes

flavosemiquinone state (FAD®—) and W388 in its cationic radical form (W388°"). Input structures were chosen such that the
W388°T-Y345 distance corresponded to a direct contact (< 4A).

In CraCRY, not only the W322-Y737 distance is relevant, but also the distance between Y737 and the nearby aspartate (D)
D3217. While most other inter-residue distances remain stable at values close to the crystal structure, the Y373-D321~
distance fluctuates strongly between 3 and 7 A. For the subsequent QM/MM simulations, structures were chosen from the
simulation with FAD®— and W388°*, selecting configurations in which the Y373-D321~ distance was approximately 3 A.

In summary, the classical MD simulations confirm that both MmCPDII and CraCRY remain structurally stable across different

FAD redox states. At the same time, they provided representative input structures with appropriate residue configurations for
the subsequent QM/MM simulations of the PCET pathways.
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Figure 4.4: Monitored distances of the key interatomic distances between residues in the electron transfer chain along the classical MD simulations. Crys-
tallographic distances are indicated by solid lines. Different redox states for FAD and the terminal W in the electron transfer chain. Color codes
follow as: orange FAD®*~-W1; green W1-W2; blue W2-W3; purple W3-Y; and brown Y-D (only in CraCRY).

4.3.2 MmCPDII

There are several possible PCET reaction pathways in MmCPDII, as two potential proton acceptors are located near
W388H*" and Y345 (see Figure 4.5). The terminal tryptophan of the electron transfer chain, W388H®", can transfer its
proton either to D357~ (1a) or H356 (1b). This is followed by a subsequent PCET between W388H® and Y345. Alterna-
tively, there could be PT from Y345 to H356 and simultaneous an ET between W388H®" and Y345~ (1¢). If deprotonation
of W388H*™" to bulk water or a final proton acceptor has occurred previously, then either a direct PCET between W388°® and

Y345 is possible (2a), or again, there is PT between Y345 and H356 followed by a PCET reaction between W388°, Y345~
and H356 (2b).
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Figure 4.5: Overview of possible PCET reactions in MmCPDII: 1a proton transfer from W388H*" to D357, followed by PCET between W388° and
Y345; 1b proton transfer from W388H*t to H356, followed by PCET between W388°® and Y345; 1c¢c PCET with different acceptors, where
Y345 donates a proton to H356 and an electron to W388H*"; 2a direct PCET between W388°® and Y345 after prior proton transfer from
W388H*" to an external acceptor; 2b PCET with different acceptors, where Y345 donates a proton to H356 and an electron to W388H®" after
prior proton transfer from W388H® " to an external acceptor.

4.3.2.1 W388H*": Cationic Radical Tryptophan in Reactant State

In MmCPDII, two possible proton acceptors are located near W388H®™ and Y345: either D357~ (which must be depro-
tonated for proton transfer), or singly protonated, neutral H356. Figures 4.6(a) and 4.6(b) show the FES obtained from
two-dimensional WT-MTD simulations. The x-axis represents the proton transfer from W388H*" to either D357~ or H356,
while the y-axis corresponds to the secondary proton transfer from Y345 to W388°®, presumably coupled to the electron trans-
fer. In reaction 1a, the reactant state "R" is lowest in energy. First, proton transfer from W388H®* to D357~ occurs, forming
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Figure 4.6: FES of two-dimensional proton transfer in MmCPDII: (a) reaction 1a and (b) reaction 1b. Inlets show representative structures of the reactant
(R), intermediate (I), and product (P) states.
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an unstable intermediate "[". The subsequent proton transfer from Y345 to W388° overcomes a high reaction free energy
barrier and leads to a product state "P" that is lower in energy than the intermediate but still significantly higher than the reac-
tant. In comparison, in reaction 1b, both proton transfer steps exhibit similar reaction free energy barriers of <10 kcalmol '
Both the reactant and intermediate states are at similar energy levels, but the final product is the lowest.

In Fig. 4.7, the partial charge analysis for reactions 1a and 1b is shown. In the reactant state of reaction la aspartate
is negatively charged while tryptophan is positively charged. W388°" and D321~ have partial charges of £0.7¢, as the
hydrogen (gy2 ~ 0.3¢), which is transferred in PT1 is assigned to D321~ due to technical reasons. After PT from W388°™" to
D3217, both residues reach a neutral charge (0 e), while Qy = —0.4e. Consequently, AQ increases from —1 e in the reactant
state to —0.4 e in the intermediate state. When the secondary PT occurs, from Y345 to W388°, the partial charges invert, gy
decreases slightly, and AQ reaches about 0.3 e in the product state. Fluctuations in AQ are attributed to rapid interconversion
between Qy and Qw, while Qp remains stable at O e.

Charge / e
Charge / e
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(a) 1a Partial Charges (W6) (b) 1b Partial Charges (W1)

Figure 4.7: Analysis of partial charges of residues in the QM region in one particular walker. The insets show magnified views of characteristic transfer
regions to better track changes in the partial charges. MmCPDII reactions (a) 1a and (b) 1b.

In contrast, in reaction 1b the charges fluctuate more strongly. In the reactant state, Qi = 0.3e, Qw = 0.7e, and Qy = —0.4e,
which yields AQ = —1e. After PT from W388°" to H354, Qy increases to 1 e, Qy drops to O e, and Qy equals AQ = —0.4¢
in the intermediate state. Following the subsequent PT from Y345 to W388°®, gy decreases again to 0.3 e, while Qy and Qw
interconvert as in reaction 1a, resulting in a product state with AQ = 0.3e.

The free energy barrier AGf;T1 for proton transfer from W388H®* is 5kcalmol ! lower when the histidine acts as the proton
acceptor than when the aspartate does (see AG;’:,Tl for reaction 1a and 1b in Table 4.2). The intermediate in 1a is highly

Table 4.2: Free energy barriers for the possible proton transfer reaction in MmCPDII and CraCRY. Values retrieved from WT-MTD FES.

PTI PT2 (overall) PCET

AGhy, AGR1 AGhry AGisp AGhegr AGRrop
la 135 134 88 -39 222 95
b 97 11 88 7 158 59

MmCPDIl  1c 24 90
2a 53 83
2 23 16 9 57 147 3

Reaction

la 223 223 8.8 -2.7 31.1 19.6
CraCRY 1b 5.8 5.1
2a 5.4 -8.8
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unstable, lying 14 kcalmol~! above the reactant in free energy. In both reactions, the secondary proton transfer from Y345 to
W388°® exhibits a reaction free energy barrier of approximately AGljéT2 = 9kcalmol ~!. Considering the overall reactions, 1a is
both thermodynamically and kinetically unfavorable: the product state lies 10.4 kcalmol ~! above the reactant, with an overall
reaction free energy barrier of AGr_,p = 23kcalmol~!. In contrast, for reaction 1b (involving histidine), the product state is
more stable than the reactant (AGgr_.p = —5.9kcal mol ™! ), with a reaction free energy barrier of AG* = 15.8kcalmol .

We also considered the possibility of a PCET mechanism involving distinct proton and electron acceptors. In this case,
Y345 donates its proton to H354 and its electron to W388H®" (see reaction mechanism 1c in Fig. 4.5). Fig. 4.8(a) indicates
that this reaction is energetically favorable, with a low free energy barrier of AG%,CET = 2.2kcalmol ! and a product state
AGicR—p = —9.4kcalmol~! lower in energy than the reactant. The FES featuring the electron transfer CV (Fig. 4.8(b))
indicates a minimum around —1.05 e corresponding to the reactant state, as Qy = —0.35e and Qw = 0.7e, yielding AQ =
Oy — Ow = —1.05e. Fig. 4.8(c) shows that overall the charges are fluctuating constantly, resulting in the wide basins on the
FES. The product state corresponds to the minimum at 0.3 e, in which Qy = Oe (radical tyrosine), Qw = —0.2e and Qy = le
(doubly protonated histidine). Another distinct minimum is at —1.7 e, representing the Y345~ /W388™" state, corresponding
to the intermediate of a stepwise PCET mechanism. The FES demonstrates that multiple PCET mechanisms are possible:
either PCET occurs in a concerted fashion, or in a stepwise manner.
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Figure 4.8: Free energy surfaces and partial charge analysis of reaction 1¢ of MmCPDII. (a) FES of proton transfer with inlets showing representative
structures of the reactant (R) and product (P) states. (b) 2D-FES with PT CV on the x-axis and recalculated ET CV on the y-axis showing two
possible PCET mechanisms, either concerted PCET following the minimum-energy pathway (MEP) from the reactant to product minimum, or
stepwise PCET through an intermediate state (I) corresponding to Y345~ /W388". (c) Analysis of partial charges of residues in the QM region
in one particular walker, with the inset showing a magnified view of a characteristic transfer region to better track changes in the partial charge.

Our results indicate that H354 is a more viable proton acceptor than D357, suggesting that reaction 1a is unlikely to occur
in the protein environment. Both reactions 1b and 1¢ appear feasible within the protein; however, the free energy barrier for
1c is considerably lower. This reaction proceeds via a PCET mechanism involving distinct proton and electron acceptors and
offers an overall energy gain of about 3.5kcalmol ™! greater than that of the stepwise proton transfer in 1b.

4.3.2.2 W388°: Neutral Radical Tryptophan in Reactant State

We assumed that W388H*" had deprotonated into bulk water as proposed in Ref. [143], due to the nearby water cluster.
In this case, there are two possibilities: direct PCET between W388°® and Y345 (reaction 2a) and protonation of Y345 to
H354 followed by proton transfer from H354 to W388 (reaction 2b). This reaction is based on the assumption that there is an
intermediate electron transfer step from deprotonated Y345 to W388°.

Fig. 4.9(a) shows the FES of reaction 2a. We observe that the product state with radical tyrosine instead of radical tryptophan
in the reactant state is more favorable (AG,.r p = 8.3 kcalmol™ ! ). The free energy barrier of the proton transfer is AGIIJCET =
5.3kcalmol~!. As in the PT FES, the 2D FES with both, PT and ET, yields the product state in a deeper basin than the
reactant state (Fig. 4.9(b)). The reactant minima is narrow at AQ = —0.4e as W388° is neutral and Qy = —0.4¢ as one can
see in Fig. 4.9(c). Proton transfer from Y345 to W388° leaves tyrosine in neutral state and this yields AQ = —Qw = 0.3¢
in the product state, which is seen as deep minimum in Fig. 4.9(b). In this state, anticorrelated fluctuations of Qy and Qy,
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Figure 4.9: Free energy surfaces and partial charge analysis of reaction 2a of MmCPDII. (a) FES of proton transfer with inlets showing representative
structures of the reactant (R) and product (P) states. (b) 2D-FES with PT CV on the x-axis and recalculated ET CV on the y-axis showing two
possible PCET mechanisms, either concerted PCET following the MEP from the reactant to product minimum, or stepwise PCET through an
intermediate state (I) corresponding to Y345 /W388™. (c) Analysis of partial charges of residues in the QM region in one particular walker,
with the inset showing a magnified view of a characteristic transfer region to better track changes in the partial charge.

one decreasing as the other increases, are possible, leading to variations in AQ and producing a broader basin stretching
from 0.3 to —0.7e. Also possible is a state similar to those we observed in PCET between Tyr-Tyr pairs in biomimetic
peptides described in our previous publication.’’ There, additional basins at AQ = 4-1.3e corresponded to intermediate states
(Tyr™/Tyr™) as in a step-wise PCET mechanism. Here, our additional basin is at AQ = —1.7e resulting from Qy = —1e and
QOw = 0.7e, corresponding to the intermediate state (Y345~ /W388™). The inverted state with Y3457/W388~ is not observed
along our WI-MTD simulation.

In the case of reaction 2b, the free energy barrier for the first proton transfer from Y345 to H356 is relatively low, with
AG* = 3.4kcalmol ™!, and the intermediate state lies 2 kcalmol ™' below the reactant state (see Table 4.2). The subsequent
protonation of W388 by doubly protonated H356 exhibits a free energy barrier of AG* = 6.7kcalmol !, and the product state
corresponds to the global minimum of the FES, approximately 8 kcalmol ~! lower in energy than the reactant state, as shown
in Fig. 4.10(a). An additional, thermodynamically unfavorable state appears in the FES, in which H356 protonates Y345°.
This reaction is unlikely, as it would result in a negatively charged histidine residue. The state lies about 7 kcalmol ~! above
the reactant and is only kinetically accessible from the product state. Fig. 4.10(b) shows the charge analysis for this reaction.
In the product state, tyrosine is neutral, yielding AQ = —Qw = 0.3 e. Several intermediate states are observed. In one, Y345
is negatively charged (Qy = —1e) while W388 carries a positive charge (Qw = 0.7¢), giving AQ = —1.7e. In another state,
both Qy and Qw are less than —0.3 e, yielding AQ ~ Oe, which corresponds to complete deprotonation of histidine.
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Figure 4.10: Reactions 2b of MmCPDII (a) FES with inlets showing representative structures of the reactant (R), intermediate (I), product (P), and second
intermediate (I2) states.; (b) Analysis of partial charges of residues in the QM region in one particular walker, with the inset showing a magnified
view of a characteristic transfer region to better track changes in the partial charge.
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4.3.3 CraCRY

In animal-like cryptochrome from green alga Chlamydomonas reinhardtii (CraCRY), Ref. [142] suggests the involvement of
D321 in the PCET mechanism via PT/ET or ET/PT or concerted PCET mechanism (see reaction 1a and 1b in Figure 4.11).
Another possibility could be the deprotonation of W322H®™ to bulk solvent or to an external proton acceptor (such as D324~
or E3747). In the latter case, direct PCET between W322° and Y373 could occur (2a).
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Figure 4.11: Overview of possible PCET reactions in CraCRY: 1a proton transfer from W322H*" to D321, followed by PCET between W322° and Y373;

1b PCET with different acceptors, where Y373 donates a proton to D321~ and an electron to W322H*+; 2a direct PCET between W322° and
Y373 after prior proton transfer from W322He+- to an external acceptor.
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4.3.3.1 W322H*": Cationic Radical Tryptophan in Reactant State

In the case of CraCRY, we first considered proton transfer from W322H*™ to aspartate D321, followed by proton transfer
from Y373 to W322°, see reaction 1a. Similarly to MmCPDII, proton transfer to aspartate is highly unfavorable: Again,
the reactant state is lower in energy than the product (see Fig. 4.12(a)) and the free energy barrier for the overall reaction is
>30kcalmol .
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Figure 4.12: FES of PCET reactions in CraCRY with inlets showing representative structures of the reactant (R), intermediate (I), and product (P) states:
(a) Two-dimensional proton transfer (reaction 1a) and (b) Proton transfer (reaction 1b)

In reaction 1b, we investigate the role of D321~ as the proton acceptor when Y373 acts as the proton donor. We expect
ET from Y373 to W322°" to occur first, followed by deprotonation of the resulting cationic tyrosyl radical, which has an
estimated pK, of -2. Fig. 4.12(b) shows that this reaction is energetically unfavorable: the reactant state lies lower in energy

63
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than the product state, and the product minimum is very shallow, indicating that the product would be unstable. Accordingly,
our simulations suggest that no stable product can be formed when the proton is transferred from either W322H*" or Y373
to D321°.

In Fig. 4.13 the charge analysis for reactions 1a and 1b is shown. In reaction 1a, in the reactant state the partial charges of
W322H*" and D321 are 0.7 ¢ as the hydrogen transferred in PT1 is assigned to D321~ for practical reasons. Qy = —0.4e,
yielding approximately AQ = —1.1e. In the intermediate state, W322 and D321 are neutral and Qy = AQ = —0.4e. After
the secondary proton transfer from Y373 to W322, tyrosine is neutral, yielding AQ = —Qw = 0.7 ¢ in the product state. In
the case of reaction 1b, W322H®" and D321~ are 41e in the reactant state. Qy = —0.4e, which yields AQ = —1.4e. The
charges of Qw and Qy are fluctuating strongly, yielding fluctuation of AQ between -1.4 and 0.3 e. Proton transfer between
Y373 and D321~ results in Qp = —0.4 e and tyrosine and tryptophan are neutral, yielding AQ = Oe as well.
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Figure 4.13: Analysis of partial charges of residues in the QM region in one particular walker. The insets show magnified views of characteristic transfer
regions to better track changes in the partial charges. CraCRY reactions (a) 1a and (b) 1b.

4.3.3.2 Deprotonation of W388H*" to External Proton Acceptor via a Water Chain

Since no nearby histidine residues are available to serve as proton acceptors in the PCET reaction, we considered PT from
W322H*" to more distant, external acceptors. In this case, PT proceeds via hydrogen-bonded water molecules, involving
multiple bond-breaking and bond-forming events. Such processes require the use of the modified center of excess charge
(mCEC) coordinate, which defines the spatial position of the excess proton at any time relative to donor and acceptor groups
(see section 2.6.2.1 for details).

The mCEC coordinate was employed to bias PT along a water wire from W322H*" to either D324~ or E374~. Fig. 4.14
shows the resulting FESs for both pathways. For PT to D324, the reactant state is located in a deep minimum, with the
free-energy profile rising steeply to a barrier of about 21 kcalmol ~!. The FES exhibits a rugged character, with intermediate
fluctuations between 15 to 20kcalmol~!. Despite occasional transfer events observed in the trajectories, no well-defined
product minimum emerges near & = 1 A, suggesting that stabilization of the product state with protonated D324 is unlikely.

In contrast, the pathway toward E374~ shows more favorable features. Although the reactant satte remain the global mini-
mum, the free-energy barrier increases only gradually, reaching approximately 13 kcalmol~!. Beyod the barrier, the proton
stabilizes in a distinct product basin, with the product state lying about 9 kcalmol ! higher in free energy than the reactant.

Taken together, these results indicate that E374~ is more likely proton acceptor, given its lower barrier and stabilization of the
product state, in contrast to D324~ where no product minimum is observed. Nevertheless, it is important to note that neither
residue must represent the final proton sink. Further deprotonation into bulk water, though technically unfeasible to simulate,
remains a plausible scenario in the protein environment.
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Figure 4.14: 1D FESs of W322H*" deprotonation to external proton acceptor: (a) D321~ and (b) E374~ based on the mCEC coordinate along a water wire.
Representative structures of the initial and final states are shown.

4.3.3.3 W322°: Neutral Radical Tryptophan in Reactant State

Although reaction 1b exhibits a relative low reaction barrier AGH = 5.8kcal mol_l, the absence of a stable product state
makes this pathway unlikely. Instead, it appears more consistent that W322H™ donates its proton to E374~, and subsequently
interacts as the neutral radical species W322° with tyrosine Y373 (reaction 2a).

In this reaction, the free energy barrier is quite low with AG* = 5.4kcalmol™! and the product state lies AGg_.p =
—8.8kcalmol ! lower in energy than the reactant state (see Fig. 4.15(a)). In Fig. 4.15(b) the 2D FES is shown. Here, a
narrow minimum at AQ = —0.4e is observed for the reactant state and at AQ = 0.3 e for the product state. These minima
were already observed in MmCPDII reaction 2a. Interestingly, the broader basin of the product state extends only from
-0.3 to 0.3 e. Additionally, the state corresponding to the stepwise PCET intermediate (Y373/W322") is also present. The
partial charges analysis yields Qw = Oe and AQ = Qy = —0.4e in the reactant state and Qy = Oe and AQ = —Qw = 0.4e
in the product state (see Fig. 4.15(c)) In intermediate state of the stepwise reaction Qy = 0.6e and Qy = —0.9e, yielding
AQ =—1.5e.

Overall, we conclude that deprotonation to the bulk solvent or an external proton acceptor is more likely in CraCRY than

direct involvement of D321 in the PCET mechanism, due to high reaction barriers and the instability of the product states.
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Figure 4.15: Free energy surfaces and partial charge analysis of reaction 2a of CraCRY. (a) FES of proton transfer with inlets showing representative
structures of the reactant (R) and product (P) states. (b) 2D-FES with PT CV on the x-axis and recalculated ET CV on the y-axis showing two
possible PCET mechanisms, either concerted PCET following the MEP from the reactant to product minimum, or stepwise PCET through an
intermediate state (I) corresponding to Y3737/W322%. (c) Analysis of partial charges of residues in the QM region in one particular walker,
with the inset showing a magnified view of a characteristic transfer region to better track changes in the partial charge.
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4 PCET Reactions in Photolyases and Cryptochromes

4.3.4 Structural Comparison

A more detailed structural analysis was performed for the reactions of actual interest in the proteins, due to the lower free
energy barriers: reactions 1¢ and 2a in MmCPDII and reaction 2a in CraCRY.

Figure 4.16 shows the occurrence of residues in proximity to the reaction center during the metadynamics simulations of
reactions 1c and 2a in MmDPCII, and reaction 2a in CraCRY. Table 4.3 reports the average number of hydrogen bonds
formed with residues participating in the PCET reaction.
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Figure 4.16: Normalized occurrence of amino acids and water molecules within 3 A of the atoms involved in the PCET mechanism for reactions 1c and 2a
in MmDPCII, and reaction 2a in CraCRY. Only residues with an occurrence > 0.05 are displayed.

In reaction 1¢ of MmCPDII, the number of hydrogen bonds to water is comparable to that in reaction 2a in CraCRY, despite
a higher number of water molecules being present in the vicinity. By contrast, in MmCPDII reaction 2a, the number of
hydrogen bonds to water is reduced by nearly half. Although H356 is not explicitly included in the QM region in reaction
2a, it still resides close to W388 and Y345. This indicates that H356 naturally remains nearby, even without the artificial
distance restraints applied in reaction 1c to facilitate the proton transfer. However, in reaction 2a, T355 plays a crucial role
in stabilizing the radical tyrosine: following proton transfer from Y345 to W388°, the distance between T355 and Y345
decreases, enabling the formation of a stabilizing hydrogen bond.

There are many more water molecules in the vicinity of the reaction center in reaction 1¢ of MmCPDII than in the other two
reactions. This could be due to the additional proton transferred to H356 when selecting atoms for the analysis of neighboring
residues and nearby waters.

In both reactions, 1c and 2a, approximately 80% of the hydrogen bonds to amino acids involve a single residue: H356 in
1c and T355 in 2a. By contrast, in CraCRY reaction 2a, no hydrogen bonds are formed with other amino acids apart from
the key interaction between W322 and Y373 or with water molecules. In CraCRY, the residues involved in the PCET are
more closely positioned and less influenced by neighboring amino acids, as the local environment is less crowded compared

Table 4.3: Average number of hydrogen bonds of atoms involved in the PCET reaction either to water molecules (solvent), to other amino acids residues
(protein), or between the partners in the PCET reaction (Trp®-Tyr). Criteria to be met for hydrogen bonding: (i) angleq.ponor--- Acceptor < 30° and
(i) distanceponor. .- Acceptor < 3.5 A. X=H354 in MmCPDII 1c and X=T355 in MmCPDII 2a.

MmCPDII 1¢ MmCPDII 2a CraCRY 2a

Solvent 1.05 0.57 0.96
Protein 1.31 0.84 0.00
Tyr-Trp® 0.00 0.34 0.51
Tyr-X 1.00 0.73 -
total 2.36 1.75 1.47
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4.3 Results and Discussion

to MmCPDII. This reduced number of stabilizing interactions may explain why the phase space explored in the FES of
CraCRY reaction 2a, particularly in the transition region, is less broad than in MmCPDII reaction 2a.

As expected, the distance between Tyr and Trp is larger in MmCPDII reaction 1e¢, since the proton is transferred to His,
not Trp. Additionally, there is no hydrogen bond between W388 and Y345 in this case. However, this does not reduce the
efficiency of the PCET, as this reaction exhibits the lowest free energy barrier among all systems studied. In contrast, for
the two 2a reactions, the distances between the involved residues are very similar, in line with the comparable free energy
barriers observed for these reactions. Fig. 4.17 shows the distances between the centers of mass of the residues involved in
the PCET reactions.
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Figure 4.17: Distance between center of mass (COM) of aromatic side chains of residues involved in PCET.
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4 PCET Reactions in Photolyases and Cryptochromes

4.4 Conclusion

We applied our PCET simulation protocol from chapter 3 to proteins that are in the spotlight of recent research interest,
enabling detailed characterization of PCET reactions involving multiple reaction partners. The use of a semi-empirical QM
method allows for efficient treatment of large QM regions. This is essential for capturing multiple PCET partners and potential
water-mediated pathways, while coupling with metadynamics ensures thorough sampling of the conformational landscape.
This demonstrates the strength of our approach as a powerful and efficient alternative to existing computational strategies for

investigating PCET mechanisms in complex protein environments.!9-198

Experimental studies report the formation of tyrosyl radicals in higher abundance than tryptophanyl radicals in MmCPDII.!43

We can confirm this observation with our computational approach. The product state with radical tyrosine is energetically
more favorable than the reactant with radical tryptophan, which we also observed previously for 3-W14 in chapter 3. In
MmCPDII, two nearby amino acids could accept the tryptophan proton: histidine and aspartate. The pKj, of the histidine side
chain is 6.0, whereas that of aspartate is 3.9. If AG is estimated from these values, the difference in free energy should be
AG=2.9kcalmol ™!, which is slightly lower than our observed AAG:@T1 = 3.8kcalmol ! when comparing the deprotonation
step of reactions 1a and 1b. In both proteins we observe that protonation of aspartate is unfavorable. In MmCPDII, participa-
tion of a histidine residue is required (reaction 1¢), whereas in CraCRY, deprotonation of W322H™ must occur first (reaction
2a) to enable the PCET process.

Due to the choice of our QM method, the free energy barriers may be underestimated because the MD simulations are
affected by overdelocalization of the electron density. This is a well known consequence of the self interaction error inherent
to DFTB3, which relies on GGA-type functionals.®!-63147-149 However, since we compare different mechanisms and barriers
within the same system, our conclusions are based on relative rather than absolute values. As a result, these systematic errors
are expected to cancel out and should not affect the outcome of our study.

A limitation of our current approach is that only PT was explicitly biased during metadynamics, while the ET coordinate
remained unbiased. As a result, the FESs involving the electron transfer CV may not be converged. This limits the ability to
draw quantitative conclusions about the electron transfer mechanism. In particular, for systems where more than two residues
participate in the PCET mechanism, the FESs involving both proton and electron transfer were not yet fully converged. A
promising solution would be to apply a bias potential directly on the ET coordinate, as enabled by the CP-DFTB method.®0-6
The following chapter 5 discusses this approach in detail and addresses how to overcome its associated methodological
challenges.
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5 Biasing the Electron Transfer: Coupled
Perturbed Equations in DFTB

5.1 Introduction

As outlined in the previous chapters, understanding proton-coupled electron transfer (PCET) reactions in biological sys-
tems requires efficient sampling of both proton and electron transfer coordinates. Metadynamics (MTD), when combined
with semi-empirical methods such as density functional tight binding (DFTB), offers a powerful approach for this purpose.
Whereas biasing the proton transfer (PT) collective variable (CV) is straightforward and there are different approaches,
even if a water-chain is involved,®! biasing the electron transfer (ET) CV remains a challenge. A major limitation of the
protocol employed in the previous two chapters is its inability to explicitly enhance sampling of the ET CV. Alternative
strategies, such as constrained density functional theory (DFT),!>° have been used to address this issue. More recently, the
implementation of coupled-perturbed (CP) equations® within the DFTB framework has enabled direct biasing of ET CVs

in MTD simulations,®3-60

offering a promising route to overcome this limitation. This approach allows for a direct bias on
the electronic structure rather than relying only on bias on the proton transfer. However, limitations were revealed: when CP
equations are solved only for the quantum mechanical (QM) region, significant artifacts appear, such as artificially increased
barrier heights.% This issue was mitigated by including molecular mechanics (MM) atoms in the CP treatment within a hybrid

quantum mechanics/molecular mechanics (QM/MM) scheme, which comes at considerable computational cost, however.5°

This chapter explores strategies to make CP-DFTB-based ET CVs feasible for larger, biologically relevant systems. Specifi-
cally, we aim to find out whether limiting the MM region included in the CP calculations via a cutoff can preserve accuracy
while reducing computational cost.

Additionally, we highlight new challenges that emerged in applying this methodology to biomimetic PCET models, including
issues of convergence and artificial barriers in non-n-stacked geometries. After testing various cutoff schemes on established
model systems, we demonstrate the limitations of the current approach and return to simple test cases (e.g., OH radical in
water) to further clarify the source of these issues. Ultimately, this work aims to guide future methodological improvements
for reliable biasing of the ET CV in QM/MM metadynamics.
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5 Biasing the Electron Transfer: Coupled Perturbed Equations in DFTB

5.2 Computational Implementation

5.2.1 System Preparation and QM/MM Setup
5.2.1.1 Tyrosine Dimer

The tyrosine dimer systems consist of two tyrosine side chains, one of which is in a deprotonated radical state. The struc-
tures and parameter files were adapted from previous studies on PCET reactions in Tyr-Tyr®-systems.®0 This model mimics
components of the electron transfer chain in ribonucleic reductase (RNR), in which several PCET steps occur.!” Specifi-
cally, the stacked conformation (Fig. 5.1(a)) refers to the configuration « Y731 and aY30, whereas the flipped conformation
(Fig. 5.1(b)) refers to BY356 and oY 30.9%19 The dimer was enclosed in a sphere of water molecules to improve solvation
around the reaction center, which was larger compared to earlier work. The center of the water sphere was moved from the
center of mass of the Tyr-Tyr® complex to the atoms directly involved in the PCET reaction. The simulation box was cubic
and significantly larger than the solute system, ensuring that periodic boundary conditions did not affect the dynamics of the
water sphere or the tyrosine residues. Also, non-bonded interactions were treated with a cutoff.
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Figure 5.1: Representation of the two tyrosine dimers setups containing two tyrosine molecules in water. Color indicates the cumulative set of water side
chains for which the CP-equations were solved: red - within a 4 A bubble; orange - additional molecules included in the 5 A bubble; purple -
additional molecules included in the 6 A bubble; gray - all remaining water molecules in the "all" setup.

A stochastic dynamics integrator was employed with a time step of 0.5 fs. To maintain solvation while allowing flexibility
near the reaction center, spherical restraints were applied to oxygen atoms of water molecules located between 6 and 8 A
from the atoms involved in the PCET reaction, using a force constant of 100000 kJmol~' nm~2. This approach was chosen
to restrict the outer solvent shell while allowing water molecules in the first solvation shell to remain flexible and adaptable
to the PCET process, conditions that would be suppressed if all water molecules were fully restrained. To preserve the
geometry of the reaction center, two upper wall restraints at 3 A were applied on the distance between the oxygen atoms of
the tyrosines, and on the sum between the donor-H and acceptor-H distances. Both were enforced using a force constant of
5000kJmol ™' nm 2.

The two tyrosine molecules were included in the QM region, treated with DFTB3 using the 3ob parameter set,”®>° while all
water molecules were modeled classically using the TIP3P water model.>* Depending on the simulation setup, the coupled-
perturbed equations were solved for all, none, or those water molecules within a cutoff of 4, 5, and 6 A from the reaction
center, in order to investigate computational cost and accuracy.
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5.2 Computational Implementation

5.2.1.2 Biomimetic Peptides

The biomimetic peptides were introduced in detail in chapter 3, section 3.2.2 and visualized in Fig. 3.4. In this chapter,
we investigate PCET between two tyrosine side chains, applying the CP-DFTB methodology on the 3-hairpin Y14 (in both
conformations) and the three o-helical proteins. The QM/MM setup and system structures are identical to those described
previously.

5.2.1.3 Minimal Setup: OH® in Water

The minimal setup consists of an OH® radical and one water molecule in the QM region (see Fig. 5.2), embedded in a solvent
box containing 135 water molecules described with classical force field parameters. To ensure that the solvent remains close

Figure 5.2: Representation of the minimal setup: OH® in water. The CP-equations are solved for all MM water atoms.

to the reaction site, upper-wall distance restraints with a force constant of 1000kJmol~! nm—2

atoms. The CP-equations are solved for the entire system, including both QM atoms and MM atoms. To systematically

are applied to all water oxygen

explore barrier heights, the distance between the two oxygen atoms in the QM region is restrained to fixed values between
2.6and 2.8 A, creating distinct configurations with varying free energy barriers.

5.2.2 Metadynamics Simulations

Two collective variables were used to describe the PCET reaction, as introduced in chapter 3 section 3.2.1: the proton transfer
was described using spr(¥) = Ad, and the electron transfer was captured by sgr(Ag) = AQ.

Metadynamics simulations were carried out using a multiple-walker framework, combining GROMACS 2020!> patched
with PLUMED 2.5.1.,47117 and DFTB3/30b°%>? as implemented in DFTB+,% including the CP-DFTB implementation.®*
The initial Gaussian height was set to 0.5 kJ mol’l, with widths of o = 0.02 A for the proton transfer CV and o = 0.02 e for the
electron transfer CV. Both CVs were simultaneously biased during the multiple-walker MTD simulations. Communication
between the walkers via the hill files occurred every 500 steps. In the test setup, 24 walkers were employed; for the biomimetic
peptides, the number varied depending on the system. Each walker was propagated with a time step of 0.5 fs for a total
simulation time of 2.4 ns in the test setup, and at least 4.8 ns in the biomimetic peptides to ensure convergence of the free
energy surfaces. Deviations from these general parameters in the biomimetic peptides system are summarized in Table 5.1.
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The procedure differed slightly for the minimal setup. Here, we study the influence of the bias on the ET CV along the MTD
simulations by simulating three combinations of MTD simulations: (i) biasing only the PT CV, (ii) biasing only the ET CV,
and (iii) biasing both, PT and ET CV Calculation of the reweighted bias and the time-dependent factor ¢(z) was activated by
using the keyword CALC_RCT.** This provides access to the unbiased probability of the CVs that were not biased during the
MTD simulation. Due to the increasing barrier height in the test setup, resulting from the increased distance between OH® and
the QM water, the MTD setup must be adapted. For the MTD simulations (i), in which only the proton transfer was biased,
one single walker and a total simulation time of 1 ns was sufficient for the convergence of the free energy surface (FES). For
MTD simulations (ii), in which only the electron transfer was biased, and MTD simulations (iii), in which both CVs were
biased, the MTD parameters were adapted (see Table 5.1).

Table 5.1 gives an overview of the system size, the number of MM atoms for which the CP-equations are solved, and the
performance for all systems studied in this chapter.

136

All data was processed and visualized with python!3* using the matplotlib,'3> NumPy,'3¢ pandas,'3” and seaborn!38 libraries.
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Table 5.1: Overview of the parameters for the WT-Metad simulations and information on the performance of the studied systems.

System WT-Metad parameters Performance

opr Ogr bf walker time size AA water comp. cost

nm e # ps # # # ns/day

none 0.02 0.005 - 24 2400 250 @ - - 0.019

4 A sphere 0.02 0.005 - 24 2400 250 @ - 24 0.013

stacked 5 A sphere 0.02 0.005 - 24 2400 250 @ - 39 0.011

6A sphere 0.02 0.005 - 24 2400 250 - 84 0.007

Tyrosine dimer all 0.02 0.005 - 24 2400 250 - 219 0.004

none 0.02 0.005 - 24 2400 268 - - 0.018

4 A sphere 0.02 0.005 - 24 2400 268 - 18 0.013

flipped 5 A sphere 0.02 0.005 - 24 2400 268 - 39 0.010

6A sphere 0.02 0.005 - 24 2400 268 - 90 0.006

all 0.02 0.005 - 24 2400 268 - 237 0.001

4 A sphere 0.02 0.005 - 24 4800 11534 18 15 0.010

Y14-st 5A sphere 0.02 0.005 - 48 4800 11534 18 36 0.008

B-hairpin peptide 6§sphere 0.02 0.005 - 48 4800 11534 31 87 0.006

4 A sphere 0.02 0.005 - 24 4800 11534 18 18 0.011

Y14l 5A sphere 0.02 0.005 - 24 4800 11534 31 27 0.010

6 A sphere 0.02 0.005 - 48 4800 11534 31 66 0.006

4A sphere 0.02 0.005 - 48 4800 17644 33 3 0.008

Y56 5A sphere 0.02 0.005 - 48 4800 17644 96 12 0.007

6 A sphere 0.02 0.005 - 24 5300 17644 78 3 0.006

4 A sphere 0.02 0.005 - 48 5000 17643 25 9 0.009

o-helical protein Y31 5 A sphere 0.02 0.005 - 24 4800 17643 25 27 0.009

6A sphere 0.02 0.005 - 48 5000 17643 44 12 0.005

4A sphere 0.02 0.005 - 24 4800 17641 49 - 0.009

Y30 5A sphere 0.02 0.005 - 24 4800 17641 58 - 0.008

6 A sphere 0.02 0.005 - 48 5300 17641 108 3 0.009

260A 002 - - 1 100 410 - 405 0.100

265A 002 - - 1 100 410 - 405 0.120

(1) 270A  0.02 - - 1 100 410 - 405 0.112

275A 002 - - 1 100 410 - 405 0.120

280A 002 - 6 1 400 410 - 405 0.119

2.60 A - 0.005 - 1 450 410 - 405 0.085

2.65A - 0.005 - 1 450 410 - 405 0.123

Minimal Setup (i1) 270A - 0.005 15 8 1000 410 - 405 0.128

275A - 0.005 15 8 1000 410 - 405 0.085

2.80A - 002 21 8 2000 410 - 405 0.085

260A 002 002 6 1 400 410 - 405 0.099

265A 002 002 6 1 400 410 - 405 0.119

(iii) 270A  0.02 002 6 1 700 410 - 405 0.096

275A 002 002 6 1 1000 410 - 405 0.096

2.80A 002 0.02 21 8 500 410 - 405 0.096
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5.3 Results and Discussion

5.3.1 Tyrosine Dimer: Influence of Cutoff on PCET Landscape

The computational demand of solving the CP-equations for all MM atoms becomes prohibitive when the total system size
(QM and MM region combined) exceeds approximately 350 atoms. To reduce computing time, we introduced a cutoff
sphere around the QM region: within this sphere, the CP-equations are explicitly solved for MM atoms, while atoms outside
the cutoff influence the PCET reaction only via electrostatic embedding. This cutoff approach was systematically tested to
evaluate its impact on the topology of the FES and the energy barriers.

Fig. 5.3 shows the FESs of the tyrosine dimers®® for the different cutoff variants and the two geometries, the upper panels
show the stacked geometry, the lower panels the flipped geometry. The free energy barriers are displayed in Table 5.2.
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Figure 5.3: 2D FES of the PCET in tyrosine dimers for different cutoff spheres of MM atoms for which the CP-equations are solved. Upper panels:
stacked tyrosine dimer with reaction barrier height AG* ~ 3.0kcalmol~'; lower panel: flipped tyrosine dimer with reaction barrier height
AG* ~ 4.5kcalmol~!. No notable influence is observed on the landscape of the PCET reaction if the cutoff sphere is enlarged.

For the stacked conformation, the free energy barriers are approximately 3.5 kcalmol !, while they are slightly higher for the
flipped conformation, around 4.5 kcalmol ~!. The variations between different cutoff conditions remain below 1kcalmol !,
which falls within the acceptable margin of error. No notable influence is observed on the landscape of the PCET reaction if
CP-equations are solved for more MM atoms.

Table 5.2: Overview of the free energy barrier height of the tyrosine dimers. Values in kcalmol~!. CP-equations are solved for all QM atoms. Size of the
cutoff sphere defining the MM atoms for which the CP-equations are solved is indicated in the first column.

AG* / kcalmol !
MM atoms (CP-eq) Test Setup
stacked flipped

none 3.3 4.4

4 A sphere 2.6 4.5
5 A sphere 2.7 43
6 A sphere 3.0 45
all 24 4.8
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The topologies of the free energy landscapes closely resemble those reported in Ref. [60] for an oxygen-oxygen distance of
2.4 A. In the stacked conformation, no distinct minima are observed, and the electron transfer coordinate AQ spans a broad
range in both the reactant and product states, from -0.2 to 0.2 e. In contrast, the flipped conformation shows a AQ range of
0.4 to Oe in the reactant state, and from -0.4 to O e in the product state.

We therefore conclude that, at least in the test setup, the number of MM atoms for which the CP-equations are solved does
not critically affect the free energy landscape.

5.3.2 Application to Biomimetic Peptides

The introduction of a cutoff sphere around the atoms involved in the PCET reaction enables the investigation of PCET in
larger, biologically relevant systems by significantly reducing the computing time. We applied this methodology to the
biomimetic peptides, introduced in chapter 3, section 3.2.2. Since the preceding study using the tyrosine dimers revealed no
significant differences based on the cutoff sphere size, we conducted the MTD simulations in triplicate using cutoff spheres
of4,5,0r6 A around the atoms involved in the PCET process.

The FES for the 3-hairpin peptides and a-helical proteins are displayed in Fig. 5.4 and Fig 5.5, respectively. Table 5.3 provides
an overview of the corresponding barrier heights AG*. Recall that the free energy barriers for the biomimetic peptides were
approximately 4 kcalmol ! for the B-hairpin peptides and ranged between 6 and 8 kcal mol~! for the various a-helical proteins
(see Table 3.3 in chapter 3 section 3.3.3).

Table 5.3: Overview of the free energy barrier height of the biomimetic hairpins. Values in kcalmol~!. CP-equations are solved for all QM atoms. MM
atoms for which the CP-equations are solved are indicated in the first column.

AG* / kealmol !
MM atoms (CP-eq) B-hairpin Y14 o-helical proteins
Y14-st Y14-1 Y56 Y31 Y30

4 A sphere 40 125 185 125 155
5 A sphere 65 130 150 11.3 155
6 A sphere 64 120 150 103 178
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Figure 5.4: 2D FES of the 3-hairpin peptides; upper panel: stacked conformation and lower panel: flipped conformation. No notable influence on the
landscape of the PCET reaction if CP-equations are solved for MM atoms in a 4, 5 or 6 A sphere, but large discrepancies for Y 14-fl regarding
the barrier height as it is increased to > 10kcal mol~!.
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The FES of Y 14s exhibits a topology similar to that of the stacked conformation investigated in section 5.3.1. Only in the
case of the 4 A cutoff sphere does the free energy barrier match the expected value AG* = 4kcalmol ~!. Visual inspection of
the 2D surface, however, reveals a deep, artificial minimum, likely the result of a suboptimal starting structure. This artifact
may account for the observed increase of AG* by approximately 2 kcalmol ™! in the 5 and 6 A sphere simulations.

By contrast, the 3-hairpin Y 14f shows an approximately threefold increase in the free energy barrier across all three cutoff
spheres. The minima are located at AQ = —0.6¢ in the reactant state and at AQ = 0.6¢ in the product state. In the earlier
study using reweighted-PT MTD simulations, deep minima were observed at -0.4 and 0.4 e, but only after recalculating the
Mulliken charges with long-range corrected DFTB2 (see Fig. 3.9 in chapter 3 section 3.3.2 for details).

For the o-helical proteins, the behavior is similar to Y14f: the free energy barrier doubled for Y56, increased by about
5kcalmol ! in Y31, and tripled for Y30. Again, there are deep minima at —0.6 e in the reactant state and 0.6 e in the product
state. In Y31, the minima are slightly broader than in the other two cases. It is the only a-helical protein, in which the atoms
involved in the PCET reaction are solvent exposed, rather than embedded in the protein structure.

Application of the methodology to the biomimetic peptides revealed several limitations. Most notably, the free energy barriers
appeared to increase artificially, without any obvious cause. Previous studies have reported that restraining harmonic poten-
tials can introduce systematic errors in the free-energy estimation near the boundary, preventing the system from reaching a
stationary state.?%0-202 Tt is therefore possible that the elevated barriers arise from artificial minima induced by the applied
upper-wall restraints. Adjusting the restraints and the Gaussian width ¢ may improve the free energy estimates, an aspect
that warrants further investigation. Interestingly, this effect seems to be mitigated in the stacked conformation and, for Y31,
by the presence of water molecules in the environment rather than nearby amino acid residues. Additionally, not only are the
barriers already artificially high, but the FESs also fail to converge.
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Figure 5.5: 2D FES of the a-helical proteins; upper panel: Y56, middle panel: Y31 and lower panel: Y30. No notable influence on the landscape of the
PCET reaction if CP-equations are solved for MM atoms in a 4, 5 or 6 A sphere, but large discrepancies for all a-helical proteins regarding the
barrier height as it is increase to > 10kcal mol ! in Y31 and even > 15kcal mol~! in Y56 and Y30.
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5.3 Results and Discussion

5.3.3 Minimal Setup: OH* in Water

Considering the methodological challenges outlined above, we returned to a simplified minimal setup to investigate the origin
of the artificial barrier increase. In this system, an OH® radical and a single water molecule are treated at the QM level,
embedded in a bulk water environment. Owing to the small system size, the CP-equations can be solved for all MM atoms.

To systematically investigate different barrier heights, we performed a series of simulations in which the distance between
the oxygen atoms in the QM region was restrained to fixed values between 2.6 and 2.8 A. For each restrained geometry,
MTPD simulations were carried out in triplicate under three different biasing schemes: (i) biasing only the proton transfer, (ii)
biasing only the electron transfer, and (iii) biasing both proton and electron transfer simultaneously.

Fig. 5.6 displays the FES for the minimal setup under simulation condition (iii), while Table 5.4 lists the corresponding free
energy barriers for all three simulation types. As the distance between the two oxygen atoms increases, the barrier height also
increases, from AG* = 2.5kcalmol ! at 2.6 A to AG* = 11kcalmol ! at 2.8 A. Despite this quantitative change, the overall
topology of the FES remains consistent across different oxygen-oxygen distances. The reactant minimum is located at -0.3 to
—0.1 e, while the product state ranges from 0.1 to 0.3 e, connected by a narrow minimum energy pathway. Notably, the FES
exhibits strict symmetry in all cases.
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Figure 5.6: 2D FES of the minimal setup with OH® of simulation (iii), in which both PT and ET are biased. Free energy barrier increases with larger distance
between the atoms involved in the PCET reaction from (a) AG;6 =2.7kcalmol ™! to (e) AG;F'8 =10.1kcalmol !

Fig. 5.7 compares the FES obtained from one-dimensional MTD simulations with the corresponding one-dimensional pro-
jections of the two-dimensional FES. Interestingly, in contrast to the results observed for the biomimetic peptides discussed
in section 5.3.2, the FES obtained from the 2D-metadynamics simulations in the minimal setup converge to the same barrier
heights as those from the 1D simulations.

In these cases, applying distance restraints did not introduce any artificial deep minima in the FES, confirming that the
methodology yields accurate results, at least for minimal model systems. By increasing the Gaussian width o and gradually
adjusting the number of walkers, we were able to optimize the computing time relative to the barrier height. Among the three
simulation types, simulation (i), which biased only PT, converged rapidly. Simulation (iii), involving two-dimensional MTD,
required slightly more time due to the increased complexity but still achieved convergence efficiently. In contrast, simulation
(i), which biased only the ET, exhibited significantly slower convergence. In addition, not only was the convergence slower,
but also the simulations crashed before convergence was achieved, as in the case of distance 2.75 A and 2.80 A. Notably,
all three simulation types yielded the same 2D-FES (after reweighting for simulation types (i) and (ii)). This suggests that
directly biasing the ET CV did not offer particular advantages in this system, but instead increased the computational cost
without improving convergence. However, convergence using only the PT CV should be seen as a special case, possible here
due to the small system size, low barriers, and the affordability of treating the entire system.

Table 5.4: Free energy barrier height AG* of the OH® simulations. Values in kcalmol~'. CP-equations are solved for all atoms in the setup.

2.6 2.65 2.7 2.75 2.8
() (Gi) (i) () (i) () () G () (@) G) (i) @ G 3ib)
26 24 27 45 42 40 62 59 55 64 - 81 104 - 10.1
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Figure 5.7: FES of the minimal setup with OH®, either only one transfer biased or projected onto one axis. The barriers increase with larger distance between
the atom involved in the PCET reaction and the FES obtained from the 2D-metadynamics simulations converge to the same barrier heights as
those from the 1D simulations. In the case of (b) simulation (ii) bias on ET only, not all FES are converged.

5.3.4 Computational Cost

Table 5.1 summarizes the simulation performance along with the number of MM atoms included in the CP-equation calcu-
lations. As shown in Fig. 5.8, there is a steep decrease in the computational performance with an increasing number of MM
atoms. Once the number of MM atoms exceeds approximately 100 MM atoms, assuming a QM region of ~ 30 atoms, the

simulations become computationally infeasible.
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Figure 5.8: Correlation of the number of atoms for which the CP-equations are solved and the computational performance show a steep decrease in compu-
tational efficiency with more MM atoms.
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5.3 Results and Discussion

A smaller QM region, such as in the minimal setup with only 5 atoms, significantly improves computational performance,
allowing simulations with over 400 MM atoms and achieving a tenfold increase in speed. However, 2D MTD simulations
(biasing both proton and electron transfer coordinates) require substantially longer timescales than simulations biased only
along the proton transfer coordinate. This arises from the increased computational cost associated with biasing multiple
CVs, including the expansion of the bias grid and the evaluation of the Gaussians in multiple dimensions. Consequently, for
reactions with larger barriers, the number of walkers should be increased, and the Gaussian width (o) may need to be adjusted
to ensure convergence within a reasonable computational time.
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5.4 Conclusions

The integration of CP-equations within the DFTB framework offers a major advantage as it allows for explicit enhancement
of sampling along the electron transfer CV by applying a bias potential in MTD simulations. This capability provides a more
detailed and accurate picture of the PCET process in proteins.

A previous limitation of the method, namely, the need to solve the CP-equations for all MM atoms,®® which made the
simulation of systems larger than approximately 200-400 atoms (depending on the QM region size) unfeasible, was addressed
by introducing a cutoff sphere. In this approach, only MM atoms within the defined sphere are included in the solution of CP-
equations. Our results show that the number of MM atoms treated in this way does not significantly affect the resulting FES.
Consequently, using a smaller cutoff sphere substantially improves computational performance, which decreases steeply with
the number of MM atoms included, regardless of the total system size.

In the minimal setup with OH®, the 2D MTD simulations converged within a reasonable simulation time and reproduced
the barrier heights observed in the corresponding one-dimensional simulations. Moreover, the expected correlation between
the increased distance of the oxygen atoms and the free energy barrier was clearly observed. By contrast, simulations of
the biomimetic peptides resulted in significantly overestimated free energy barriers, and convergence could not be achieved.
Several factors may contribute to this discrepancy: unlike the homogeneous solvent environment in the tyrosine dimers and the
minimal setups with OH®, the PCET reactions in the peptides occur in a complex and heterogeneous environment composed
of amino acid residues and water. Furthermore, the configuration of the residues involved in the PCET can influence the
adiabaticity of the reaction, as discussed in Refs. [17, 112, 150], which presents an additional limitation of our approach,
as our simulations are restricted to the electronic ground state. Finally, potential effects arising from the applied distance
restraints on the PCET-involved atoms and from the MTD parameters have not yet been systematically explored.

Given the radical nature of the PCET systems we investigate, the inclusion of spin-polarization is an important consideration.
However, this poses an additional challenge, as spin-polarized CP-equations are not yet implemented within the DFTB
framework. Another complication arises in the definition of the electron transfer CV. When the ET CV is described via the
Mulliken charge difference, ambiguities can occur, particularly in cases where intermediate states emerge along a stepwise
PCET pathway (compare Figs. 3.10 and 4.9(b)). For example, changes in the ET CV are observed even when only H
has been transferred. To overcome this, an alternative approach could be to define the ET CV based on spin densities. A
related strategy was proposed in Ref. [203], where long-range PT was studied using a combination of a geometrical CV and
an electron-density-based CV, the so-called charge transfer factor derived from constrained DFT diabatic states.

An additional drawback of the methodology remains its substantial computational cost. Although the overall system size has
only a limited influence on performance, the number of MM atoms included in the CP-equation calculations significantly
affects the computational cost, often exceeding practical limits. This constraint becomes especially critical when extending
the method to larger proteins such as ribonucleotide reductase, photolyases, or cryptochromes, where PCET processes may
involve more than two residues. For instance, in the case of photolyase MmCPDII (see chapter 4 for reference), the complexity
of the PCET pathway necessitates an expanded QM region, making the simulations computationally prohibitive. A potential
strategy to mitigate this issue, suggested in Ref. [60], is to identify components of the CP-equations that contribute negligibly
at longer distances. These components could then be omitted beyond a defined cutoff, reducing the computational burden
while maintaining sufficient accuracy.

Therefore, a careful evaluation is necessary to determine when biasing the ET CV is essential. In many systems, one-
dimensional MTD simulations that bias only the proton transfer CV may be sufficient, avoiding unnecessary increases in
computational cost. However, as demonstrated in the case of MmCPDII in chapter 4, biasing the ET CV is crucial to obtain a
converged FES. For such cases, our current protocol appears promising. Nevertheless, further testing is needed, particularly
regarding the optimal size of the cutoff sphere, strategies to reduce computational expense, and the suitability of restraints
and other simulation parameters.
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6 Machine Learning of Absorption Spectra of
Retinal Proteins

The work presented in chapter 6 was carried out in collaboration with Christian Schmidt and several students.

Author contribution
Christian Schmidt set up the neural network used for training and rerunning the protein structures. Katharina Spies created

the parameters for the retinal structures and supervised Béryl Naémi Greb, Lara Nagel, and Jemina Enkelmann during their

204 Lara

5

bachelor’s theses on this topic. Béryl Naémi Greb prepared the structure and simulations of the rhodopsin protein.
Nagel and Jemina Enkelmann prepared a large set of retinal structures in distinct solvent and ionic conditions for 11-cis?°
and all-trans?%® retinal, respectively. Excited-state calculations and structural analysis were performed by Béryl Naémi Greb
during her student assistant position. Katharina Spies prepared the remaining protein structures, trained the machine learning
models, and analyzed the neural network results.

6.1 Introduction

Rhodopsins are a family of light-absorbing photoreceptor proteins that play essential roles in vision, bioenergetics, and
phototaxis. They enable organisms to sense and respond to light stimuli and have become especially important in the field
of optogenetics. In this context, neural activity can be modulated by light-induced de- or hyperpolarization of targeted cells

using light-gated ion channels.?’” Applications are diverse, including vision and hearing restoration.2%

Rhodopsin proteins are classified into two types based on their evolutionary origin: microbial (type I) and animal (type II).
The key chromophore in these retinylidene proteins is retinal, which undergoes photoisomerization upon light absorption,
from all-trans to 13-cis in type I rhodopsins (Fig. 6.1(a)) and from 11-cis to all-trans in type II rhodopsins (Fig. 6.1(b)).

all-trans retinal 11-cis retinal
11
X122
X
hv @ R
N
H
13-cis retinal all-trans retinal

NNy,
@ R
N
H
(a) Type I (microbial) rhodopsin (b) Type II (animal) rhodopsin

Figure 6.1: Retinal isomerization following photoexcitation: (a) all-trans — 13-cis isomerization in microbial rhodopsin; (b) 11-cis — all-trans isomerization
in animal rhodopsin.
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This isomerization initiates the photocycle and induces a conformational change in the protein, thereby activating downstream
pathways such as ion channel opening.2? Within the protein, retinal is embedded in an internal binding pocket and covalently
attached to the protein via a lysine side chain. In most cases, the retinal Schiff base is protonated in the ground state and

stabilized by nearby counterions.!%-20%-211

Across various retinylidene proteins, a broad range of the visible spectrum is covered through a mechanism known as color
tuning, reaching e.g. from channelrhodopsin 2 (ChR2), which absorbs at 470 nm (2.62 eV), over bovine rhodopsin at 500 nm
(2.48 V), and bacteriorhodopsin (bR) at 570 nm (2.18 eV) to red-light absorbing Chrimson at 590 nm (2.10 eV). This spectral
diversity is enabled by several factors: the planarity of the ring-chain system, electrostatic and dispersion interactions with
amino acids in the binding pocket, and, crucially, the interaction between the chromophore and its complex counterion.
Fig. 6.2 illustrates the principle of color tuning: Negative charges near the retinal Schiff base stabilize the electronic ground
state (Sp), increasing the energy gap to the excited state (S1) and resulting in blue-shifted absorption. In contrast, negative
charges located near the 3-ionone ring stabilize the excited state (Sy), lowering its energy and allowing absorption of lower-

energy, red-shifted light. The opsin shift is defined as the difference between the maximum absorption wavelength Ayax of
19,212

retinal in vacuo and its Am,x When bound to the opsin protein.

Figure 6.2: Schematic representation of the concept of color tuning (adapted from Ref. [19]). A Ground state energy is lowered by stabilization of the
protonated retinal Schiff base by a nearby negatively charged counterion. B No counterions and therefore no energy level change. C Negative
counterion near the 3-ionone ring stabilized the electronic excited state.

Several theoretical studies have investigated rhodopsins, focusing on the structure and protonation states of titratable amino

21,214-216 photoisomerization,217 and polarization effects.218219 In Ref. [21], a corre-

acids,?!3 hydrogen-bonding networks,
lation was highlighted between the bond length alternation (BLA), the average length difference between single and double

bonds in the conjugated polyene chain, and the excitation energies @ across various rhodopsin proteins.

Hybrid quantum mechanics/molecular mechanics (QM/MM) studies provide detailed insight into the structure and function
of photoreactive proteins by accurately modeling the chromophore and its surrounding environment. However, investigating
excited-state dynamics remains challenging and computationally demanding.?3

A promising strategy to overcome these limitations is the use of machine learning-based models. Section 2.5 introduces the
application of machine learning (ML) in chemistry with a focus on neural networks (NNs). When trained on QM/MM ref-
erence data, ML models enable dynamical simulations of both ground- and excited-state potential energy surfaces.??%?2! For
instance, the photodynamics of the amino acid tyrosine have been investigated using deep neural networks.???> Similarly, the
dynamics of hydroxyl radicals on ice surfaces were explored using neural-network potentials.??> A comprehensive overview
of machine learning approaches for excited-state simulations is provided in Ref. [224]. Molecular dynamics programs, such
as SHARC, when coupled with machine learning approaches, enable efficient simulations of photodynamics and surface
hopping, respectively, as seen in the SchNarc and Spy;NN frameworks.?>>2® One remaining drawback of these methods is
their high computational cost, which remains comparable to that of semi-empirical approaches such as DFTB. Ref. [227]

demonstrates that a trajectory surface hopping approach combining semi-empirical density functional tight binding (DFTB)
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with neural networks, used to predict Coulomb coupling and excitation energies, can successfully model exciton transfer in
light-harvesting systems such as the Fenna—Matthews-Olson complex in green sulfur bacteria.

In Ref. [228], ML models trained on carotenoid chromophores in methanol, incorporating artificially added charges, were
shown to accurately predict excitation energies @ in protein environments, successfully capturing solvatochromic effects.

Our study builds on a similar concept, aiming to predict excitation energies (@) and oscillator strengths (f), and thus absorp-
tion spectra, of retinylidene proteins using NNs. Photoreceptor systems pose particular challenges due to their large system
sizes, the complexity of protonation states, and the intricate electronic structure of their chromophores.* To circumvent
costly excited-state calculations on full retinal proteins, we instead simulate two isomeric forms of the chromophore (11-cis
and all-trans retinal) in various solvents (water, methanol, acetone, etc.), mimicking the protein environment. To account for
different counterion configurations, ions were added systematically to the systems.

The geometries are generated from ground-state QM/MM simulations, with the chromophore described at the DFTB3level %%
Snapshots from these trajectories provide input for calculations of spectroscopic properties carried out with two semi-
empirical approaches: (i) orthogonalization model 2/multi reference configuration interaction (OM2/MRCT),>*+22%-230 known

231

to reliably capture qualitative features of retinal systems,””" and (ii) long-range corrected (LC)-time-dependent (TD)-

DFTB, 163129 which is computationally cheaper but less accurate.

Retinal chromophore geometries, electrostatic potentials (ESPs), and atom types serve as input features for the NNs, while
the spectroscopic properties (w and f) provide the targets. Two NN models are trained: one predicts excitation energies @
and oscillator strengths f directly at the OM2/MRCI-level, while the other is a A-machine that learns the difference between
OM2/MRCI and LC-TD-DFTB (A® and Af). The predictive performance of these networks is then evaluated using input
features from ground-state QM/MM simulations of different retinal proteins. In this way, we assess whether the models can
reproduce qualitative trends in absorption spectra without the need for costly excited-state calculations, while also providing
insight into the electrostatic interplay between chromophore and protein environment.
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6.2 Computational Details

6.2.1 System Preparation
6.2.1.1 Training Data

The retinal structures used in this study are based on coordinates provided in Ref. [232] for the all-trans retinal structure
and Ref. [233] for 11-cis retinal. Atomic charges for both isomers were derived using the restrained electrostatic potential

121122 part of the AmberTools software suite.!!® The electrostatic

(RESP) fitting method, as implemented in Antechamber,
potentials used for the RESP fitting were obtained from electron densities calculated at the HF/6-31G* level of theory using

Gaussian09.123

Two capping strategies for the retinal molecules were considered, reflecting the fact that in proteins, retinal is covalently
bound to a lysine side chain. Since our simulations are intended to generate training data for neural networks that predict
excitation energies @ in retinal proteins, retinal-lysine conjugates were constructed. In one approach, only the lysine side
chain was included; in the other, additional capping groups (N-methylamide (NHE) and acetyl (ACE) groups) were added to
mimic the protein backbone.

The retinal structures were simulated either in vacuum or solvated in various solvents, such as water, methanol, and acetone.

For aqueous systems, the TIP3P water model was employed.?* The topology files for the additional solvents were obtained

from the virtualchemistry website, 234235

124,125

which provides directly force field parameters compatible with the GROMACS
program package.

The simulations were carried out in a cubic box with a minimum solute-to-box distance of 15 A. Depending on the system,
either one or two Cl~ ions were introduced by replacing solvent molecules near the protonated retinal Schiff base (RSBH™),
or one Na™ ion was added either near the RSBH™ or in the vicinity of the -ionone ring. In addition, four CI~ and three Na™
ions were added to each solvent system to modulate the electrostatic environment, mimicking charged amino acids possibly
found in a protein bonding pocket (see Table 6.1 for details). To ensure consistent positioning, the distances between the ions
and nearby atoms in the retinal structure were restrained to 3 A using distance restraints applied via the PLUMED plugin
(version 2.5.1).47-117 Periodic boundary conditions were applied throughout the simulations. The Verlet algorithm was used
for neighbor searching, with a cutoff distance of 12 A applied to both neighbor list generation and Lennard-Jones interactions.
Long-range electrostatic interactions were treated using the particle mesh Ewald (PME) method.

Table 6.1: Overview of the systems set up for the two retinal structures depending on the solvents (from polar to unpolar) and the combination of ions (total
number of different systems in the training dataset: 67). The different ion combinations are pure (no ions added); with one or two Cl~ or one Na*
near the RSBH™; one Na™ near the 3-ionone ring; or with several Na™ and C1~ atoms. X in brackets denotes systems that were later excluded
from the training dataset.

11-cis retinal all-trans retinal
pure 1ClI~ 2ClI~ 1Na® Na®ring NaCl  pure 1ClI~ 2CI~ 1Na®™ Na' ring NaCl
Water X X X) X X) X) X X X) X)
Methanol X)) X X X X X) X X X
Ethanol X X X) X X X
DMSO X X X X X X)
Anisole X X X X) X)
Pyridine X X xX) X X) X
THF X X X X) X
Chloroform X X X X)
Isobutan X X X X) X)
Toluene X X X) X) X X X X X
Vacuum X X
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6.2 Computational Details

6.2.1.2 Proteins

Our previous studies provide the initial structures and force-field parameters for the proteins: channelrhodopsin 2 (ChR2),%!

bacteriorhodopsin (bR),231 Chrimson,?3 and animal rhodopsin.214 Protonation states of titratable amino acids were deter-

191-194

mined using the H++ web server. Crystal water molecules were retained, and the entire systems were solvated with

TIP3P water.>* Mutations were introduced into the Chrimson and bovine rhodopsin structures using PYMOL 2.5,%%7 replac-
ing S169A (Serine on position 169 was replaced with alanine) and E181Q, respectively, in both monomers. The CHARMM36
force field?3® is used, which includes parameters for an accurate description of the lipid bilayer.?3® The homodimeric protein

is embedded in a 1-palmitoyl-2-oleoylphosphatidylcholine (POPC)-bilayer.

6.2.2 Classical Equilibration

Classical equilibration was performed using the GROMACS program package (version 2020).124123

6.2.2.1 Training Data

Energy minimization was carried out using the steepest descent integrator until the maximum force fell below 1000kJ mol~! nm~

with a step size of 1 fs. Subsequently, NVT equilibration was carried out at 500 K for 10 ns with a time step of 2 fs, using ve-
locity rescaling (v-rescale) for temperature coupling. The elevated temperature was chosen to enhance sampling and promote
increased molecular motion. All bonds involving hydrogen atoms were constrained using the LINCS algorithm. Throughout
the classical simulations, the retinal geometry was fixed using position restraints, due to known limitations of classical force
fields in accurately modeling the hydrogen bonding networks in retinal protein active sites.?!6240-242 For comparison, addi-
tional tests were conducted without position restraints on the retinal atoms. Only the NVT ensemble was used, as prior NPT
simulations at this temperature led to instability and box expansion during early testing.

6.2.2.2 Proteins

During classical equilibration of the rhodopsin and Chrimson proteins, the atoms of the retinal chromophore and the cova-
lently bound lysine side chain were position-restrained using a force constant of k = 1000kJmol ' nm?. For all proteins,
energy minimization was performed using the steepest descent minimum algorithm until the maximum force was below
1000 kI mol~! nm. NVT equilibration was carried out at a reference temperature of 300 K using velocity-rescale temperature
coupling and a time step of 2 fs. This was followed by NPT equilibration for 10 ns using the Parrinello-Rahman barostat at a
reference pressure of 1.013 bar. The Verlet integrator and periodic boundary conditions were applied throughout.

6.2.3 QM/MM Setup

All QM/MM simulations were performed using semi-empirical method DFTB3,%® as implemented in DFTB+,% with the

30B-f parameter set, which is an extension to the 30B parameters yielding better vibration frequencies.>

A time step of 1fs was used for both the training data systems and the protein simulations. Each system of the training set
was simulated for 2 ns, with geometries and the ESP saved every 1 ps.

The protein systems were simulated as follows: bovine rhodopsin and its mutant for 1 ns, ChR2 for 6 ns, and bR for 1 ns.
Chrimson and its mutant were simulated for 9 ns, but only the final 6 ns were used for analysis because position restraints
were gradually removed during the inital phase. Simulations of ChR2, Chrimson, and bR were carried out using the 30B
parameter set.
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6 Machine Learning of Absorption Spectra of Retinal Proteins

6.2.4 Calculation of the Excitation Energies

Geometry snapshots from the QM/MM simulations were used to calculate excitation energies @ using two semi-empirical
methods: (i) OM2/MRCI,>*?2%230 and (ii) time-dependent DFTB with a long-range corrected functional®' 63243 (LC-TD-
DFTB) using the ob2 parameter set.!?° In both cases, only the retinal chromophore was included in the QM region, for
the following reasons: (i) Neural network inputs must be fixed sizes. To ensure consistency between retinal in different
environments (solvents vs. proteins), we used the retinal structure covalently bound via a protonated Schiff base to the
lysine side chain. For structures where the protein backbone was mimicked with capping groups, a link atom was introduced
between the Cy and Cg atoms of the lysine residue. (ii) Although restricting the QM region to the chromophore may reduce

the accuracy of absolute excitation energies, due to limited treatment of dispersion and polarization effects,?!3-219:244

previous
studies have shown that relative excitation energies @ are still described reliably using this approach.?!® The surrounding
environment was included as point charges. However, we observed discrepancies arising from how point charges were
handled in the calculations, particularly due to erroneous treatment of periodic boundary conditions. The resulting impact
on the excitation energies was systematically investigated and is discussed in detail in section 6.3.1.1. After computing
spectroscopic properties, we applied a threshold on the oscillator strength f and included only those data points in the training
set for which the first excited-state transition was from Sy into S;. For the protein systems, only method (ii), LC-TD-DFTB,

was applied due to the atom number limitation of molecular mechanics (MM) atoms in the OM2/MRCI methodology.

The BLA is defined as the average difference between the lengths of single and double bonds in the conjugated polyene chain:

1 & 1 &

o Zd&' - ,,de;ldd./

|

BLA = , 6.1)

where n; and ny denote the number of single and double bonds, and d; and dy, are the lengths of the ith single bond and jth
double bond. The BLA was evaluated during the analysis of the simulations and subsequently correlated with the excitation
energies.

Additionally, we verified that the torsional angle deformations and the electrostatic potentials in the training set span at
least the range observed in the proteins. To gain insight into the conformational space, we performed principal component
analysis (PCA),%* and uniform manifold approximation and projection (UMAP),24® based on the neural network inputs:
geometries, ESPs and atom types.

136 138 245

All data was processed and visualized with python!34 using the matplotlib,'33 NumPy,'3¢ pandas,'3” seaborn,!3® sklearn,

and MDAnalysis?*”248 libraries. The NNs were set up based on Keras,?*>->° and TensorFlow.?!

6.2.5 Neural Network Training and Spectral Prediction in Retinal Proteins

To predict excitation energies @ and oscillator strengths f from retinal chromophore configurations, a neural network was
trained using structural and electronic input features, consisting of atomic geometries, the atom types, and the ESPs obtained
from QM/MM simulations. The targets for training are either (i) excitation energies ® and oscillator strengths f computed at
the OM2/MRCI level, or (ii) the difference between OM2/MRCI and LC-TD-DFTB excitation energies A® = @Wom2 — ODFTB
and oscillator strengths Af = fom2 — fprrs for the A-machine learning approach.

Ten percent of the training data was set aside for testing. Of the remaining 90%, 10% were used for validation during the
hyperparameter search, and the network was trained on the remaining data using the mean squared error as the loss function.
A leaky softplus activation function was used in the hidden layers, with an alpha parameter of 0.03, while the output layer
used a linear activation function. The best model was selected after training for up to 2000 epochs, with early stopping based
on a validation loss plateau of 250 epochs (see Table 6.2 for details).

86



6.2 Computational Details

Table 6.2: Neural network configuration with hyperparameter ranges for optimization.

Parameter Values
Training data percentage 90%
Loss function Mean squared error (MSE)
Activation function (hidden) Leaky Softplus
Alpha (Leaky Softplus) 0.03
Activation function (output) Linear
Maximum epochs 2000
Early stopping patience 250
Neurons per layer 20 to 100 (step S)
Number of layers 2to 8 (step 1)
Regularization L2
Learning rate 1x1073,5%x 1074, 1 x 1074
Epochs per trial 20
Reduction factor 2

The initial neural network trained both excitation energies  and oscillator strengths f simultaneously. However, this ap-
proach resulted in poor performance. Consequently, the model architecture was adapted to predict excitation energies @ and
oscillator strengths f independently, which led to a significant improvement in prediction accuracy.

Given the heterogeneity of the training dataset, ranging from variation in solvent environments and ion configurations; the
predictive performance was evaluated separately for each system. Training data systems that consistently exhibited poor
performance were excluded from the final training set to enhance overall model reliability and generalizability.

The trained neural networks were subsequently applied to the protein systems. Specifically, inverse interatomic distances and
ESPs obtained from the QM/MM simulations of the proteins served as input features. Using these inputs, the neural networks
were rerun to predict the corresponding excitation energies @ and oscillator strengths f. These predictions were then used to
construct absorption spectra for each protein system.
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6 Machine Learning of Absorption Spectra of Retinal Proteins

6.3 Results and Discussion

6.3.1 Training Data Generation

The two retinal isomers were simulated in various solvents, each with different nearby ion configurations. An overview of
all systems included in the dataset is provided in Table 6.1. Two capping strategies were tested: one including only the
lysine side chain, and another incorporating NHE and ACE groups to mimic the protein backbone. Both approaches resulted
in comparable system stability and similar trends in excitation energies ®.20%2%° For simplicity, and to avoid the need for
linker atoms in the training data, only the lysine side chain-capped systems were retained for further analysis. In the protein
QM/MM setup, linker atoms are still used as required.

As described in section 6.2.2.1, classical MD simulations without position restraints on the retinal atoms were performed
for comparison. In these unrestrained simulations, the retinal chromophore exhibited structural deformation. Subsequent
excitation energy analysis revealed an overestimation of the BLA, which consistently yielded a value of 0.11 A across all
systems in the dataset.?9>29 This result highlights the limitation of classical force fields in accurately modeling the retinal
chromophore.?16:236:240-242 T preserve the structural integrity of retinal and allow the surrounding environment to equilibrate
realistically, position restraints on the retinal atoms during classical equilibration are therefore essential.

Following the QM/MM simulations, some Na™t-containing systems with the ion located near RSBH™ were excluded from
the training set. Visual inspection revealed structural distortions, particularly in nonpolar solvents, caused by the strong, un-
shielded electrostatic influence of the nearby ion on the retinal. Such distortion is unexpected during ground-state simulations
and, in some cases, even resulted in negative BLA values, indicating an inversion of the single and double bond character
along the polyene chain. Similar distortions were observed in several Na™Cl~-containing systems, which were also excluded
from the training dataset. Again, that was mostly the case in nonpolar solvents. One possible explanation is the extensive
use of position restraints to fix the ion configuration, which may interfere with the natural flexibility of the chromophore
and contribute to these deformations. As these distorted structures were not included in the training of the NNs from the
beginning, they are also omitted from Table 6.1.

6.3.1.1 Incorrect Treatment of PBC Conditions in Excited-state Calculations

Snapshots from the QM/MM MD simulations were used as input geometries for subsequent excited-state calculations using
two semi-empirical methods: (i) OM2/MRCI and (ii) LC-TD-DFTB. In both cases, the QM region included only the retinal
chromophore, while the surrounding MM atoms were either treated as point charges or used to compute the electrostatic
potential (ESP) at each QM atom. Both approaches are expected to yield equivalent results.

During the excitation energy calculations using method (ii), LC-TD-DFTB, discrepancies were observed due to incorrect
treatment of the periodic boundary conditions (PBC). Fig. 6.3(a) illustrates this issue by comparing 20 representative data
points from the dataset simulated in pure toluene. Five different approaches were used to calculate the excitation energies:

(a) MM atoms coordinates extracted using MDAnalysis with periodic boundary conditions (PBC) corrections applied
(b) MM atoms coordinates extracted using MDAnalysis without applying PBC corrections

(c) ESP calculated with MDAnalysis considering PBC

(d) MM atoms coordinates obtained on-the-fly during the QM/MM simulation

(e) ESP obtained on-the-fly during the QM/MM simulation

If the excitation energies @ are computed with proper consideration of PBC (method (a), x-axis and (c), orange dots), or the
ESP extracted on-the-fly during the QM/MM MD simulation (method (e), purple dots), the results are consistent, with a mean
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Figure 6.3: Importance of PBC treatment of the MM atoms. (a) Influence on calculated excitation energies @ depending on PBC treatment in various
methods compared to method (a), in which PBC corrections are applied using MDAnalysis. 11-cis retinal in toluene (b) with and (c) without
treatment of the PBC. The latter reveals broken molecules at the border of the simulation box.

average error (MAE) of less than 0.01 eV. In contrast, excitation energies @ obtained from the point charge file generated on-
the-fly (method (iv), cyan crosses) show significant deviation and align closely with those computed without PBC corrections
(method (b), blue crosses). This confirms that methods (b) and (d) introduce artifacts due to improper treatment of PBC and
should not be used for excitation energies @ calculations.

Figs. 6.3(b) and 6.3(c) illustrate the structural differences arising from neglecting PBC: without correction, the molecules are
broken at the box boundaries, leading to inaccurate electrostatics.

Consequently, all subsequent calculations used PBC-consistent approaches: for (i) OM2/MRCI, point charges were extracted
using MDAnalysis with PBC (method (a)); for (i) LC-TD-DFTB, the ESP was calculated with MDAnalysis considering PBC
(method (c)).

6.3.1.2 Training Data Analysis

Trends of the excitation energies o for the training datasets

Figs. 6.4(a) and 6.4(b) illustrate the relationship between the mean excitation energies ®pean and mean BLA for all-trans and
11-cis retinal, respectively. In both cases, a clear linear correlation is observed, consistent with earlier findings in Ref.[21],
and experimental results linking C=C stretching frequencies to absorption maxima.?>> Among the pure solvents (®), lower
polarity environments such as toluene result in lower @ and reduce BLA, whereas more polar solvents like water and alcohols

lead to higher excitation energies @ and increased BLA.

The ions near the RSBH™ strongly influence the spectral shift, as expected due to the RSBH™ ’s high electrostatic sensitivity
to its environment.!>?% Negative C1~ ions (©) cause a blue shift (higher excitation energies), especially when two negative
counterions are nearby ((®)), resembling the situation in ChR2, which absorbs high-energy blue light.>'® Conversely, a positive
Na™ ion near the RSBH™' () induces a red shift, even surpassing that of 11-cis retinal in vacuum, as observed in chloroform.
This ionic effect is notably stronger in nonpolar solvents due to the lack of shielding by the solvent. When Na™ is positioned
near the 3-ionone ring (®)), excitation energies ® increase, consistent with the charged and polar residues surrounding the
polyene chain and this region in bacteriorhodopsin (bR) and Chrimson that collectively contribute to red-shifted absorption.2%
Systems containing both Na™ and CI~ ions show a slight increase in excitation energies, but the effect is minor, likely because
ion pairing leads to mutual shielding, reducing their individual influence on the RSBH™.

All observed trends are consistent between the two isomers. Interestingly, the all-trans isomer tends to exhibit slightly higher
excitation energies @ compared to 11-cis retinal.
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6 Machine Learning of Absorption Spectra of Retinal Proteins
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Figure 6.4: Linear relation between the calculated excitation energies @ and BLA for training datasets containing (a) all-trans and (b) 11-cis retinal.

Fig. 6.5 shows the distribution of target values used to train the neural networks. For the OM2/MRCI-based model, excitation
energies @ span from 1.7 to 4.0 eV, with a standard deviation ¢ 0of 0.41 eV. In the case of the A-machine model, which predicts
the difference between OM2/MRCI and LC-TD-DFTB values, target values range from approximately -0.35 to 0.5eV. This
indicates that LC-TD-DFTB sometimes over- and sometimes underestimates the OM2/MRCI excitation energies. As such,
applying a simple constant correction is insufficient, justifying the use of a machine learning-based correction approach as
pursued here. Nonetheless, is is noteworthy that in most cases Agg > 0, with o = 0.16¢eV, suggesting that LC-TD-DFTB
generally underestimates the excitation energy.

Wmean =2.72+0.41 eV, 1.2 fmean =134£036 2.5 Awmean =0.15+0.16eV, Dfmean = 0.06 + 0.12
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Figure 6.5: Histograms of the respective target values, @ and f, for the training data. (a) OM2 values, and (b) differences between methods (i) OM2 and (ii)
LC-TD-DFTB. Average and standard deviation depicted in each figure.
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6.3 Results and Discussion

Conformational Space of the training dataset and the retinal proteins

The conformational space spanned by the training data was compared to that of the retinal proteins using UMAP and PCA,
as shown in Fig. 6.6. The input features are the distances in this case. This analysis included all training datasets and the four
proteins, along with their respective mutants.
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Figure 6.6: Data analysis with UMAP and PCA. Phase space covered by all-trans retinal proteins marked with cyan circles, 11-cis rhodopsin protein, and
mutant in green circles. The training data spans over a much larger conformational space than the proteins in both methods.

In both analyses, the training data spans a significantly broader conformational space than the combined protein data. Fur-
thermore, the regions corresponding to proteins with all-trans retinal are generally well separated from those with 11-cis
retinal. In most cases, protein data points are embedded within the distribution of the training data, indicating good coverage.
An exception is observed for ChR2 in the UMAP representation, where its points appear outside the phase space covered
by the training data set. However, this should not be overinterpreted, as the UMAP axes are arbitrarily defined. For PCA,
the axes are linear combinations of the original variables, but their physically interpretation remains difficult. Thus, these
dimensionality-reduction techniques provide only a qualitative view of the sampled conformational space. A more detailed,
feature-level analysis is needed to definitely assess how well the training data represents the proteins.

Torsion angle analysis

Several dihedral angles define the conformation of the retinal chromophore. Fig. 6.7(a) illustrates the distribution of the
dihedral angle describing the rotation of the 3-ionone ring. The training data (gray histogram) spans the full rotation range,
with prominent peaks near +180° and +45°, and overlaps more than adequately with the conformational space sampled in
the proteins. In the proteins containing all-trans retinal, this torsion angle is found at +-180°, while in the rhodopsins with
11-cis retinal, values cluster around —35°. This reflects known structural differences: in bovine rhodopsin, the polyene chain
and [3-ionone ring are not planar due to steric hindrance, disrupting conjugation and confining the m-electron system to the
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Figure 6.7: Scan of two torsion angles in the retinal chromophore. (a) Torsion angle at C¢-C7 bond. (b) Torsion angle at C;;=C1, double bond. The training
data spans the full rotation or a much broader range of the torsion angles, while the proteins are fixed in their respective conformation.
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6 Machine Learning of Absorption Spectra of Retinal Proteins

chain. In contrast, microbial rhodopsins accommodate a more planar geometry, allowing the n-system to extend from the
polyene chain into the 3-ionone ring.!?

The two retinal isomers (11-cis and all-trans) present in the training dataset can be clearly distinguished based on the tor-
sion angle around the isomerization-relevant double bond, as shown in Fig. 6.7(b). Angles near 0° correspond to the cis-
conformation, whereas values around +180° indicate a trans-conformation. The training data is evenly distributed between
both isomers. No full rotation is observed here, which is expected due to the high energetic barrier for isomerization. Upon
light absorption, retinal is promoted to the first excited state (S;), initiating a sequence of events: first, a change in the bond
length alternation (BLA) along the polyene chain occurs, followed by isomerization around the C;;=C;; double bond in
animal rhodopsin or the C;3=C4 double bond in bacterial rhodopsins, and finally relaxation back to the ground state through
the conical intersection.!® Since all training data were generated from ground-state simulations, no isomerization is sampled.
In line with expectations, proteins containing all-trans retinal cluster around +180°, while bovine rhodopsin structures are
centered near —20°.

ESP analysis

The electrostatic potential (ESP), calculated on-the-fly during the QM/MM MD simulations, was used as an input feature
to the neural network. It implicitly captures the electrostatic influence on each QM atom. Fig. 6.8 shows the ESP values
exemplarily for atoms involved in torsional motion, such as C7/Cg (rotation around the B-ionone ring), C11/Ci2 and C3/C4
(isomerization in animal and microbial rhodopsins, respectively). Additionally, ESP values are shown for the protonated
Schiff base nitrogen (N) and hydrogen (Hjo), given their functional importance.

Importantly, the training data spans the full range of ESP values observed in the proteins, indicating good coverage. Carbon
atoms tend to exhibit slightly lower ESP values (ranging from approximately -5 to 5eV), whereas nitrogen and hydrogen
atoms predominantly show positive ESP values. Among the proteins, rthodopsins consistently show a shift towards higher
ESP values. In contrast, Chrimson, its mutant, and bacteriorhodopsin (bR) cluster closely together. Interestingly, ChR2 shows
either intermediate ESP values, falling between the two retinal isomers, or values even lower of those of the other all-trans

proteins.
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Figure 6.8: Electrostatic potential (ESP) of selected atoms in the retinal. The training data spans a much broader range of ESP values than the proteins.
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6.3.2 Neural Networks

The training data described above, comprising quantum mechanical (QM) atom types, geometries, and the ESPs, served as
input features for training two types of neural networks. The first model directly predicts excitation energies ® and oscillator
strengths f at the OM2/MRCI level of theory. The second model, a A-machine learning approach, is trained to predict the
difference between the OM2/MRCI and LC-TD-DFTB results. To ensure consistency and reliability of the target values, only
transitions corresponding to the first excited state (So — S;) were considered, and a maximum threshold (f < 4) was applied
to the oscillator strength to exclude nonphysical transitions.

6.3.2.1 Gradual Improvement of the Networks

Table 6.3 summarizes the performance metrics of the trained neural networks. The initial models (Networks 1) were designed
to predict both target properties, @ and f, simultaneously, resulting in a combined Pearson’s R? score. The OM2 network
performed reasonably well, achieving an R? of 0.88. In contrast, the A-machine learning model showed considerably lower
performance, with an R2 of 0.66. The mean absolute error (MAE) amounted to more than 20 % of the corresponding standard
deviation o for both w and f. Notably, for f predictions using the A-machine, the MAE reached half the value of the o,
indicating limited predictive accuracy.

Table 6.3: Scores of all models, reported as Pearson’s R?, the MAE, and the spectroscopic property relative to the target standard deviation. Network 1 is
trained on all data to simultaneously predict both spectroscopic properties. Networks 2 and 3 treat @ and f separately, with Network 3 further
excluding the least reliable training sets.

w/eV f
R?2 MAE %of o R?Z MAE %of o
OM2 network 0.88 0.09 21.2 0.88 0.09 25
Networks 1
A machine 0.66 0.05 294 0.66 0.06 50
OM2 network 090 0.08 18.8 095 0.06 16.7
Networks 2
A machine 0.86 0.04 244 0.75 0.04 333
OM2 network 093 0.07 16.8 0.95 0.06 16.7
Networks 3
A machine 0.90 0.03 20.6 0.78 0.04 333

Due to the poor performance of the initial A-machine, particularly in predicting oscillator strength, the network architecture
was revised to allow separate training of the two target properties (Networks 2). This modification led to a significant
improvement in the prediction of @ by the A-machine, with the R? increasing to 0.86. The performance of the OM2 network
also improved slightly, most notably in predicting the oscillator strength f, achieving an R? of 0.95.

Due to the heterogeneity of the training dataset, we evaluated the performance of each subset individually by rerunning the
OM2 neural network and assessing its prediction accuracy. Fig. 6.9 gives an overview of the R? values of the prediction of ®
with the OM2 Network 2. Datasets with poor performance (R> < 0.8, red dotted line) were excluded from further training.

As previously observed during the visual inspection of the training datasets, systems containing Na™ and Na™Cl~ ions
usually showed the poorest performance. By iteratively retraining and evaluating the performance of the NNs, systems with a
performance of R?> < 0.85 were excluded. This was stopped, when excluding additional datasets did not results in improved
overall performance. In Network 3, the system performing worst yielded a R? value of 0.78. Systems excluded from the
training dataset are indicated in brackets in Table. 6.1.

The performance of Networks 3 is presented in Fig. 6.10. Both networks demonstrate further improvement in predicting
excitation energies. For the OM2 network, the MAE is reduced to 17% of ¢, comparable to values reported in a recent study
on carotenoid solvatochromism.??® While the A-machine’s prediction of f remains limited (33.3% of the ©), its excitation
energy prediction shows significant enhancement.
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Figure 6.9: R? values for OM2 Network 2 predictions of . All systems with values R> < 0.85 (red dotted line) were excluded from further training.
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Figure 6.10: Performance of Networks 3, after excluding training data with worst performance. Scatter plots with reference vs. prediction for (a) excitation
energies @ of the OM2 network, (b) oscillator strengths f of the OM2 network, (c) @ of the A-machine, and (d) f of the A-machine. Prediction

accuracy is enhanced significantly.

6.3.2.2 Prediction of Spectroscopic Properties of Retinal Proteins

The primary goal of our study was to predict @ and f of retinal proteins to compute absorption spectra at the OM2/MRCI

level of theory. While OM2/MRCI is more computationally demanding than LC-TD-DFTB, it provides more reliable

Ire-

sults, particularly when comparing to more extensive density functional theory (DFT) methods using the hybrid ©B97XD

functional. Although wavefunction-based methods like SORCI®® outperform these approaches in accuracy, their high com-

putational cost makes them unsuitable for retinal proteins such as ChR2 and Chrimson, which require extensive sampling of

their flexible active sites to converge absorption maxima.>!-236

OM2/MRCI also imposes limits on the total number of MM atoms, preventing full calculations of large proteins such

Chrimson and rhodopsin. For example, tests excluding the POPC membrane in ChR2, bR, and Chrimson resulted in

overestimation of the opsin shift between the retinal in vacuum and in protein.?3

as
an

In contrast, neural networks offer a significant advantage in speed and scalability: after the initial preparation of the training

data, no further expensive excited-state calculations are needed. Moreover, by using ESPs as input instead of explicit MM

point charges, the networks eliminate restrictions on system size, enabling accurate predictions for large protein environme
without sacrificing computational efficiency.

Fig. 6.11 shows the absorption spectra computed from the w and f predicted by the neural networks, while Table 6.4 prese

nts

nts

the retinal-protein shifts for context. Both networks qualitatively reproduce the expected ordering of retinal protein ab-

sorption: ChR2 exhibits a pronounced blue shift (i.e., higher-energy absorption), whereas bR, Chrimson, and its red-shifted

mutant absorb at lower energies. The spectral shifts A* are reported relative to bR, a common practice to mitigate systematic

errors arising from the methodology.?!23¢ While the Chrimson shifts relative to bR align well with experimental values, the

shifts between the rhodopsin proteins and bR are significantly underestimated, particularly by the A-machine. The ChR2 shift

is also underestimated, though less so than in the rhodopsin cases.
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6.3 Results and Discussion

Table 6.4: Predicted values for the retinal proteins. Reruns performed with Networks 3. Relative shift A* to bR is given for comparison purposes. Experi-
mental literature values for retinal in gas phase are reported between 610 to 620 nm, approximately 2.00 eV 253254

Protein Ex. Abs. Max. Predicted Energies
OM2 Network  A-machine
nm eV A"ineV eV A*ineV eV A"ineV
Chrimsongjg9a 608 2.04 -0.14 256 -0.14 257 -0.13
Chrimson 590 2.10 -0.08 266 -0.04 268 -0.02
bR 570 2.18 - 2.70 - 2.70 -

Rhodopsingigig 508 2.44 026 277 007 271 0.01
Rhodopsin 500 2.48 030 2.82 0.12 275 0.05

ChR2 470 2.62 044 301 031 3.09 039
*Shift between respective protein and bR as reference.
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Figure 6.11: Prediction of spectroscopic properties @ and f yields absorption spectra of several retinal proteins. Rerun of the (a) OM2 network and (b)
A-machine. Comparison to experimental values shows qualitative reproduction of the color-shifts in both networks.

We conclude that, as proof of principle, our approach performs well and enables the correct ranking of retinal proteins

according to their color-shifting abilities. However, the performance of the A-machine remains limited, and the overall
methodology is constrained by the accuracy of the underlying method used to generate the target values.
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6.4 Conclusions

A large and diverse set of training data was generated to provide both input features and target values for neural network
training aimed at predicting spectroscopic properties. Evaluation of this data confirmed broad coverage of conformation
space, including relevant torsion angles and electrostatic potentials, effectively spanning the phase space occupied by the
retinal proteins under investigation. Consequently, the neural networks operate within the bounds of the training data, avoiding
extrapolation, a process known to impair predictive reliability.

Assessment of the target values, particularly excitation energies, confirmed consistency with experimental trends, supporting
the reliability of the underlying QM methods. Color tuning in retinal proteins, i.e., the broad coverage of absorption across
the visible spectrum, arises from electrostatic and dispersion interactions in the protein binding pockets as well as counterion
configurations. These effects were successfully mimicked by simulating retinal in different solvents and ion arrangements,
yielding the expected behaviors: excitation energies correlate linearly with the bond length alternation; nearby negative
charges induce hypsochromic (blue) shifts, especially in nonpolar solvents, while positive charges cause bathochromic (red)
shifts, though sometimes accompanied by retinal deformation. We are encouraged to find that the intricate chromophore-
protein electrostatic interplay can be effectively reproduced by solvent and ion configurations, achieving broad absorption

while greatly simplifying the simulation setup compared to full protein systems.'®-21:216

The performance of the neural networks was enhanced by modifying the architecture to learn excitation energies @ and
oscillator strengths f separately, and by excluding training datasets that exhibited comparatively poor predictive performance.
Training @ and f independently enabled the networks to better capture the distinct underlying patterns and complexities
associated with each target, leading to improved prediction accuracy.

As outlined above, we successfully demonstrate the proof of concept for our machine learning-based approach, as it qual-
itatively ranks a diverse set of retinal proteins according to their color-shifting properties. However, limitations remain,
particularly in the performance of the A-machine networks. Specifically, the opsin shift between retinal in vacuum and within
proteins tends to be overestimated. In contrast, the relative shifts with reference to bR are underestimated in the case of bovine
rhodopsin and ChR2. Despite these challenges, our approach shows strong potential. The NNs are trained on the smaller
training data systems (around 12.000 atoms, roughly one fifth of the size of the retinal proteins tested in this work), where
resource-intensive excited-state calculations are feasible. Crucially, we avoid the technical bottleneck of the OM2 method,
which imposes an upper limit on the number of MM point charges. By using ESPs as input features instead, this limitation is
removed, enabling the trained model to be applied to much larger protein environments.

Further developments could explore whether absorption spectra derived from spectral density analyses provide improved
results. Additionally, performing OM2/MRCI calculations on proteins small enough to fit within the method’s size restraint,
such as ChR2 and bR, would allow for a direct quantitative evaluation of neural network performance. Based on these
outcomes, it may be worth considering a switch from OM2/MRCI to more accurate theoretical methods, such as DFT using
the ®B97X functional or even wavefunction-based approaches like SORCI. However, this would significantly increase the
computational cost required to generate the training data.

Altogether, this framework paves the way for efficient, machine learning-based exploration of spectroscopic properties in
retinal-containing photoreactive enzymes.
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7 Active Site Structure of Chrimson

Chapter 7 is reproduced from Ref. [236] with permission from the PCCP Owner Societies:

» Spies, Katharina; Bold, Beatrix; and Elstner, Marcus; Complex Active Site Structures influence Absorption Spectrum
of Chrimson Wild Type and Mutants., Phys. Chem. Chem. Phys. 27. 2025. pp. 15544-15556.

Author Contributions:

Beatrix Bold set up the Chrimson wild type (wt) structure and models I-III, and performed classical equilibration and simula-
tions, as well as QM/MM optimizations. Katharina Spies prepared the mutant structures and the remaining wt models IV-VIII,
conducted the QM/MM simulations, performed excitation energy calculations, and carried out structural analysis during her
masters thesis.?>> The preparation of the manuscript for publication was carried out by Katharina Spies and required addi-
tional simulations of the counterion mutants, and especially further excited state calculations of all models. Furthermore,
analysis that incorporated hydrogen bonding, torsion angles, and the correlation of excitation energies with structural motifs
in the active site was conducted. Katharina Spies and Marcus Elstner made equal contributions to the writing of the text.

7.1 Introduction

Rhodopsins are light-sensitive proteins that enable organisms to detect and respond to light. Among them, microbial
rhodopsins include channelrhodopsins (ChRs), which are light-gated ion channels that conduct ions across cell membranes
upon activation. ChRs are central to optogenetics, where they are used to modulate neuronal activity with high temporal and

spatial precision by controlling membrane potential using light.2%-236-257

Channelrhodopsin 1 and 2 (ChR1, ChR2) from Chlamydomonas reinhardtii are activated by blue light.>%23° For optogenetic
applications, however, red-light-activated ChRs are preferred due to deeper tissue penetration.??” Chrimson, a red-shifted
ChR with an absorption maximum at 590 nm, was identified in the algae Chlamydomonas noctigama.

Although far red absorbing rhodopsins such as neorhodopsin (NeoR)?!! and bestrhodopsin (BestR)?!? have recently been
discovered, Chrimson still remains the most red-shifted cationic ChR in nature. Therapeutic applications of Chrimson include

10-13

the restoration of sight’~® and hearing, or the treatment of neural disorders.!*!> Important features of Chrimson are a

high proton selectivity and rapid pH-dependent photocurrent kinetics.2°

Like other ChRs,!® Chrimson features seven transmembrane (TM) a-helices with the N-terminus facing outward and the
C-terminus facing inward. Its overall structure resembles C1C2, a chimera of ChRI1 (helices 1-5) and channelrhodopsin 2
(ChR2) (helices 6-7). While Chrimson shares a similar ion gate architecture with other ChRs, its retinal binding pocket
contains amino acids resembling those in bacteriorhodopsin (bR), absent in blue-absorbing ChRs. Substituting these residues
with those from C1C2 induces a blue shift in absorption.?%® Similar effects are observed in bR and sensory rhodopsin IT
(SRII),?1-261 where specific residues modulate the polarity distribution around the B-ionone ring, influencing the color tuning.

In Chrimson, several glutamic acid residues form key components of the ion pore (see Fig. 7.1): E124 and E125 at the inner
gate, E132 and E300 at the central gate, and E139 and E143 at the outer gate. The active site is located at the center of each
monomer and includes retinal, covalently bound to TM7 via a lysine residue (K299), along with two counterions, E165 and
D295. The protonated retinal Schiff base (RSBH™) and its immediate environment, particularly the counterions and nearby
water molecules, are critical factors for the opsin shift.??® This has been well established in various rhodopsins!®?!2 and
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7 Active Site Structure of Chrimson

recently reaffirmed in the near-infrared absorbing rhodopsins NeoR?!1-262 and BestR,%!? both of which feature a counterion
triad. In NeoR, a single negative charge near the RSBH™ (one counterion is deprotonated) appears to cause the narrow, red-
shifted absorption.?'! Similarly, BestR’s red-shifted absorption maximum at 661 nm is attributed to two protonated counteri-
ons, leaving one effective negative charge near the chromophore.?!” A key contributor to Chrimson’s red-shifted absorption
is the unique protonation state of the counterions; unlike other ChRs, one remains protonated. Experimental evidence points

209,260,261

to E165 as the protonated counterion, with its close proximity to D295 enabling strong hydrogen bonding. Chrim-

son’s absorption spectrum is pH dependent, as in ChR1;2%3 titration experiments show that deprotonation of both counterions

induces a hypsochromic (blue) shift.?0

Combined hybrid quantum mechanics/molecular mechanics (QM/MM) methods have been widely used to gain detailed in-
sights into the structure and function of photoreactive proteins, effectively complementing experimental observations. The
status quo of these methods as well as current challenges have recently been reviewed, providing a comprehensive picture of
the capabilities of these approaches.?? In this study, we apply QM/MM methods to investigate key structural features of wt
Chrimson, specifically the active site structure and the gates, as well as several mutants in these regions. For a considerable
number of photoreactive proteins, the standard procedure involves initial equilibration of the overall system using molecular
mechanics (MM) force fields, followed by a QM/MM geometry optimization with focus on the active site structure. This op-
timized structure can then serve as the basis for computing spectroscopic properties or initiating simulations of chromophore
excited-state dynamics. While the active sites of these proteins are not static, they often exhibit stable ground state confor-
mations, where thermal fluctuations average out to structures that closely resemble the QM/MM-optimized geometry. This
behavior is observed, for example, in bR and proteorhodopsin (ppR), where the distances between active site residues result
from such a unique global energy minimum.

2 216

The active site structure of ChRs, as previously discussed for ChR2,~'® appears to challenge such a procedure. In the case

of Chrimson, we encounter several modeling challenges that are addressed in this study. The key structural features involve
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Figure 7.1: Structural model of the Chrimson dimer consisting of two homomonomers with seven transmembrane o-helices each and retinal in the active
site; zoom on molecules in the active site (red box); and the inner (purple box), middle (green box), and outer gates (yellow box) with the
position of the protonatable glutamates.
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7.1 Introduction

extended, hydrogen-bonded networks that exhibit considerable flexibility and support multiple hydrogen bonding patterns.
As a result: (i) the protonation states are difficult to determine, (ii) an equilibration of the overall system with MM force
fields may lead to unfavorable starting structures of the QM/MM methods,?!¢ (iii) extensive QM/MM simulations on the
ns-timescale are required to capture relevant dynamics and structural heterogeneity. However, such simulations are computa-
tionally prohibitive for density functional theory (DFT) or ab initio methods, particularly when very large quantum mechani-
cal (QM) regions are involved. Additionally, the retinal chromophore itself presents a significant challenge for excited states

methods.231:244

In a first step, to address the uncertainty in protonation states and hydrogen bonding patterns, we constructed several structural
models and investigated their stability. These models were further evaluated by computing absorption spectra, also including
important mutants. Our results reveal a highly flexible active site that exhibits multiple hydrogen bonding patterns, with their
relative occurrence varying depending on the protonation states and specific mutations. This structural flexibility, which is

21,216,217

characteristic for ChRs, is identified as a central factor contributing to the unique red shift absorption in Chrimson.
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7 Active Site Structure of Chrimson

7.2 Computational Details

7.2.1 Chrimson Models and System Optimization

The Chrimson models used in this study are based on the X-ray structure of wt-Chrimson (PDB ID: 5ZIH). Missing residues
not visible in the crystal structure were added using the Swiss model.!°° The resulting monomer was used to construct the
initial structure of a Chrimson dimer. The dimer was embedded in a 1-palmitoyl-2-oleoylphosphatidylcholine (POPC) lipid
bilayer and solvated by water molecules in addition to those in the crystal structure, as shown in Fig. 7.2.

(a) (b)

Figure 7.2: Model of Chrimson: A protein dimer (purple) is inserted into a POPC lipid bilayer and surrounded by water molecules on both the cytoplasmic
and extracellular sides. The retinal chromophores (yellow) are covalently attached to K299 side chains. (a) Front view; (b) Top view, rotated by
90°.

Experimental studies??®260261 suggest that the RSBH™ counterion E165 is protonated, which is one of the main factors
responsible for the red shift. However, the protonation state of the RSBH™ counterions (E165 and D295) was modeled as
follows: (i) residue E165 protonated and D295 deprotonated and (ii) residue E165 deprotonated and D295 protonated; in
order to obtain a comprehensive theoretical study.

Further protonation states of titratable amino acids were not determined by experimental studies, so additional PropKa?64-266

and MCCE?¢7-273 analyses were performed. Protonation states of histidines were determined by comparison with ChR2. We
decided on eight models, see Table 7.1, with different protonation states of the glutamates located in the putative ion transport
pathway, based on the calculated pk, values and experimental suggestions made by comparing the absorption spectra of

several Chrimson mutants,209-261

In model I, all glutamates are deprotonated, creating a highly negatively charged putative
ion pathway. Protonation is then gradually increased. Models IV and V are based on protonation states suggested by MCCE
and PropKa, respectively. Models VI-VIII build on models III-V by additionally protonating E139, resulting in all glutamates

in the central and outer gate being protonated in model VIII.

The mutants were constructed using the same procedure as described for the WT. The respective amino acids were substituted
with the program PYMOL 2.5.237 and the rotamer with the highest probability and least structural disruption was selected.

7.2.2 System Equilibration, Optimization and Production

215-217,231,241,274,275

The simulation protocols are similar to those used in our previous publications on retinal proteins, using

classical molecular dynamics (MD) simulations for the system preparation and for the QM region DFTB3/30b.%8-?

100



7.2 Computational Details

Table 7.1: Chrimson models based on gradual protonation of glutamates in the putative ion pathway.

Protonated glutamates

Model
E143 E132 E300 E139
1 - - - -
I X - - -
111 X X - -
ve - X X -
Vb X X -
VI - X X
VII X X - X
VIII X X X

asuggested by MCCE; suggested by PropKa

7.2.2.1 Classical Equilibration

Classical MD simulations are unable to describe the complex hydrogen bonding network in the active site of retinal
proteins.?!%240-242 Tn order to generate starting structures for the QM/MM simulations, we performed different classical
equilibration protocols with position and/or distance restraints.The equilibration protocols also differ depending on the pro-
tonation state of the counterions. All classical MD simulations were performed using the CHARMM?36 force field,>3® which
includes parameters for an accurate description of the lipid bilayer.23* The TIP3P water model** was used to describe the
solvent.

7.2.2.2 QM/MM Simulation

The QM region consists of the retinal (K299), the side chains E165, D295 and F135, and water molecules (hereafter referred
to as SQM) in close proximity to the active site. Criteria for the selected molecules in the QM region were derived from former

216,231

studies on retinal proteins, in which the amino acids in the homologous positions were selected. The selection is based

on the main residues constituting the active site and this large QM region is necessary to obtain converged structures.?!>-216:241
Additionally, their properties played a major role, such as the electrostatic influence of the counterions E165 and D295 or
the shielding from bulk water of F135.2% The oxygen atoms of the QM water molecules were restrained with a force of
500 kJmol ' nm~" to keep them close to the active site and prevent the exchange of QM and MM water molecules. QM/MM
structure optimizations, based on the classically equilibrated NPT structures, provided only a partial view of the Chrimson

active site, highlighting the need for QM/MM MD simulations to achieve a more comprehensive analysis.

The QM region is the same as that used for the QM/MM optimization. Different simulation protocols were also used de-
pending on the model and distance restraints that were introduced in the classical equilibration were gradually removed to
obtain smooth and well equilibrated QM/MM MD production runs. All models were simulated for a minimum of 1 ns. A
more detailed analysis was performed for wt-Chrimson models IV and V, for which simulations with E165 protonated in the
initial structure were run three times with the same starting structure and different velocities for a total simulation time of 6 ns.
Residue S169 was additionally included in the QM region because it strongly influences the polarity and hydrogen bonding
patterns in the active site. All Chrimson mutants were simulated with the protonation states of model V, and otherwise the
simulations were performed as described above.

For comparison purposes, QM/MM simulations were performed for ChR2?!7 and bR?>7# with the initial structures and force
field parameters taken from our previous studies. Simulation parameters are identical to the Chrimson models. All QM/MM
optimizations and simulations were performed using the DFTB3/30b parameter set>®>° for the QM region, as implemented in
the GROMACS package (version 2020).124123234276.277 The remainder of the system was modeled using the CHARMM?36238
force field. DFTB3/30b offers a favorable balance between accuracy and computational efficiency for modeling rhodopsins,
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7 Active Site Structure of Chrimson

particularly in capturing complex hydrogen-bonding networks.?!%-241:242 The accuracy of DFTB/30b is comparable to that
of full DFT calculations with medium-size basis sets.>® This is supported by: (i) its reliable performance in describing
hydrogen-bonding interactions and large water clusters as reviewed in Ref. [278] (Chap. 7.2) (ii) its accurate estimation
of proton affinities for a wide range of organic molecules, relevant for the description of relative energies of proton donor-

acceptor complexes (iii) and its ability to reproduce proton transfer barriers, %>

which are essential for evaluating reaction
kinetics. DFTB3/30b has been shown to achieve accuracy close to that of B3LYP with medium-sized basis sets across these
relevant properties, indicating its ability to resolve the relative occurrence of hydrogen bonded motifs as reported in this

manuscript, similar to those described in our earlier work.2!16-241:242

Distance restraints on the atoms in the active site were applied with the PLUMED library (version 2.5.1).47-117

7.2.2.3 Structural Analysis

The trajectories of the QM/MM MD simulations were used to perform a structural analysis. Emphasis lied on hydrogen
bonding patterns and distances in the active site and the gates of the ion conductive pathway. The analysis was performed us-
ing the visualization program VMD?7?280 and the open-source, community-developed PLUMED library,*’ version 2.5.1.117
For the hydrogen bond analysis the following criteria were used: (i) the angle between the H" donor N of RSBH™ and the
acceptor OE1/OE2 of E165 or OD1/0OD2 of D295 ("HN- - - O) is less than 30°, and (ii) the distance between N and O is less
than 3.5 A.

All data was processed and visualized with python!3* using the matplotlib,'3> NumPy,'3 pandas,'3” and seaborn!38 libraries.

7.2.3 Excitation Energies

The ground state dynamics of the Chrimson active site were described by the DFTB3/30b method within a QM/MM frame-
work. Excitation energies were calculated in a subsequent step for the respective structures. Only the retinal (residue K299)
was part of the QM region, whereas the rest of the protein was modeled by classical MM point charges. This restriction of
the QM region to the chromophore and its covalently linked lysine side chain reduces computational cost and facilitates con-
sistent comparison of the relative excitation energies across different proteins, models and mutants. While this simplification
may limit the accuracy of absolute excitation energies, due to the exclusion of nearby residues that can participate in charge
transfer, leading to blue-shifted energies, these effects are largely systematic within a given protein. Moreover, although a
more extensive QM region and explicit treatment of polarization and dispersion would improve the absolute value,>'821%-281
such corrections introduce uniform shifts that cancel out when comparing relative excitation energies. As a result, using only

the chromophore in the QM region yields realistic excitation energy trends, as shown in previous studies on rhodopsins.?'®

Excitation energies were calculated with the time-dependent generalization of density functional tight binding (DFTB) using
a long-range corrected functional (long-range corrected (LC)-time-dependent (TD)-DFTB%!-63243 with ob2 parameters'?”)
for all QM/MM MD sampled structures (6000 snapshots for each model and mutant, respectively). In the following, LC-
TD-DFTB/ob2 will be abbreviated by LC-TD-DFTB. The electronic parameters differ to those used in Ref. [231, 243]
and match the ones used in Ref. [282, 283]. The self-consistent charge (SCC) convergence criteria was set to 1 x 1078
electrons, the range separation parameter to % and the threshold of the screening method is set to 1 x 10~!®. LC-TD-DFTB
is computationally very efficient and therefore suitable for the calculation of absorption spectra, where a large number of
calculations is required.?3! For comparison purposes excitation energies of two other rhodopsin proteins were computed: bR
and ChR2. The structures used for QM/MM simulations were based on previous publications,?!”-?3! and the snapshots (1000
snapshots in the case of bR and 6000 snapshots for ChR2) used for the excited state calculations. In addition, 250 trajectory
snapshots were chosen randomly from the QM/MM simulations of each system to calculate excitation energies on the TD-
DFT level of theory using the ®B97X functional'®3 and def2-TZVP basis set.?8* These calculations were performed using

the ORCA program package version 5.0.3.285286
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7.3 Results

7.3 Resulis

7.3.1 Computational Model of Chrimson

This section introduces the computational model of Chrimson used to analyze the active site and investigate the effects of
mutations in the subsequent sections. An initial set of proposed models was thoroughly evaluated, and most were discarded
due to structural inconsistencies. As detailed in methods section 7.2.2.1, special care was taken during the preparation of
the configurations. Classical force-fields are limited in their ability to preserve the complex hydrogen-bonding networks
characteristic of retinal proteins,>'®240-242 pecessitating an equilibration protocol with gradually released distance restraints.
The retinal chromophore, E165, D295, F135, and nearby water molecules, denoted as SQM (see section 7.2.2.2) are included

in the QM region.

Protonation states of the counterions Experimental studies at different pH values (6, 7.4, and 9) indicate a pH-dependent
protonation for the counterions of the protonated Schiff base (RSBH™) and show a blue shift in the absorption spectra. The
pK. of the counterion E165 is 8, resulting in a protonated residue at physiological pH. This is identified as one of the key
factors for the red shift of Chrimson,2¢026! as a reduction of the negative charge near the RSBH™ destabilizes the ground
state, leading to absorption at higher wavelengths.!® While K93 in ChR2 is a conserved residue in channelrhodopsins that

287,288

stabilizes the deprotonated form of the counterion E123 through a salt bridge, it is replaced by F135 in Chrimson.

The hydrophobic side chain shields the active site from bulk solvent and increases the pK, of the glutamate, stabilizing its

protonated form.201.28

‘We considered two initial protonation states: i) residue E165 protonated and D295 deprotonated, and ii) residue E165 depro-
tonated and D295 protonated to investigate, which counterion is protonated. The QM/MM MD simulations resulted in the
proton to be found in close proximity to residue E165 regardless of the starting structure as shown in Fig. 7.3. To follow the
proton transfer events in both initial conditions i) and ii), Fig. 7.4 shows the distances between the counterions to the respec-
tive hydrogen atom exemplarily for Chrimson-wt model IV and V. In model ii), proton transfer occurs immediately at the
start of the QM/MM MD simulations, followed by a few back-and-forth events until approximately ~250 ps (see Fig. 7.4(b)
and 7.4(d)). After this point, E165 remains stably protonated with no further transfer. In contrast, when E165 is protonated
in the initial structure (model 1)), no proton transfer to D295 is observed (see Fig. 7.4(a) and 7.4(c)). These results support

experimental findings that E165 is the protonated counterion,20%-260.261

Protonation states of the glutamates in the putative ion pathway

As stated in methods section 7.2.1, a challenge in simulating rhodopsin proteins is the uncertainty in protonation states of
titratable amino acids. The ion-conducting pore in Chrimson is closed in the ground state by three gates, that are lined by glu-
tamates, the inner gate (E124, E125), the central gate (E132, 300) and the outer gate (E139, E143).29 In order to investigate

Figure 7.3: The residue D295 is the predominant counterion in Chrimson, while E165 is protonated in the ground state.
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Figure 7.4: Distances between the counterions to the respective hydrogen atom (HE2g 45 in Model i) and HD2p»9s in Model ii)) to identify proton transfer
events.

the protonation states of the amino acids in the putative ion pore, we consider several computational models as summarized
in the Table 7.1 in section 7.2.1. Since the glutamates E124 and E125 in the inner gate of Chrimson are homologous to E§2
and E83 in ChR2 and both of them are deprotonated in ChR2,2!® we assume these protonation states also for Chrimson.

Ref. [209] suggests an ionic interaction between E125 and R310, linking TM?2 and TM7. In the central gate of ChR2, there
is a neutral N268 and a protonated E90,21%241.287 while in Chrimson, the central gate contains glutamates E132 and E300,
whose protonation turns out to be critical for the stability of the active site (exemplarily shown with wt model V in Fig. 7.5(a)).
Our simulations show that deprotonation of E132, as in models I and II, leads to a destabilization of the active site, whereas
deprotonation of E300 impedes hydrogen bonding to A101 and therefore a connection of helices 7 and 1 (see in Fig. 7.5(b)).
These observations lead to the conclusion that both, E132 and E300, must be protonated, excluding model I to III, to obtain
a stable active site and to establish the experimentally observed linkage of helices 1 and 7.2%°

(a) Model V (b) Model I (silver), III (cyan) and VIII (orange)

Figure 7.5: Protonation of glutamates E132 and E300 is critical for active site stability. Central gate of QM/MM sampled wt-Chrimson models. Possible
hydrogen bonds are indicated by red dotted lines. (a) Stable active site and hydrogen bond between A101 and E300 connecting helices TM1 and
7 due to protonated E132 and E300 (model V). (b) Destabilization of the active site as deprotonated E132 forms a hydrogen bond with E165
(model I, silver structure). No connection of helices TM1 and 7 due to deprotonated E300 (model III, cyan structure). Protonation of both E132
and E300 gives expected results (model VIII, orange structure).

The outer gate in ChR2 is formed by deprotonated E97 and E101,2!6 also present in Chrimson: E139 and E143. A complex
network of water and hydrogen bonds connects the central gate with these residues (see Fig. 7.6(a)). A stable connection
between TM2 and TM3 is observed in all our models as E139 and Y 159 are constantly hydrogen bonded during the QM/MM
simulations. When E139 is deprotonated, a direct hydrogen bond between E139 and Q98 is formed, as proposed in the crystal
structure?® (see model V (cyan) in Fig. 7.6(b)), thereby connecting helices 1 and 2. In contrast, when E139 is protonated
(model VII: purple structure in Fig. 7.6(b)), Q98 turns sideways. This indicates that the protonation of E139 prevents hydrogen
bond formation with the amino group of Q98, effectively excluding models VI-VIII from further consideration.
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7.3 Results

Figure 7.6: Outer gate structure of Chrimson. (a) No direct interaction of E139 with the active site due to distance (black dotted line), but connection of
central and outer gate through water and hydrogen bond network (red dotted lines). (b) Outer gate of wt-Chrimson models. Deprotonated E139
forms a hydrogen bond to Q98, connecting TM 1 and 2 (model IV & V, orange & cyan). Q98 turns sidewards with protonated E139 (model VII,

purple).

While the protonation of E139 is structurally critical, the determination of the protonation state of E143 is less straightforward,
as models IV and V share similar structural motifs despite the difference in the protonation state of E143. Therefore, in the
following sections we present a more detailed analysis of models IV and V.

7.3.2 Active Site of Chrimson

The active site of Chrimson shows a particularly high flexibility, already reported for other channelrhodopsins, such as
ChR2,2'® which we will present in detail in section 7.3.2.1. In addition, the unique red light absorption of Chrimson can be
related to specific motifs in the active site, as shown in section 7.3.2.2.

7.3.2.1 Structural Motifs

In contrast to bR, where the active site features a stable water-bridged hydrogen bonding network between the RSBH* and
the two counterions D85 and D212,21:?° Chrimson exhibits a highly flexible active site, fluctuating between distinct structural
motives similar to those observed in ChR2.%!® Fig. 7.7 shows the Chrimson active site as determined by X-ray diffraction.?®

The reported interatomic distance between the oxygen atoms of the counterions is 3.3 A, while the distances from the retinal
[ | “ \
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Figure 7.7: The interatomic distance between the oxygen atoms of the counterions in the active site of the Chrimson crystal structure (PDB-ID: 5ZIH)?* is
3.3 A, while the distances of the RSBH™ to E165 and D295 are 3.0 A and 3.6 A, respectively. A water molecule (red) is in close proximity to
the counterions.
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7 Active Site Structure of Chrimson

nitrogen to the oxygen atoms of E165 and D295 are 3.0 A and 3.6 A, respectively. These values appear long, given that E165
interacts with a positively charged retinal and a negatively charged D295, where hydrogen bond lengths are typically shorter
than 3 A.2! In other retinal proteins, the distance between the RSBH™ nitrogen and the oxygen of a nearby water molecule
or counterion commonly falls below <2.9 A. For example, in bR, the hydrogen bond between retinal and a nearby water
molecule is about 2.8 A; in ppR, this distance is even shorter at 2.6 A.2! In ChR22!° the distance is approximately 2.8 A,
involving either a water molecule or the counterion E123. In the sodium pump ErNaR from Erythrobacter sp. HL-111, the
RSBH™ -counterion distance is ~2.8 A, while the distance between the two counterions is exceptionally short at just 2.2 A2
We note that the interatomic distances observed in the crystal structure appear to be unusual for retinal proteins. Notably, a
water molecule positioned near the counterions in the crystal structure can enter the active site and dynamically rearrange the
counterion-retinal complex.

Our simulations reveal two dominant structural motifs in the active site: either the counterion oxygen atoms of E165 and
D295 are within a distance of < 3.0 A to each other (Fig. 7.8(a), conformation C1), forming a hydrogen bond; or they are
separated by > 4.0 A bridged by a hydrogen-bonded water molecule (Fig. 7.8(b), conformation C2). The average distance
between those atoms is 2.8 A in conformation C1 and 4.2 A in conformation C2. The 3.3 A bond length observed in the
crystal structure may reflect an average of these two conformations, particularly if they are similar populated. In model IV,
Cl1 is slightly more populated, while in model IV both conformations occur at approximately equal frequency (see Table 7.2).
In conformation C1, the proton is not shared between the two counterions: the hydrogen consistently remains closer to E165,
and no proton transfer is observed along the trajectory (see Fig. 7.4(a) and 7.4(c)).

Table 7.2: Percentages of the different structural motifs in the active site of Chrimson wt models and mutants

wtyy wty S169A S169D
Cl 584 491 614 6.1
C2 416 509 386 939

3 Af)/ E165 N \\

SQM .

(@) C1 (b) C2

Figure 7.8: Two structural motifs in the active site structure are observed along the QM/MM simulations: The counterions are (a) in close proximity and
permanently hydrogen-bonded (C1), or (b) a water molecule (SQM) is located between them with hydrogen bonds to both (C2).

E165 side-chain conformation

The orientation of the E165 side chain varies along the trajectory, depending on the torsion angle (Cg-C,) (Fig. 7.9), and
corresponds to the structural motifs observed in the QM/MM MD simulations. It alternates between a lateral conformation
(C1), with a dihedral angle of -120° to -180°, forming a strong hydrogen bond with D295 and a vertical conformation (C2),
with a dihedral angle of -80° to -110°, where a hydrogen-bonded water molecule (SQM) bridges the counterions. In both
cases, the backbones of E165 and S169 remain hydrogen-bonded. However, an additional hydrogen bond between their side
chains stabilizes the vertical orientation of E165, favoring conformation C2.
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7.3 Results

Figure 7.9: The orientation of the E165 side chain changes according to the structural motif (pink: conformation C1; cyan: conformation C2). The black
arrow indicates the torsional motion of the E165 side chain from one conformation to the other. Hydrogen bonds are indicated by dotted lines.

RSBH™" hydrogen-bonding patterns

Extensive MD simulations of the ChR2 ground state reveal a highly dynamic active site that samples three main hydro-
gen bonding patterns: the RSBH™ forms hydrogen bonds with either counterion (E123 and D253) or with a nearby water
molecule.?'%217.288 Thjs increased flexibility, compared to bR, is partly due to the substitution of aspartate (D85) with gluta-
mate, whose longer side chain allows greater mobility. A similar dynamic is observed in Chrimson, characterized by water
influx and efflux and multiple conformations as described above. Our extended analysis of hydrogen bonding patterns (see
Table 7.3) confirms this similarity: hydrogen bonding between the RSBH™ occurs to both counterions and in Chrimson-wty
also to the nearby water molecule. Interestingly, D295, reported to lie at a distance of 3.6 A from the RSBH™ in the crystal

209 shows a slightly higher frequency of hydrogen bonding to the RSBH* than E165. In both models, we observe

209

structure,
that not only E165 but also D295 occasionally approaches the RSBH™ within 3 A, contradicting the crystal structure data.

Table 7.3: Hydrogen bonds between the RSBH™ as acceptor and the counterions (E165 and D295) or nearby water as donor. Criteria to be met for hydrogen
bonding: (i) angle+yy...o < 30° and (ii) distancen...o < 3.5 A. All results in % of the occurrences along the trajectory

wty wty

RSBH'---E165 23.6 23.0
RSBH™'---D295 39.1 30.0
RSBH'-..SQM 04 148
total 63.0 66.3

7.3.2.2 Calculated Absorption Spectra

The excited-state spectra of rhodopsins are highly sensitive to the chromophore’s environment: (i) steric interactions can
induce a twist in the retinal structure, altering excitation energies, and (ii) hydrogen bonding and Coulomb interactions with
charged and polar groups can affect the absorption spectrum drastically. Consequently, computed retinal excitation energies
can offer valuable insight into the validity of a given protein structural model. While agreement with experimental absorption
energies does not confirm a structure, significant discrepancies may suggest that the model is inaccurate. Given that the
structures of bR and ChR2 are well established; and Chrimson shares many structural motifs with ChR2, while exhibiting
even more red-shifted absorption wrt bR, comparing these three systems provides meaningful insights to access the structural
models developed in this work.21:209.216.217
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7 Active Site Structure of Chrimson

When applying quantum chemical (QC) methods within QM/MM approaches, three primary sources of error must be con-
sidered: (1) QC methods often lack accuracy in absolute excitation energies. This is evident in the vacuum excitation energy,
which typically exhibits a systematic error. However, this can be corrected by calibrating against accurate gas-phase reference
values for the retinal chromophore. (ii) Accurately modeling the response to the electrostatic potential from the protein envi-
ronment, the so-called opsin shift, is particularly challenging. The retinal chromophore is highly polarizable, and this poses
a significant difficulty even for well-established quantum chemistry methods (see, e.g., Ref. [231, 244]). (iii) Finally, the
effect of protein polarization and dispersion can contribute significantly to the excitation energy, as discussed in Refs.218219,
Despite these known limitations, we apply LC-TD-DFTB within an electrostatic embedding scheme to enable extensive con-
formational sampling. Due to the high flexibility of the active site, it is not feasible to identify few representative structures
suitable for high-level quantum chemical calculations. As a result, our simulations are not intended to yield highly accurate
absolute excitation energies. Instead, we focus on comparing relative trends across the three proteins. While LC-TD-DFTB
systematically underestimates excitation energy shifts, it reliably captures qualitative trends.

Chrimson absorbs at 590 nm (2.10 eV) under neutral pH conditions, bR at 568 nm (2.18 V) and ChR2 at 473 nm (2.62 eV).2®
A previous benchmark of LC-TD-DFTB has shown that opsin shifts are typically underestimated by about 50%. For example,
the computed shift between bR and ChR2 is expected to be around 0.2 eV, compared to the experimental value of 0.4eV. It
is worth noting that most DFT methods, such as CAM-B3LYP or B3LYP, exhibit similar errors. Among tested functionals,
©B97 performed best, but still underestimates the shift by approximately 25%.23! Based on previous benchmarking, LC-
TD-DFTB is expected to yield a blue shift of 0.2eV for ChR2 and a slight red shift of about 0.04 eV for Chrimson. The
results summarized in Table 7.4 are consistent with these expectations. The red shift to ChR2 is underestimated, amounting
to roughly half of the experimental value. In comparison, calculations using the ®B97X functional reproduce about 75% of
the experimental bR-ChR?2 shift, while the ChR2-Chrimson shift reaches 60-70% of the measured value, depending on the

Table 7.4: Comparison of absorption maxima of retinal proteins and retinal in vacuo. Excitation energies (EE) in eV of QM/MM sampled structures. The
calculations are performed at the OM2/MRCI and LC-TD-DFTB/MM level of theory. WTx denotes the shifts of Chrimson Models IV and V wrt
retinal in vacuo.

bR ChR2 Chrimson

Wy WTy
exp?®? 2.18 2.62 2.10
Aprotein-retinal 0.18 0.62 0.10

vac 225 229 226 226

OM2/MRCT** QM/MM 2.63 330 271 276

AomaMvae 038 101 045 050

AChrimson-bR 0.08 0.13

Achrimson-ChR2 0.59 0.54

vac 230 234 231 232

QM/MM 2.52 275 251 254

LC-TD-DFTB AomaMvae 022 041 020 022

Achrimson-bR -0.01  0.02

Achrimson-ChR2 -0.24 -0.21

vac 2.60 2.67 265 2.63

®B97X/def2-TZVP*** QM/MM 287 321 285 290
AoMMMaae 027 054 020 027

Achrimson-bR -0.02  0.03

AChrimson—ChRZ -0.36 -0.31

* Absorption maximum of all-trans retinal with protonated Schiff base in vacuo is about 2.00 eV.2*
** Only protein and QM waters are considered as point charges, water and popc membrane are excluded.
*#* Sampling with 250 randomly chosen snapshots for each system due to the higher computational cost.
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model. For the bR-Chrimson shift, both methods, LC-TD-DFTB and 97X, underestimate the red shift, with model V even
yielding a slight blue shift.

We also report opsin shifts and results from OM2/MRCI calculations, which due to technical limitations were performed
without including the membrane. OM2/MRCIT yields a qualitatively similar picture, though it overestimates the opsin shift, as
expected. Nevertheless, since the overall trends are consistent with those from the other methods, these additional calculations
support the validity of our modeling strategy.

The excitation energies are similar for both models IV and V, and comparison with bR and ChR2 gives qualitatively correct
spectral shifts. The comparison with bR reveals very similar results for the Chrimson models. Running our simulations and
subsequent excitation energy calculations in triplicate, we observed a standard deviation of approximately 0.02 eV. When this
variability is considered alongside the known underestimation of spectral shifts by the LC-TD-DFTB method, the computed
red shift of 0.01 eV appears slightly smaller than expected based on the combined systematic and statistical uncertainties.
Nonetheless, the discrepancy is minor, and we consider both models IV and V suitable candidates for further investigation in
mutation studies.
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Figure 7.10: Histograms of the excitation energies in eV according to the structural motif in the active site. Condition for the configuration is the distance
between the counterions E165 and D295. The mean values are indicated on the top right and the colors indicate the configuration of the active
site.

The excitation energies were correlated with the corresponding structural motifs in the active site to identify structural features
responsible for the red-shifted absorption in Chrimson. Histograms of the excitation energies (see Fig. 7.10) are categorized
by the structural motif present in the active site, as defined by the distance between the counterion oxygen atoms. Confor-
mation C1, characterized by a counterion oxygen-oxygen distance of less than 3 A, clearly correlates with lower excitation
energies and thus contributes to the red shift. In model IV, conformation C1 occurs more frequently, resulting in a slightly
more pronounced red shift compared to model V.

7.3.3 Chrimson Mutants

Based on the wt-Chrimson structure discussed above, we investigated mutants of residue S169 and the counterions, key
positions where mutations disrupt the counterion network and shift hydrogen-bonding patterns. Moreover, these changes
lead to more red-shifted variants, enhancing their potential for optogenetic applications. The primary goal of the mutant
study is validating the computational model from the previous section by comparing excitation energies of the mutants to
those of wt-Chrimson.

Chrimson mutants were constructed using glutamate protonation states defined in model V, which was favored due to minor
structural differences, although models IV and V exhibit similar trends in their excitation energies.
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7 Active Site Structure of Chrimson

7.3.3.1 Structural Analysis of S169 Mutants

Residue S169 forms a direct hydrogen bond with E165 and has been shown to influence the polarity of the active site, which is
one of the main factors responsible for color tuning in rhodopsins.'® The S169A mutation leads to a red-shifted absorption,2%
and in the newly discovered infrared absorbing rhodopsin proteins NeoR?!! and BestR,?!° the homologous residue of S169 is
replaced by an aspartate. To investigate these red shifts, we therefore studied the two mutations S169A and S169D, the latter

with protonated Asp. The active sites of both S169A(D) mutants compared to wt-Chrimson are shown in Fig. 7.11(a).

(a) S169X (b) Counterion mutants

Figure 7.11: The central gate of wt-Chrimson model V (cyan) and of various mutants. Possible hydrogen bonds are indicated by red dotted lines. Water is
shown in purple. (a) S169X mutants. (b) Counterion mutants.

During the QM/MM MD simulations of S169A, both counterion conformations (C1 and C2, see above) were observed as in
Chrimson WT. The distances of the counterions to the RSBH™ are reduced in the S169A mutant (= 3 10\) and the occurrence
of hydrogen bonding of the RSBH™ is significantly increased (see Table 7.5). In contrast to wt-Chrimson where two hydrogen
bonds can be formed between E165 and S169, the mutant features only one hydrogen bond, which is formed between the
backbones of E165 and A169. The reason is that alanine is smaller than serine and lacks a proton donor for the additional
hydrogen bond. As a result, conformation C1 occurs more frequently than C2 (see Table 7.2 in section 7.3.2). The second
hydrogen bond between S169 and E165 promotes conformation C2 as discussed in section 7.3.2.1.

In contrast, the mutation S169D reduces the distance between the oxygens of E165 and D169 to 2 A, the residues being
permanently hydrogen bonded. This leads to a restriction of the torsion angle of E165 to values between -60 and -100°,
which favors the C2 conformation being present in ~ 94 % of the sampled conformations (see Table 7.2 in section 7.3.2).
Hydrogen bonding of RSBH™ occurs with a frequency similar to that in the wt structures, however, favoring the hydrogen
bonds with the water molecule (compare Table 7.5).

Table 7.5: Hydrogen bonds between the RSBH™ as acceptor and the counterions (E165 and D295) or nearby water as donor. Criteria to be met for hydrogen
bonding: (i) angle+ ..o < 30° and (ii) distancen...o < 3.5 A. All results in % of the occurrences along the trajectory

S169A S169D E165Q D295N
RSBH' ---E165 32.1 129 40.2 92.6
RSBH'---D295 34.1 174 214 0.1
RSBH'---SQM  42.0 32.1 2.5 0.7
total 86.0 61.8 639 92.8
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7.3.3.2 Structural Analysis of the Counterion Mutants

Mutation of one of the counterions results in a blue-shifted absorption.?% To study this effect, both counterions have been
mutated to their corresponding amide form while adjusting the charge of the remaining counterion. For E165Q, counterion
D295 remains deprotonated, while for D295N the counterion E165 is deprotonated to stabilize RSBH™.

Fig. 7.11(b) shows the active site of counterion mutants compared to Chrimson WT. In both mutants, direct hydrogen bonding
between E165(Q) and D295(N) (conformation C1) is rarely observed and the water molecule moves out of the active site, out
of reach for hydrogen bonding to RSBH™ (see Table 7.5). The RSBH™ then forms hydrogen bonds primarily with E165(Q)
and to a lesser extent with D295(N). In D295N only one hydrogen bond is formed between RSBH* and E165. Mutating
either of the two counterions to larger residues results in a more compact active site, which prevents water from forming
hydrogen bonds directly with the RSBH™.

7.3.3.3 Excitation Energies of the Chrimson Mutants

Experimental studies show that S169A is red-shifted compared to the wt and absorbs at 608 nm (2.04 eV), while mutation
of either one of the counterions, E165Q and D295N, leads to a blue-shifted spectrum (2.25eV and 2.30 eV, respectively).2%”
Table 7.6 shows the results of the excited state calculations of the mutants compared to wt-Chrimson. In agreement with
experiment, our calculations show a red-shifted absorption of S169A, while for S169D only a very small shift in the range of
the standard deviation is found, as discussed in section 7.3.2.2. As expected, the experimental shift of E165Q and D295N is
qualitatively reproduced but underestimated, as discussed above. The deviation is part due to the limitations of the applied
excited states method, but the structural models of the mutations may also contribute.

Table 7.6: Comparison of absorption maxima of Chrimson mutants: Excitation Energies (EE) in eV of QM/MM sampled structures. Calculations are
performed at the LC-TD-DFTB level of theory.

wty S169A S169D E165Q D295N

exp?® 210 2.04 - 225 230
QM/MM 254 248 253 257 26l
Aytmutant -0.06 -0.01 003  0.07

7.3.3.4 Influence of Structural Motifs on the Absorption of S169A

Fig. 7.10(c) shows histograms of excitation energies for different active site conformations in the S169A mutant, distinguished
by the distance between the counterions. As in wt-Chrimson, conformation C1 is red-shifted relative to C2 and occurs more
frequently (see Table 7.2 in section 7.3.2)). This shift can be attributed to the loss of one hydrogen bond: unlike serine in
wt-Chrimson, alanine at position 169 lacks an additional proton donor, allowing only a single hydrogen bond between the
backbones of E165 and A169. Nevertheless, both conformations in the mutant are more red-shifted than in wt-Chrimson, due
to reduced polarity near the RSBH™.

In summary, the study of the Chrimson mutants provides an interesting insight into altered hydrogen patterns reflected in the
experimental absorption shifts. Our analysis of the mutants validates the computational model proposed in section 7.3.2.1
and confirms the findings regarding the red shift in Chrimson from section 7.3.2.2: the presence of the direct hydrogen bond
between the counterions shifts the absorption spectra towards lower excitation energies.
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7.4 Conclusions

We applied a multiscale approach based on DFTB/MD simulations to investigate the active site of the red-light-sensitive
channelrhodopsin Chrimson, which is of particular significance for optogenetic applications. Our study provides new insights
into the molecular dynamics at the nanosecond timescale.

Several studies have investigated the molecular origin of the red-shift in Chrimson2%9-260-261

, identifying three key factors:
(i) the protonation of one of the counterion residues destabilizing the RSBH™ in the ground state; (ii) a biased distribution
of polar residues near the 3-ionone ring, similar to bR; and (iii) a rigid retinal chromophore stabilized by bulky side chains.
The mutant S169A, reported in Ref. [209], exhibits an even greater red-shift, attributed to a further reduction in active site

polarity.

Our calculations successfully reproduce the characteristic red-shift of Chrimson relative to other ChRs. Moreover, we validate
the reliability of our computational model by simulating several Chrimson mutants, recovering the experimentally observed
spectral shifts. Consistent with experimental data, we confirm that E165 serves as the protonated counterion. As discussed
above, the structure of the retinal binding pocket, particularly the residues in the active site, is a key determinant of color tuning
in Chrimson. To investigate this, we examined the structural dynamics, which cannot be resolved by static techniques such as
X-ray diffraction. As aresult, we identified a multitude of active site conformations that deviate from the the deposited crystal

structure. The active site of Chrimson exhibits structural heterogeneity comparable to that observed in ChR2,2!6

including
water movement within the active site and pronounced fluctuations in the distances between the counterions and the retinal

Schiff base.

Interestingly, contrary to the crystallographic structure,2%” both counterions can approach the RSBH* within < 3 A, and
D295 exhibits a higher frequency of hydrogen bonding with the RSBH™ than E165. Two dominant structural motifs emerge
along the trajectory: either the counterions are in close proximity (E1650g-D2950p distance < 3 A), or they are farther
apart, bridged by a hydrogen-bonded water molecule. Notably, at the counterion-counterion distance of approximately 2.8 A,
strong hydrogen bonding is observed, although no proton sharing occurs. Our analysis reveals a correlation between structural
motifs and optical properties: the conformation characterized by a reduced distance between the counterions correlates with
longer-wavelength absorption and is more prevalent in the red-shifted mutant SI69A. This enhanced occurrence is linked to
the SI69A substitution: the replacement of serin by alanine results in the loss of an additional hydrogen bond to E165 that
restricts the torsional flexibility of E165, promoting the red-shifted conformation. These findings represent a significant step
towards understanding structure-function relationships in color tuning, providing a mechanistic basis for rational design of
optogenetic tools with tailored spectral properties.

Overall, our QM/MM simulations have provided a rationalization for the crystal structure as an average of the conforma-
tions found in our simulations. These conformations interconvert on the nanosecond timescale, likely contributing to the

intermediate active site distances in the crystal structure, which appear slightly too long for strong hydrogen bonds.?!

Our work addresses several challenges in the multi-scale modeling of ChRs, some of which are discussed in a recent review
on photoreceptor modeling.>3 One key issue is the treatment of multiple protonation states. In principle, future simulations
may be based on constant pH molecular dynamics (CpHMD), as suggested in the review. Although approaches such as
CpHMD followed by QM/MM simulations currently involve significantly higher computational costs, ongoing advances in
hardware performance may make them increasingly feasible and help to reduce the uncertainty associated with using several
models with different protonation states.

A major limitation, however, lies in the inability of current force fields to reliably model extended networks of strong hydro-

gen bonds, as demonstrated in this and previous studies.?'2!7 While the use of polarized charges,?*3

offers some improve-
ments, their application remains problematic in highly flexible systems such as channel proteins. Consequently, we employed

constrained MD simulations during equilibration and used large QM regions to accurately refine the active site.
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Machine learning-based models may eventually help overcome this limitation; however, accurate equivariant neural network
potentials currently exhibit computational demands comparable to the DFTB3 method used in this work. For such highly flex-
ible active sites, there appears to be no viable substitute for fast QM or ML-based models combined with extensive sampling.
The commonly used approach of relying on QM/MM-optimized structures, which is sufficient for many photoreceptors, is
clearly inadequate in this case. An additional challenge arises from the complex electronic structure of retinal, which poses

significant difficulties for accurate modeling.?31-244

All TD-DFT methods, including those applying range-separated functionals, have been shown to have large errors consid-
ering shifts in excitation energies. Even the generally very well-performing »B97 functional underestimates color shifts by
approximately 25 %, while other commonly used functionals such as B3LPY or CAM-B3LYP can exhibit errors of up to
50%.%3!

Future work in our group aims to extend LC-TD-DFTB by implementing more accurate functionals, such as ®B97, into the
DFTB framework. However, due to inherent limitations of the method, the potential for improvement may be limited. As an
alternative, the development and application of machine learning models trained on post-Hartree Fock methods seems to be
a promising approach.

113






8 Summary and Outlook

This PhD thesis illustrates how computational chemistry tools can be designed to explore the role of nearby residues and
solvent exposure on two fundamental biochemical processes: proton-coupled electron transfer (PCET) and light absorption
in retinal proteins. In both cases, multi-scale simulation protocols were developed and tested on minimal systems before
application to full proteins. These protocols are computationally affordable, due to the application of semi-empirical density
functional tight binding (DFTB) in combination with enhanced sampling methods or machine learning (ML). At the same
time, successful validation and comparison to theoretical and experimental results demonstrate that accuracy does not suffer,
which renders the workflows optimal for simulations of challenging biosystems.

Chapter 3 presents a systematic investigation of PCET in biomimetic peptides with different reaction partners (radical ty-
rosine with histidine, tryptophan, or tyrosine), geometries, solvent exposures, and protein embeddings. The multi-scale
protocol combines hybrid quantum mechanics/molecular mechanics (QM/MM) simulations with metadynamics, using semi-
empirical DFTB to access nanosecond timescales. Complete conformational sampling is achieved by biasing the proton
transfer collective variable (CV). The free energy surfaces (FESs) are reconstructed by reweighting the electron transfer CV
and provide both reaction barriers and mechanistic insights. It is shown that residue orientation and environmental factors
influence the PCET mechanism.

In chapter 4, to transfer the tested protocol to full proteins, two proteins were selected, the class II photolyase from archaea
Methanosarcina mazei (MmCPDII) and animal-like cryptochrome from green alga Chlamydomonas reinhardtii (CraCRY).
In these proteins, PCET occurs between a radical tryptophan cation (WH®") and a tyrosine residue (Y). Due to the rapidity
and enhanced sampling of the protocol, multiple possible pathways were tested. In MmCPDII, the FES yielded low reaction
barriers in the case of proton transfer (PT) from WH*" to histidine with simultaneous electron transfer (ET) from Y to W*.
Another possibility, in which aspartate acts as the proton acceptor instead of histidine, is excluded due to high barriers and
unstable products. In CraCRY, a mechanism in which water-mediated deprotonation of WH*" into bulk solvent precedes
direct PCET between W* and Y, appears very likely. Even though the two-dimensional FESs reveals key reactant/product
states and reaction barriers for the concerted PCET mechanism, the sampling of intermediates of sequential PCET remains
incomplete.

In chapter 5, a workflow is introduced that enables simultaneous biasing of PT and ET CVs using a DFTB implementation
with coupled-perturbed (CP) equations. This should accelerate the convergence of the two-dimensional FESs. The CP equa-
tions are solved for all quantum mechanical (QM) atoms and selected molecular mechanics (MM) atoms. Tests varying the
number of MM atoms in a cutoff sphere show negligible differences in free energy profiles but significant performance gains
with smaller cutoffs. However, convergence issues arise when biasing only the ET coordinate, and barriers are overestimated
for biomimetic peptides.

Looking ahead, several strategies could still enhance the performance of these protocols, such as refining restraints and
metadynamics parameters for PCET metadynamics with dual PT/ET bias. Identification of components of the CP-equations,
which contribute negligibly at longer distances and annulation of these, could lower computational demand. Alternative ET
descriptors beyond Mulliken charges should be explored to improve the description of electronic states.

Chapter 6 investigates color tuning in retinal proteins using a machine learning (ML) approach. Instead of performing
excited-state calculations directly on the proteins, all-trans retinal and 11-cis retinal are first simulated in solvents with varied
ion configurations to mimic protein binding pockets. Excitation energies and oscillator strengths, computed with OM2/MRCI
and LC-TD-DFTB, serve as training data for neural networks. Retinal proteins are then simulated only at ground-state level
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to extract input features for the trained ML models, which predicted their spectroscopic properties. This strategy enables
qualitative ranking of proteins by their experimental color tuning while restricting computationally expensive excited-state
calculations to the training set.

In chapter 7, a structural and spectroscopic study of the channelrhodopsin Chrimson examines how active-site configurations
influence absorption. QM/MM simulations reveal multiple protonated retinal Schiff base (RSBH™)-counterion arrangements,
including one featuring a hydrogen-bonded counterion pair. This configuration correlates to Chrimson’s red-shifted absorp-
tion and appears more frequently in the SI69A mutant. In this mutant, it can be traced back to enhanced torsional flexibility
of the counterion E165 due to the loss of a stabilizing hydrogen bond. For retinal spectroscopy, incorporating higher-level
post-Hartree Fock (HF) methods could increase accuracy, though at a higher computational cost. In addition, extending
simulations to excited-state dynamics could provide valuable insight into the primary photoprocesses of retinal proteins.

Across both research themes, the results demonstrate that electrostatics and hydrogen bonding networks in the local en-
vironment are central to biomolecular reactivity. The inherent dynamics of biological systems, in which the environment
modulates the biochemical reaction, is challenging to capture in simulations. This thesis presents several tailor-made proto-
cols that address and overcome these challenges. Hybrid QM/MM methods provide a practical framework for capturing these
effects. The use of DFTB as QM method, in combination with either metadynamics to enhance sampling or ML algorithms
to speed up calculations, allows to take into account a wide conformational landscape. With that, valuable insights into PCET
mechanisms and thermodynamics in two proteins were obtained. Additionally the absorption capabilities of the chromophore
retinal in various protein-like environments were assessed. Nonetheless, there are several open issues remaining, including
the necessity to improve the description of the ET CV, the consideration of nonadiabatic reactions including electronic excited
states in PCET, as well as the incorporation of more accurate theoretical methods in the ML approach. Yet, the protocols
presented here demonstrate great potential and subsequent improvements could effectively address these issues, yielding an
even better description of reactivity in proteins.
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