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Abstract

Context: Software systems often provide critical functionality or process personal data,
requiring compliance with applicable legal regulations. Ensuring legal conformity de-
mands close collaboration between legal and technical experts, but differences in termi-
nology and methodology make this challenging.
Objective: In this article, we aim to address the challenges in legal interdisciplinary
collaboration by proposing a model-based workflow for continuous and collaborative legal
assessments within the context of threat modeling.
Method: The central aspects of the workflow are based on model-driven engineer-
ing techniques and were developed through active collaboration between researchers in
software engineering and legal informatics/data protection at the KASTEL Security Re-
search Labs. The goal of the collaboration was to integrate the methodologies of both
domains into the workflow equally.
Result: The proposed workflow centers on maintaining consistency between a legal view-
point and data flow diagrams, allowing each discipline to work from its own perspective
while providing automated support in threat identification through an extended existing
data flow analysis framework. We evaluate the workflow and its modeling artifacts by
discussing feasibility and applicability and by measuring the accuracy and scalability of
the extended data flow analysis.
Conclusion: By combining discipline-specific viewpoints with automated consistency
and threat identification, the workflow supports collaboration and enables continuous,
iterative assessments. Our findings suggest that the presented workflow is suitable and
operationalizable, but recognize potential challenges in practical application or transfer
to other legal domains.
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1. Introduction

Software systems increasingly affect more aspects of modern life, from smart homes
and mobility solutions to healthcare applications. This transformation introduces chal-
lenges such as privacy, security, resilience, discrimination, bias, transparency, and ac-
countability in automated processes. Legal frameworks address these challenges by set-
ting principles and requirements that mandate the development and operation of trust-
worthy and rights-preserving systems.

Ensuring legal compliance, however, is not purely a technical challenge. It requires
close collaboration between legal and technical disciplines, which is often hindered by
disparities in terminology, methodologies, and abstraction levels [1, 2]. Technical experts
often lack legal knowledge [3, 4, 5], while legal experts lack technical familiarity, resulting
in communication barriers and effort during compliance assessment. This challenge is
amplified by the dynamic nature of software systems and the interpretative character
of law, which introduces variability through undefined legal terms and evolving societal
contexts. A further challenge is that recent legal norms, such as the GDPR, the AI Act,
and the Cyber Resilience Act, increasingly adopt a system-centric perspective and specify
more technical details, increasing the likelihood that interdisciplinary collaboration is
necessary to achieve compliance. Consequently, ensuring legal compliance cannot be a
one-time activity; rather, there is a continuous need for ongoing communication between
the legal and technical disciplines, not only during design or when obvious changes are
made, but throughout the software development lifecycle [6, 7, 8].

Existing approaches in privacy and data protection engineering — whether at design
time [2, 9, 10, 11, 12] or in business process modeling [13, 14, 15, 16] — primarily focus on
technical solutions and specific legal aspects. They rarely address the interdisciplinary
gap that makes collaboration costly and error-prone. To overcome this, there is a need
for methods that bridge legal and technical perspectives, enable overcoming conceptual
barriers, and support system-centric compliance assessments in evolving systems.

1.1. Contributions
To address the shortcomings regarding interdisciplinary collaboration and supported

legal assessments, we propose a workflow that enables ongoing collaboration between
legal experts and software engineers. This workflow aims to support joint legal threat
modeling. It facilitates the identification of potential legal threats by combining a legal
system viewpoint with data flow diagrams (DFDs), which are kept consistent and used
for automated analysis. For our proposed workflow, we primarily focus on DFDs as they
are an established representation of software architecture [17] and are widely used for
threat modeling and other types of information security analyses [18, 11, 12, 19, 20].

Our contributions are:
• A legal assessment facts (LAF) reference metamodel as a foundation for creating

domain-specific legal metamodels that capture the factual elements of a specific
legal domain.

• A bidirectional incremental transformation that ensures that instances of meta-
models based on the LAF reference metamodel and DFDs can be derived from
each other and remain consistent.

• An extension of the LAF reference metamodel that enables the definition and
annotation of undefined legal terms to elements of metamodel instances.
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• An explicit pre-processing step to handle uncertainty introduced by undefined legal
terms, as an extension of an existing data flow analysis.

We evaluate the proposed workflow and modeling artifacts by discussing their feasi-
bility and applicability, and by measuring the accuracy and scalability of the extended
data flow analysis.

1.2. Interdisciplinary Collaboration
The contributions presented in this article are the product of long-term ongoing in-

terdisciplinary collaboration between researchers in software engineering and formally
trained researchers in legal informatics/data protection law. This is reflected in the list
of authors, which comprises an equal number of scientists from each discipline. The
collaboration is part of the KASTEL Security Research Labs, a German national Com-
petence Center for IT Security, which attaches great importance to interdisciplinarity.

Regular collaborative meetings followed a rotating format in which each discipline
presented relevant topics, followed by in-depth discussion. Additional experts from both
disciplines were involved when needed. The goal was to initially transfer and exchange
methodological knowledge between the two disciplines, thereby fostering a deeper mutual
understanding of the legal methodology and background of data protection law, as well
as general software engineering practices and model-driven software development.

The presented contributions were developed in close collaboration of the authors, in
which all perspectives and suggestions were discussed and considered equally, regardless
of the authors’ respective expertise. By ensuring that both disciplines are given equal
consideration, we aim to produce results that comprehensively reflect and support their
respective interests and methodological approaches. We believe that this approach is not
only effective but also a particularly strong way of fostering meaningful contributions at
the interface between such inherently dissimilar disciplines.

1.3. Running Example
To help illustrate our contributions, we define a simple system of systems as a run-

ning example and apply it in the domain of the GDPR. The example system is a mo-
bility provider (e.g., rail, bus, bikes, scooters). The mobility provider offers its services
to customers. To take advantage of the provided services, customers must first create
an account in the system. The provider stores customer data for contract performance
and invoicing. This customer data includes the customer’s name and address, as well
as information about previously used mobility services, such as a list of past trips and
information about prior system usage, to individualize the website/booking platform. At
fixed intervals, the mobility provider forwards customer data to a third-party statistics
provider to get insights into improving services and internal processes. Before this, how-
ever, the customer data is pseudonymized by the mobility provider, e.g., by removing
various directly identifying information such as name and aggregating address informa-
tion. The calculated statistics and the pseudonymized customer data are subsequently
transferred to a marketing agency, which uses them to provide the mobility provider
with suggestions for better customer acquisition, support to increase sales, and targeted
advertisements.

When collecting the customer’s data, the mobility provider states three primary pur-
poses: creating the account in their data management system, calculating statistics about
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their customer base, and creating advertisements. In the legal sense, the creation of the
customer account and all successive processing of this data for the regular business oper-
ation of the mobility provider is done based on the performance of the contract that the
customer and the mobility provider concluded when the customer account was created.
For the other two purposes, the customer also has to give consent when creating the
account.

2. Foundations

In this section, we describe our foundations regarding threat modeling, data flow
diagrams, and data flow analysis. We also provide insights into legal methodology, pro-
viding descriptions of the two core concepts for legal assessments, subsumption and legal
interpretation.

2.1. Threat Modeling
Threat modeling is a structured approach for identifying, analyzing, and mitigating

security and privacy risks during system design and development. The Threat Model-
ing Manifesto [21] describes an iterative process for understanding systems, identifying
threats, and validating mitigations. Established methodologies such as STRIDE [20] for
security threats and LINDDUN [12] for privacy threats provide structured threat clas-
sifications and mitigation guidance. Threat modeling is widely applied in industry, for
example, in the Microsoft Security Development Lifecycle through the Microsoft Threat
Modeling Tool, which operationalizes STRIDE. Most system-centric methodologies, in-
cluding STRIDE and LINDDUN, rely on data flow diagrams (DFDs) as the primary
system representation for systematic threat identification.

2.2. Data Flow Diagram Analysis
For automated analysis of DFDs, we build on our well-validated and actively devel-

oped data flow diagram analysis xDECAF1, which was developed in previous work [22].
A central concept is the extended DFD syntax [19, 22].Notably, the extension adds labels
that represent additional semantic (meta-)information and can either be determined as
a characteristic of a node or of data flowing between nodes, such as specifying user roles
or the sensitivity of data. Accordingly, these labels are called node labels and data labels
respectively. Figure 1, shows the graphical syntax of all relevant DFD elements. Labels
are semantically grouped into label types. For example, in Figure 1, labels are grouped
by alphabetic or numerical values, but could also be used to indicate different levels of
encryption grouped in an Encryption label type. All illustrations of DFDs in this article
follow this syntax. For the sake of clarity, we do not include the basic elements shown in
the legend.

1https://dataflowanalysis.org/
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Figure 1: Exemplary DFD in the extended syntax used by xDECAF [22], containing all syntactical
elements.

Another core concept of xDECAF is the propagation of data labels along the flow of
data. How data labels are propagated is described as the behavior of nodes. The analysis
iterates over all DFD nodes, evaluates their propagation behavior, and propagates data
labels accordingly. Once the propagation is finished, the analysis reduces the ambiguity
of data flows represented in the DFD by extracting the set of transpose flow graphs
(TFGs) — the transpose of a rooted directed graph, where the root is a single data sink,
that each represents one unambiguous flow of data from a one or multiple data sources
to one data sink [22]. To distinguish between DFDs and the internal TFGs, we refer to
processing steps in a DFD as nodes, while in TFGs, we refer to them as vertices.

Based on the fully propagated set of extracted TFGs, constraints can be checked to
analyze the modeled data flow in the DFD. To that end, xDECAF defines a dedicated
constraints language.

2.3. Legal Methodology
This section introduces some fundamental concepts of legal methodology relevant for

understanding the reasoning behind the content of the following sections. The focus lies
on the structure and application of norms, presented in a simplified form to improve
accessibility for readers with a non-legal background. In this article, we refer to the
legal terminology and methodology of the prevailing legal system in continental Europe,
the civil law. This term refers to the codified legal system of continental Europe and
should not be confused with the civil law branch in common law jurisdictions. In civil
law systems, statutory texts constitute the primary source of law and hold the highest
authority in legal reasoning. These texts follow a fundamental structure: they define
definitional elements of a rule2 as abstract preconditions for a legal consequence. The
legal consequences are traditionally categorized into rights, obligations, prohibitions, and
permissions. During a legal assessment, a legal expert applies a structured methodology
to examine the matter of fact3, in our case, the description of the system under consid-
eration, and captures the relevant legal assessment facts4(LAFs) in relation to a specific
legal norm. This process of aligning the concrete facts with the abstract elements of
a norm is called subsumption in the narrower sense5 in continental European law [23].
The expert captures the relevant facts by examining whether the factual situation aligns

2Translated from the German legal term ”Tatbestandsmerkmal”
3Translated from the German legal term ”Tatsache”
4Translated from the German legal term ”Sachverhalt”
5Translated from the German legal term “Subsumtion im engeren Sinne”
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with the abstract definitional elements of the legal norm. If all definitional elements of
an article are met by the LAFs, the prescribed legal consequence applies.

However, legal norms are often intentionally formulated in abstract terms to ensure
broad applicability and long-term adaptability. This is achieved through the use of un-
defined legal terms (ULTs), i.e., concepts not explicitly defined within the statutory text,
that cannot be resolved through subsumption alone. ULTs lack a fixed meaning and must
therefore be interpreted in a specific scope of application. Their interpretation follows
established jurisprudential methodology, which examines the wording of the norm, its
systematic position within the legal framework, the legislative intent, and the underly-
ing purpose of the regulation [24]. This interpretative process enables legal norms to
remain flexible while being applied consistently and in accordance with overarching legal
principles.

3. Collaborative System-Centric Workflow

We propose an ongoing collaboration workflow that enables interdisciplinary threat
modeling between legal experts and software engineers. The workflow integrates legal
expertise into iterative threat modeling by defining fixed interaction points and sup-
ports (semi-)automation to maintain continuity. At its core, the workflow combines two
discipline-specific system representations — a legal viewpoint and a data flow diagram
(DFD) — and ensures their consistency through bidirectional incremental transforma-
tions. This consistency allows each discipline to work from its own perspective while
enabling automated threat identification via an extended data flow analysis framework.

Potential threat
identified?

no

Mitigation
causes
system

change?

no

yes

yes

yes

Potential threat
identified? Threat due

to legal
uncertainty?

yes

no

no

Transform to DFD
4

Perform further manual
assessment

10

Resolve ULTs and run
data flow analysis5

Directly communicate
legal threat11

Transform to legal
viewpoint2

Add / supplement legal
information3

Perform legal interpretation of
ULT in specific context9

Note mitigation
stragegy7

Adjust and
further develop
software system

8

Discuss and decide on
mitigation strategy6

automatedmanualLegal Expert Software Eng. ApproachLegend:

Plan software system and create
DFD for threat analysis1

Figure 2: Activity diagram representation of proposed workflow.

Figure 2 illustrates the main steps and iteration cycles of the workflow. It begins
with creating a system model as a DFD, which serves as the technical representation of
the software system. The DFD is transformed into a legal view that reflects the system
in relation to a legal norm or domain. Legal experts then enrich this view through
interpretation and subsumption, including handling undefined legal terms (ULTs). From
here, the workflow iterates between updating the DFD and the legal view, resolving
uncertainties, and performing automated data flow analysis to identify potential legal
threats. Depending on the analysis results, mitigation strategies are applied either within
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the technical system or documented as external measures. In parallel, legal experts can
conduct additional manual assessments beyond system boundaries, triggering further
iterations when necessary.

The following sections detail key aspects of this workflow and the steps they enable.
First, we introduce the Legal Assessment Facts (LAF) viewpoint reference metamodel
(Subsection 4.1), which provides the structural foundation for modeling legal viewpoints
and enables steps 2–5 and 9–11 in the workflow. Next, we describe how consistency be-
tween legal viewpoints and DFDs is maintained through bidirectional incremental trans-
formations (Subsection 4.2), supporting steps 2 and 4. We then address the challenge
of modeling undefined legal terms by extending the reference metamodel with scope-
dependent assessment facts (Subsection 4.3), enabling steps 3, 9, and 10. Finally, we
explain how automated threat identification is achieved by extending data flow analysis
to incorporate legal interpretation and resolve uncertainties (Section 5), which enables
step 5. Each section illustrates the presented concepts using a running example in the
context of the GDPR.

4. Modeling Legal Concepts

In this section, we describe our abstract basis for legal viewpoints, how we keep them
consistent with DFDs and how we propose to extend the legal viewpoints to integrate
the concept of undefined legal terms (ULTs) in the context of our proposed collaborative
workflow. We distinguish between legal viewpoints and their structural definitions. A
legal viewpoint captures legally relevant aspects of a software system, while its structure
is formalized by a legal viewpoint metamodel. Concrete legal views used in the workflow
are instances of such metamodels.

4.1. Legal Assessment Facts Viewpoint Reference Metamodel
To enable steps 2-5 and 9-11, we define an abstract structural basis for modeling

legal viewpoints for our proposed workflow. To this end, we derive a reference meta-
model called the Legal Assessment Facts (LAF) metamodel. Its purpose is to define
a reference structure (types and relations) that specifies how definitional elements (see
Subsection 2.3) are represented in an abstract form. Metamodels created in conformance
with our LAF reference metamodel (using types as basis and only having conforming ref-
erences) can serve as domain-specific legal viewpoints in our workflow (see Section 3).
These legal viewpoint metamodels specify the concrete definitional elements relevant to
the domain of a particular legal norm or area. We call those metamodels LAF-based
domain-specific legal metamodels.

When a LAF-based domain-specific legal metamodel is in turn instantiated, it pro-
duces a concrete view of the system under observation. This process of instantiation
conceptionally reflects the legal methodology of subsumption (see Subsection 2.3): Based
on the system under consideration (matter of fact), the relevant legal assessment facts
are derived by determining which aspects of the system correspond to the abstract defini-
tional elements in the viewpoint. In this analogy, the definitional elements act as types,
and the legal assessment facts act as instances of these types. Thus, creating an instance
of the domain-specific legal viewpoint metamodel is conceptually similar to performing
subsumption by linking the abstract legal structure to the concrete characteristics of the
observed system.
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Figure 3: Proposed legal assessment facts (LAF) reference metamodel for legal viewpoints.

Figure 3 shows our LAF reference metamodel. We grounded the structure of the
LAF reference metamodel in established legal ontology research. The resulting model
integrates semantical concepts from several legal and foundational ontologies. The ele-
ments Legal Entity and Assessment Fact represent abstract parent classes that combine
semantical information to remove redundancy in the representation.

In contrast to the legal ontology frameworks, it does not aim to provide a compre-
hensive domain ontology of legal concepts or a standardized representation of legislative
texts. While its elements are derived from legal ontologies, their role is as an explicit
meta-level abstraction that serves as a structural foundation for defining domain-specific
legal viewpoints that explicitly focus on definitional elements/legal assessment facts.
Mainly, the reference metamodel provides a higher-level structure that enables the def-
inition of transformations and metamodel extensions independently of the specific legal
domain.

Exemplary LAF-based GDPR Metamodel:
As an exemplary domain, we propose a LAF-based GDPR metamodel that is based

on our LAF reference metamodel (see Subsection 4.1). To avoid a technically biased
representation of the legal norm, domain elements were chosen in interdisciplinary col-
laboration of the authors (see Subsection 1.2).

For exemplary LAF-based GDPR metamodel we focused on definitions in Art. 4
GDPR as well as substantive lawfulness according to Art. 6 GDPR and the principles
relating to the processing of personal data (Art. 5). The main elements include Process-
ing (Art. 4(2)), Roles (Art. 4(7-10)), Data, Legal Basis (Art. 6(1)) and Purpose (Art.
4(7), Art. 5). Figure 4 shows the metamodel, in grey, we denote the conforming LAF
reference metamodel elements or relations. Processing has subclasses that correspond to
Collecting, Usage, Transferring, or Storage of data (Art. 4(2)). Role has the exemplary
subclasses of Controller (Art. 4(7)) and Third Party (Art. 4(10)). In conformance with
the LAF reference metamodel, each Processing can refer to one or more following Pro-
cessings and define Data that is processed. Also, each Processing must serve a specific
Purpose and be done based on a valid Legal Basis. As we want to represent the whole
system, we specify that Data might be any kind of data processed by the system. The

8



only other explicitly modeled kind of data is Personal Data (Art. 4(1)), which references
a Natural Person. A Legal Basis can either be the given Consent from a Natural Person,
the performance of a Contract, or to comply with a legal Obligation. A Legal Basis must
always be defined for at least one specific Purposes.

<<on/with>>
of

<<in>>
serves

purpose

<<performs>>
responsible

<<Action>>
Processing

Collecting

Usage

Transferring

Storage

<<Object>>
Data

<<in>>
references

<<Object>>
Personal Data

<<in>>
in contract

<<Subject>>
Role

<<in>>
on

basis
of

<<in>>
for data

<<Context>>
Legal Basis

Contract

<<relatesTo>>
consentee

<<relatesTo>>
for purpose Consent

<<Context>>
Nat. Person

Controller

Third Party

<<Context>>
Purpose

<<following>>
following

Obligation

Figure 4: Exemplary GDPR LAF metamodel, with the conforming counterparts in the LAF reference
metamodel in annotated in gray.

Other principles of the GDPR, like other types of roles and special categories of
personal data (Art. 9), for example, are not represented as first-class entities. We de-
liberately chose this pragmatic approach, as this is intended as an illustrative example,
and many principles of the GDPR aim to cover corner cases that do not apply to most
systems. However, legal experts could already use instances of our exemplary metamodel
as a basis to consider other, more detailed legal matters by consulting additional infor-
mation not represented in the models or focusing on other legal norms related to the
system context.

4.2. Ensuring Consistency
To ensure consistency between domain-specific legal metamodels and DFDs, we define

a bidirectional incremental transformation at the meta-level that is compatible with all
domain-specific metamodels that conform to our LAF reference metamodel. This enables
steps 2 and 4 in our workflow (see Figure 2). We identify elements within each metamodel
that are semantically equivalent to their counterparts in the other metamodel.

DFD Nodes represent processing steps, which directly correspond to the Event and
Action in the LAF reference metamodel. As there might exist domain-specific subclasses
of events and actions, ambiguity exists when transforming from DFDs to a LAF-based
domain-specific metamodel. To enable a bidirectional transformation and resolve ambi-
guity, we utilize DFD Labels (see Subsection 2.2). For each subclass of event or action in
the LAF-based domain-specific metamodel, we create a dedicated label that is annotated
to the corresponding DFD nodes. DFD Flows lack a direct representation in our LAF
reference metamodel. However, they are effectively represented through the following
attribute of Events. A flow from Node A to Node B corresponds to a Event/Action A,
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which refers to Event/Action B as its following Event. If an Event/Action is performed
on/with a Legal Object, the Object itself corresponds to the data flow variable flowing in
or out of the node that corresponds to the Event/Action.

To represent the remaining LAF reference metamodel elements, we propose to trans-
form them to labels, annotated to the DFD nodes or flows. We handle Legal Subjects
and Legal Contexts the same way as subclasses of Event/Action: For each subclass in the
LAF-based domain-specific metamodel, we create a label type that combines all labels
that correspond to instances of the subclass. Labels for Legal Subjects are annotated to
the nodes that correspond to the Action that is performed by the specific Legal Subject,
while labels for Legal Contexts are annotated either on nodes (if the element that is in
the context is a Legal Subject or an Event) or on flows (if the element that is in the
context is a Legal Object).

To enable incremental transformations, we create a trace T which induces the bijective
mapping function τ for each transformation execution.

Application to Running Example:
Figure 5 shows an excerpt of the running example (see Subsection 1.3) as an instance

of the LAF-based GDPR Metamodel. The excerpt focuses on the data processing ac-
tivities of the mobility provider and the interactions with the statistics provider. The
mobility provider acts as the Controller, responsible for collecting and subsequently pro-
cessing the Customer data. Purposes and legal bases are also represented as instances
of the corresponding type. All processing instances, described in Subsection 1.3, are
connected with the following relation and have input and output relations to their cor-
responding data.

Create statistics :Usage

Customer data :PersonalData

of

Pseud. customer data :PersonalData

Mobility provider :Controller

following

followingon the basis of
for purpose

for purpose Create account :Collecting

following

in

out

Pseudonymization :Usage

for purpose
on the basis of

Store customer data :Storage

in

on the basis of following

:Transferring

Providing mobility services :Purpose

contracting party

Customer :NaturalPerson

for

Creating statistics :Purpose

 :PerformanceOfContract

Use data for statistics :Consent

for purpose

Responsibility
mobility provider

Responsibility
statistics provider

Identifiability := 
  if  Customer data ∈ Context or
      Mobility provider is responsible
  then true
  else ___

SAF
annotation

Legend:

Figure 5: Excerpt of LAF-based GDPR Metamodel instance of the running example system.

Figure 6 shows the result after transforming the GDPR LAF instance to a DFD.
As shown, the following processes, like the account creation and saving of the customer
data, are represented as flows between nodes. Nodes and flows have annotated labels,
highlighted by color, that describe the different legal information associated with them.
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Figure 6: Running example as DFD, transformed from GDPR LAF instance shown in Figure 5.

4.3. Modeling Undefined Legal Terms
As described in Subsection 2.3, the legal value of undefined legal terms (ULTs) de-

pends on the observed scope of a system or situation during a legal assessment. ULTs
can be used in every part of a legal norm, including in the definitional elements. In a
LAF-based domain-specific legal metamodel instance (see Subsection 4.1), however, the
actual expression of the ULT depends on the scope under consideration. To represent
such information in the context of our approach, we create a Scope-dependent Assess-
ment Fact (SAF) metamodel as an extension of our LAF reference metamodel. For this
extension, we assume that only those ULTs are suitable for modeling whose possible ex-
pressions in the system context can be represented as a closed set of discrete values. Each
Expression of a SAF reflects one such value that the ULT may assume and is contained
in an SAF representing the general term of the ULT. ULTs whose meaning is inherently
continuous, dependent on temporal properties, or are highly vague, so that they cannot
be meaningfully abstracted into a discrete set with regard to the given system under
consideration, cannot be modeled. For example, the ULT “reasonable time" cannot
be represented in detail, since DFDs are inherently stateless and do not capture runtime
behavior or temporal aspects. A ULT such as “adequate security" may, depending on
the chosen granularity of consideration, be abstracted into a simplified closed set con-
taining its expressions, such as {true, false}. The focus of this extension is therefore
not on covering all possible ULTs or their expressions, but on those ULTs that can be
meaningfully modeled in the combined context of the system, the legal domain, and the
legal matter under consideration.

Figure 7 shows the structure of our proposed SAF metamodel. SAF Annotation
serves as the extension mechanism for the Assessment Facts superclass of all elements in
our LAF reference metamodel (see Subsection 4.1). This allows SAFs to be annotated
without actively changing the LAF reference metamodel or LAF-based domain-specific
legal metamodels. Scope-dep. Assessment Fact represents a modelable ULT, and the
associated Expressions represent the closed set of possible meaningful expressions of the
ULT. The SAF Annotation annotates its associated Scope-dep. Assessement Fact to the
referenced element of a LAF-based domain-specific legal metamodel instance. However,
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Figure 7: Proposed SAF metamodel extension of our LAF reference metamodel.

as described in Subsection 2.3, the expression of an ULT and as a consequence of a
Scope-dep. Assessment Fact depends on the specific Scope in which the assessment fact
is considered. To accommodate this, SAF Annotations contain Scope Sets. Each Scope
Set represents the Scopes in which the annotated SAF has the referenced Expressions.
A Scope is a subset of the instance of a LAF-based domain-specific legal metamodel
(via the references of LAF Scope Elements), combined with other already existing SAF
Annotations, on whose Expression the current SAF Annotation might depend (via the
references of Expression-dep. Scope Elements). Therefore, Scopes represent a focused,
narrow view of the system.

The influencing factors that determine the actual expression of a ULT can be nu-
merous and fundamentally open-ended. These factors are not limited to the boundaries
of the system model or the responsible organization but can include external circum-
stances, societal conditions, or domain-specific considerations. This openness is precisely
the reason why undefined legal terms are used in legislation: they allow norms to remain
adaptable to unforeseen future developments and evolving contexts without requiring
constant amendments to the legal text (see Subsection 2.3). Consequently, an exhaus-
tive and explicit modeling of all such factors is neither practical nor desirable. Instead,
the goal of our SAF extension is to enable legal experts, within the proposed collabo-
rative workflow, to incorporate the results of their legal interpretation and subsequent
subsumption into instances of a LAF-based domain-specific legal metamodel (steps 3, 9,
and 10 in Figure 2).

Identifiability in Running Example:
In our running example, we take a simplified look at the ULT of customer identifi-

ability: In the factual case, a natural person is either identifiable or not, so we define
the set of expressions as true and false. Regarding the identifiability of the customer
in our running example, we create a corresponding SAF annotation that references the
customer. In our example, the mobility provider pseudonymizes the customer data be-
fore sending it to the statistics provider. The resulting pseudonymized customer data,
however, remains of type Personal Data, as pseudonymization is not enough to fully
anonymize data according to GDPR Rec. 26. This is why, for the purpose of creating
statistics, the consent of the customer is needed. However, it is not clear if the customer
is actually identifiable by the statistics provider using the provided pseudonymized data.
Recital 26 GDPR states that data can only be considered anonymous — anonymity
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being the opposite of identifiability — if, taking all objective factors into account, it is
unlikely that a person can be identified based on the data. In our example, however, this
depends on external factors, such as the economic resources and technical capabilities of
the statistics provider, as well as on the data itself, the type of pseudonymization applied,
and the overall system architecture. As shown in Figure 5, for the SAF Annotation of
identifiability of the customer in our running example, we assume that a legal expert has
defined that the customer is identifiable in scopes when the non-pseudonymized data is
present or when the Mobility Provider is responsible for the processing. For every other
scope, it is not defined whether the customer is identifiable or not.

5. Enabling Automated Threat Identification using Data Flow Analysis

To enable step 5 in our collaborative workflow (see Figure 2), we extend the data flow
analysis of xDECAF (see Subsection 2.2) for legal threat identification. In this section,
we describe how we pre-process the TFGs of xDECAF prior to analysis by creating legally
relevant scopes and resolving the SAF annotations, thereby dealing with their inherent
uncertainty.

5.1. Creating Legally Relevant Scopes
To answer legal inquiries, legal experts often focus only on a partial view of the

system that is centered around certain events or the actions performed by individual
legal subjects. Reducing the investigated scope allows for more concrete subsumption
and legal interpretation of undefined legal terms, which in turn enables them to make
more detailed statements. Following this practice, we pre-process the TFGs that are
extracted by xDECAF and create legally relevant scopes before analysis. These scopes
center around events and legal subjects, and are represented by the connected subject-
induced subgraphs of all TFGs, over the power set of all subjects. As this is done on DFDs
that where transformed from a LAF-based domain-specific legal metamodel instance, we
use all labels that correspond to legal subjects. We define connected subject-induced
subgraphs as:

Let S be the set of all legal subject labels in a TFG. For each vertex v ∈ V of a TFG

σ(v) ⊆ S

denotes the subset of subject labels annotated to the vertex, e.g., the legal subjects
associated with the corresponding event. For any set S ∈ P(S), we define a subject-
induced subgraph as

G[S] = G
[

{v ∈ V | σ(v) ⊆ S}
]
.

Since the subject-induced subgraph may not be connected, we then extract its individual
connected components. Doing this while iterating over all S ∈ P(S), we obtain all
subject-induced TFGs.

When looking at the DFD of our running example shown in Figure 6, xDECAF
extracts three distinct TFGs: a) create account to Mobility Provider DB; b) create
account to Statistics Provider DB; c) create account to create advertisement. In the
example, S = mobility provider, statistics provider, marketing agency. For the TFG
c), as there are no vertices without association to a subject (i.e., transformed from an
event), we extract six individual subject-induced TFGs.
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5.2. Defining the Contextual Signature of Elements
To resolve SAFs with respect to TFGs, we must first identify the TFG vertices affected

by a SAF Annotation. To that end, we utilize the mapping function τ that is induced
when transforming between the LAF-based domain-specific legal metamodel and DFD
(see Subsection 4.2) and map an annotated Assessment Fact to its corresponding DFD
element. How and which vertices are affected depends on the concrete type of annotated
Assessment Fact: Annotated Events directly correspond to a single vertex. For annotated
Legal Objects, we look up all Events in the LAF-based domain-specific instance that refer
to the annotated Legal Object and map each of the Events to their corresponding vertex.
During the transformation between LAF-based domain-specific metamodel instance and
DFD, Legal Subjects and Legal Contexts are transformed into labels. Consequently,
vertices with corresponding labels are affected by the SAF, which applies to Assessment
Fact of those three types. To use xDECAF’s analysis functionality, we additionally need
to represent all SAFs and their discrete Expressions as label types and labels, in order to
annotate them and address them in the analysis. To this end, we add a label type with
labels that correspond to each SAF and Expression of the SAF Annotations.

We resolve the ambiguity of a SAF by checking if any Scope Sets of the SAF are satis-
fied by vertices in a TFG. For this, the vertex of the TFG currently under consideration
must be in one of the Scopes specified in the Scope Set. For this, we do not only look at a
TFG vertex itself, but create the contextual signature Signaturetfg of a vertex, within a
TFG. We define this contextual signature of a vertex as the combination of the vertex v
itself, all vertices u with dist(u, v) = 1 in the TFG, the set of all flows in or out of v, and
all labels on v that are either defined on the vertex or propagated along the data flow.
For a vertex v to be in a Scope Y of a Scope Set Z, and thereby satisfy it, we use the
inverse of τ to map Signaturetfg(v) back to elements of the LAF-based domain-specific
metamodel instance and compare it with Y:

v isIn Y ⇔ Y ⊆ τ−1(Signaturetfg(v))
v satisfies Z ⇔ ∃Y ∈ Z : v isIn Y

5.3. Resolving SAF Annotations
To allow the legal expert more flexibility in expressing SAF Annotations in LAF-

based domain-specific metamodel instances, our SAF model (see Subsection 4.3) does
not require SAFs to cover every possible Expression or possible Scope. However, when
trying to resolve SAFs for analysis, this creates uncertainty about the value of a SAF in
specific scopes. To handle this uncertainty, we first distinguish between fully resolvable
SAF Annotations and uncertain SAF Annotations. For fully resolvable SAF Annotations,
each affected vertex in a TFG can satisfy at least one Scope Set, consequently resolving
the SAF Annotation to at least one distinct value. An uncertain SAF Annotation either
does not define scopes for each distinct Expression, or there is at least one affected vertex
in the TFG that can not satisfy any Scope Set.

To handle the introduced uncertainty, our approach for resolving uncertain SAF An-
notations follows principles of design space exploration on software architecture models.
If a SAF Annotation cannot be resolved to at least one distinct Expression for a vertex,
we consider all Expressions of the SAF and continue as if the affected vertex could satisfy
all Scope Sets for each Expression.
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If multiple Expressions of the same SAF are applicable to a vertex, we create a variant
of the current TFG by cloning it and adding the label to the vertex in each variant that
corresponds to the applicable Expression. This approach creates multiple copies of the
same TFG, each with a distinct Expression of the SAF annotated to the vertex.

How the label is annotated again depends on the type of annotated GDPR LAF
element: If it is of type Legal Context or Legal Object, we annotate the label as a data
label, either flowing to or from the vertex in the variant. For all other annotated elements,
the label that corresponds to the Expression is added as a label to the vertex directly.
Once a variant TFG has been processed, we add the TFG to the list of all TFGs to
further check if other SAF Annotations still need to be resolved.

Resolving SAF of Identifiability in Running Example
As described in Subsection 5.1, xDECAF extracts three individual data flows as

TFGs. For the TFG c), we create six subject-induced TFGs. The SAF Annotation of
identifiability of the customer does not explicitly define contexts where the identifiability
is false, which creates uncertainty in the create statistics vertex. As a result, we create
variants for each of the possible expressions, true and false. Figure 8 shows the resulting
nine TFGs that are used for the analysis in xDECAF.

5.4. Static Data Protection Assessment Constraints
As described in Section 5.3, we build upon and extend our data flow analysis frame-

work xDECAF for the identification of potential legal threats. The analysis applies data
flow constraints to the extracted TFGs to detect data flow violations (see Subsection 2.2),
which in our case represent potential legal threats.

Constraints are defined using the constraints language of xDECAF. As examples
with regard to our running example in the context of the GDPR, we created reusable
constraints that address the applicability of the GDPR (Art. 2), purpose limitation
(Art. 5(b)), subjective lawfulness (Art. 6(1)), and consent for all purposes (Recital 32.5).
The authors, with a background in legal informatics (see Subsection 1.2), selected these
aspects with particular emphasis on purpose, which is central to many GDPR-related
legal questions. A short description of their concrete meaning and legal background
is provided in our dataset [25]. These constraints do not depend on the instance of
our exemplary LAF-based GDPR Metamodel but rather can be reused for all instances
of the LAF-based GDPR Metamodel, e.g., for different systems. To consider SAFs in
the constraint definition, the labels that correspond to the SAF Expressions need to be
referenced in the constraint. However, as Scopes and Expression definitions might differ
between legal experts, constraints that take SAFs into account can not universally be
reused.

As an example, we define a constraint that includes the identifiability of the customer.
The constraint shown in Listing 1 defines that data of the customer, which also identifies
the customer, shall not flow out of the responsibility of the mobility provider if the
customer has given no fitting consent for further processing.

Figure 9 shows the resulting violation in TFG c.all_1 of our running example. The
create statistics and create advertisement vertices result in a violation, as they are not
within the responsibility of the mobility provider and/or do not have the fitting consent of
the customer, but have data flowing into them with which the customer can be identified.
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Figure 8: Resulting nine TFGs of the running example after resolving SAF Annotations.

1 Data
2 with NaturalPerson.customer and
3 with identifiability.true
4 never flows to
5 Vertex
6 without Controller.mobility provider or
7 with Consent.$consent
8 where $consent.isEmpty

Listing 1: Analysis constraint for identifiability of running example.
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Figure 9: TFG c.all_1 of our running example with highlighted violations that result from the constraint
defined in Listing 1.

In the case of our workflow (see Section 3), it is clear that the identified threat is
due to legal uncertainty regarding the identifiability of the customer. This would prompt
the legal experts to perform additional legal interpretation regarding the identifiability
in the specific scopes where the threats are identified (step 9). In the example, legal
experts should further investigate and interpret identifiability in the TFGs that produce
a violation, i.e., whether the customer is actually identifiable by the statistics provider
and marketing agency in these data flows, extending the SAF Annotation with their
results (step 3). This way, if the uncertainty of an ULT can result in a potential legal
threat, legal experts are directly pointed to the exact reduced scope in order to try to
resolve the uncertainty.

6. Evaluation

The evaluation of our work aims to achieve two goals. First, we want to discuss the
feasibility of our collaboration workflow. To this end, we discuss how the LAF refer-
ence metamodel is constructed and show that it is applicable to other domain-specific
legal models of related work and to other legal norms. For the collaboration workflow,
we provide a discussion, drawing on related work and perspectives from both the legal
informatics and software engineering authors, that reflects on our findings and poten-
tial applicability and generalizability beyond the exemplary case shown throughout this
paper. Second, we evaluate the extension of the xDECAF analysis. This includes inves-
tigating the correctness of the extension in handling ULTs and examining the scalability
of the analysis.

Based on these goals, we define the following evaluation questions:
EQ1 How feasible is the collaboration workflow?
EQ2 Does the pre-processing of TFGs correctly handle and resolve SAFs?
EQ3 How does the execution time of the extended analysis scale regarding different

aspects?
We further include a preliminary evaluation of the completeness of our exemplary

LAF-based GDPR metamodel and the accuracy and scalability of the bidirectional trans-
formation between DFDs and LAF-based GDPR metamodel instances that are derived
from related work in our dataset [25]. We do not assess the usability of our overall
approach. Usability is typically evaluated through user studies and is centered around
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tool support, including a concrete syntax used for modeling. Neither of them is a direct
contribution of this work.

6.1. Evaluation Design
For EQ1, we rely on qualitative discussions that are based on findings of or during the

interdisciplinary collaboration that is at the center of the contributions of this article and
draws on the perspectives of both legal informatics and software engineering authors. As
it is central to enabling our workflow, we assess the generalizability of our LAF reference
metamodel. To this end, we first detail the semantical grounding of each element in the
metamodel. We further show its applicability and generalizability by applying our LAF
reference metamodel structure to five approaches of related work ([26, 2, 13, 27, 28]),
which provide an explicit GDPR representation on the same abstraction level as our
LAF reference metamodel. To this end, we check if the representations conform with our
LAF reference metamodel. A representation conforms to our LAF reference metamodel
if each of its elements either semantically matches (conforms) to one or more types in
our reference metamodel or does not have semantics that actively conflict with our LAF
reference metamodel. If an element semantically conforms or actively conflicts with
our LAF reference metamodel, was assessed in interdisciplinary discourse between the
authors. Conforming metamodels could be used as a legal viewpoint in our proposed
workflow, similar to our exemplary LAF-based GDPR metamodel. To further provide
an initial showcase of its applicability to other legal norms, we also include a preliminary
LAF-based Cyber Resilience Act metamodel in our dataset [25].

We complement this demonstration of generalizability with a discussion drawing on
the perspectives of both legal informatics and software engineering authors. This dis-
cussion also addresses which parts of the workflow generalize to other legal domains,
which steps require adaptation, and which considerations arise when integrating legal
and software perspectives.

We evaluate the pre-processing of TFGs prior to analysis, by checking whether the
expected subject-induced TFGs are produced for given evaluation scenarios and whether
SAF Annotations are correctly handled by annotating corresponding labels (EQ2). We
check the correct handling of SAF Annotations by comparing analysis results to a manu-
ally created expected gold standard. To quantify correctness, we use the standard metrics
of precision, recall, and F1 score:

p = tp

tp + fp
, r = tp

tp + fn
, F1 = 2 p · r

p + r
,

where tp denotes true positives, fp false positives, and fn false negatives. True pos-
itives correspond to TFGs that are correctly created or violations correctly identified,
false positives to TFGs or violations incorrectly created or identified, and false negatives
to TFGs or violations that should have been created or identified but were missed. The
evaluation scenarios use our exemplary LAF-based GDPR Metamodel. They are based
on variations of our running example and selected related case studies, where violations
and SAFs for ULTs such as identifiability, transparency, or necessity (Art. 5(3) GDPR)
are introduced. The full set of scenarios, variations, and added violations is provided in
our dataset [25].

We evaluate the scalability of the extended data flow analysis of xDECAF (EQ3) in
two ways: We first conduct a worst-case time complexity analysis on the algorithm for
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pre-processing of TFGs (deriving subject-induced TFGs and resolving SAF Annotations,
see Section 5). Second, we check the actual execution time of the extended analysis,
including pre-processing, while increasing the size of individual aspects of the input
models:

• The number of following Events/Action elements, as they impact the length of the
data flow.

• The number of Legal Object elements as they affect the propagation effort along
the data flow.

• The number of Legal Subject, as they impact the pre-processing subject-induced
TFGs.

• The number of Legal Contexts and the number of Scope Sets with Expressions
defined in a SAF Annotation as they play a key role in the calculation of whether
a vertex satisfies a Scope Set.

• The number of resolvable and uncertain SAF Annotations. As both types affect
the resolving of SAF Annotations differently.

For each of the resulting scenarios, we define an analysis constraint that does not identify
any violations but requires the analysis to check every TFG and every vertex.

To better distinguish the effects of different features of the LAF reference metamodel
and SAF extension on scalability, we generate individual minimal metamodel instances
with an increasing number of respective instances of the metamodel element. For each
run, we increase the model feature under consideration by a power of ten, starting at 100

and ending at 105. We believe 105 elements of any aspect in a LAF-based domain-specific
legal metamodel instance are far beyond the number of elements typically contained in a
model instance, as creating and extending the instances is mostly manual work. In fact,
in the preliminary evaluation of transformation accuracy based on our exemplary LAF-
based GDPR metamodel (see dataset [25]), no evaluation scenario from related work
ever exceeded a number of 103 overall elements. We run each case 10 times and take the
median execution time to exclude outliers or measurement anomalies. We deliberately
omit the time needed to load the model instances, as for some of the larger model
instances, this exceeds the execution time and thus distorts the results. We executed
the analyses on a dedicated VM that has 4 AMD Opteron 8435 cores, 97 GB RAM, and
runs Debian 11 with OpenJDK 17.

6.2. Results and Discussion
In this section, we split the presentation and discussion of the results of our evaluation

according to our evaluation goals.

6.2.1. EQ1 - Workflow Feasibility
Continuous compliance has been recognized as a critical aspect of modern software

engineering. Fitzgerald and Stol [8] emphasize that software engineering should be a con-
tinuous process encompassing compliance, security, and evolution. Other works in the
field of privacy engineering highlight the necessity of ongoing legal assessments, which
inherently require continuous interaction between legal and technical stakeholders [7, 6],
and point out the challenges of such collaboration. During our own interdisciplinary
collaboration (see Subsection 1.2), we also found that divergent terminology, methodolo-
gies, and conceptual frameworks introduce significant risks of miscommunication, which
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further aligns with the findings of related work [2]. Explicitly defined interfaces for com-
munication between the two disciplines and automated support for these interactions
represent a valid way of improving collaboration. This makes a structured process, such
as our proposed workflow, desirable because it reflects a need that is already recognized
in practice.

Grounding of LAF Reference Metamodel:. The elements of the LAF reference meta-
model are grounded in concepts that recur across several established legal ontologies,
or ontology-like approaches. In interdisciplinary discourse of the authors, we analyzed
LKIF-Core [29, 30, 31], LRI-Core [32], ODRL-RCP [33], and FOLaw [34], identified con-
cepts that refer to definitional elements, and consolidated the findings. Each element
corresponds to ontology constructs with equivalent semantics in multiple sources:
Legal Subject represents an entity capable of performing or initiating an action. This

aligns with the explicit modeling of agents in several legal ontologies. LKIF-Core
defines actors who bear roles in legal situations, and LRI-Core models agents as
participants in normative and factual structures. ODRL-RCP expresses parties/ac-
tors (e.g., Assigner/Assignee) that perform or are assigned actions on assets; these
map directly to LegalSubject as the actor role in action expressions. FOLaw models
agents/actors in legal frames and treats them as participants in factual patterns.

Legal Object captures an entity to which something happens or upon which something
is performed. Similar distinctions exist in LKIF-Core, where legal objects are
explicitly distinguished as the passive or affected participants in legal relations and
events. LRI-Core also models objects of actions and events as first-class participants
in factual patterns. The ODRL-RCP Asset is the object of policy actions (the
thing being used, transferred, etc.). FOLaw explicitly models “object of action”
and “object of rights” as first-class categories; this aligns with LegalObject as the
affected participant.

Event represents something that happens and involves one or more Legal Objects.
LKIF-Core models events as factual occurrences that may have legal relevance,
and LRI-Core similarly treats events as core elements in constructing factual pat-
terns underlying legal reasoning. FOLaw models occurrences that ground legal
reasoning.

Action is modeled as a specialized form of Event that is performed by a Legal Subject.
This distinction appears across legal ontologies: LKIF-Core differentiates agentive
actions from general events through participation roles, while LRI-Core explicitly
represents actions as agent-caused events within normative reasoning structures.
ODRL models actions (use, transfer, create, etc.) as first-class constructs linking
parties and assets. FOLaw explicitly distinguishes actions (agent-caused events)
from occurrences, providing a factual/actional pattern.

Legal Context captures descriptive circumstances or situational qualifiers that relate
to a Subject, Object, Event/Action, or another Context. LRI-Core includes contex-
tual information as part of its description of legal reasoning patterns. LKIF-Core
incorporates situations and conditions to qualify legal facts. FOLaw models cir-
cumstances and situational qualifiers as part of legal facts.

Application to Related Work and Other Legal Domains. Of the five investigated GDPR
representations from related work, we could only identify semantic conflicts in one ap-
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proach. In their GDPR representation, Matulevičius et al. [13] define artifact elements
and a PrincipleOfProcessing element, that, while they are part of the GDPR domain, do
not fit the abstraction level of our LAF reference metamodel. Excluding those elements,
the remaining representation conforms perfectly with our LAF reference metamodel.
Three [26, 27, 28] out of the five approaches contained elements that represent legal
consequences, like obligations or rights, which we do not include in our LAF reference
metamodel, as we focus exclusively on the definitional elements of legal norms. Explic-
itly, the approaches of Torre et al. [26] and Palmirani et al. [27] both define packages of
GDPR domain elements that contain large parts that focus on the representation of legal
consequences of the GDPR. In these three approaches, however, these elements do not
represent a semantic conflict, but rather additions in the legal domain model and could,
excluding those elements, still be used in our bidirectional transformation, SAF exten-
sion, and extended analysis of the workflow. Of the five approaches, the representation
of Sion et al. [2] conforms the best: Including no additional elements and each element
conforming to exactly one type in our LAF reference metamodel.

To show the applicability to other legal norms, we created an initial LAF-based Cyber
Resilience Act (CRA) metamodel. The norm was chosen because it is also technology-
oriented and centered on software-based systems. The metamodel represents our initial
effort and has not been used in the context of the overall workflow. All GDPR represen-
tations from related work, with indications of the conforming LAF reference metamodel
types, and the initial LAF-based CRA metamodel are available in our dataset [25].

Discussion on Results:. The system-centric and action-oriented character of the GDPR
has lent itself to our LAF reference metamodel, but this may not hold for other legal
norms. Since our workflow is intended to support the identification of legal threats di-
rectly from system design or architecture, its applicability is more likely in legal domains
that are technology-oriented. Adapting the workflow to a completely new legal domain
requires considerable effort, especially in defining appropriate viewpoints and analysis
rules based on those domains. However, our experience when creating our exemplary
GDPR Metamodel and preliminary CRA Metamodel as part of our interdisciplinary col-
laboration showed that ontologies in general also play a role in jurisprudence. During our
collaboration, the authors with a legal informatics background had no problems iden-
tifying and clustering domain elements of a legal norm and defining relations between
them. With some initial information on the specifics of metamodeling, bringing most of
the semantic information from the legal domains in a form that makes the technical im-
plementation as a viewpoint in our workflow was straightforward. While we hypothesize
that the workflow is applicable for other legal domains and showcase our initial prelimi-
nary application to the CRA, systematic empirical validation of this claim remains future
work.

6.2.2. EQ2 - Analysis Extension Accuracy
Our analysis was able to correctly identify all introduced violations that result from

issues pertaining to central aspects of the GDPR and issues resulting from CDAs while
creating the expected TFGs in the process. Regarding TFG creation, for both considered
scenarios, our analysis created the expected TFGs (tp = 40) without false positives
fp = 0 or false negatives fn = 0. This results in a precision p = 40

40+0 = 1.0, recall
r = 40

40+0 = 1.0 and F1 = 2 1∗1
1+1 = 1.0 Regarding the correct identification of violations,
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our analysis identified all introduced data protection violations (tp = 20) without false
positives fp or false negatives fn. This results in a precision p = 20

20+0 = 1.0, recall
r = 20

20+0 = 1.0 and F1 = 2 1∗1
1+1 = 1.0, indicating that our analysis is accurate. These are

typical results of such analyses. Since our analysis does not use heuristics, the models
analyzed have only limited expressive power, and our analysis can only check a closed
set of clearly defined specifications; checking accuracy is similar to checking functional
correctness.

6.2.3. EQ3 - Scalability
In the following, we present the results of our scalability evaluation, including a

comparison of the theoretical worst-case time complexity to the measured execution
times across varying model sizes.

Algorithm 1 Subject-Induced Subgraph Construction and SAF Resolution
1: for each TFG // O(|TFG|)
2: Create set of connected subject-induced subgraphs // O(2|Subj| · |V |)
3: for each subject-induced TFG // O(|TFG| · 2|Subj| · |V |)
4: for each vertex v ∈ V // O(|V |)
5: Check if v has SAF annotation // O(1)
6: for each SAF annotation at v // O(|SAF.Ann|)
7: for each ScopeSet // O(|ScopeSet|)
8: Check if v isIn Scope // O(|Scope|)
9: Clone TFG with additional expressions // O(|V |)

|ScopeSet| is upper bounded by |Expr.|, and |Scope| has a logical upper bound of
2|V |. After applying these substitutions and reducing the term to its dominant factors,
the Big-O worst-case time complexity is:

O
(

2|Subj.| · 2|V | · |V |2 · |TFG| · |SAF.Ann| · |Expr.|
)

Looking at the results of our execution time measurements in Figure 10, we exhibit
a similar exponential growth in execution times for most model aspects. The results
for increasing numbers of Events/Action and Legal Subject elements confirm their high
impact on time complexity, as we were even unable to run the analysis for more than
104 elements. The high impact on the number of created TFGs during the analysis also
manifests in a high demand for RAM, as all instances are held in storage. Even though
the machine is equipped with 97Gb of RAM, it is not configured with memory paging,
resulting in memory overflowing in these cases. Given the growth of the graphs up to
this point, we can assume further exponential growth in execution times. However, as
already stated in Subsection 6.1, looking at the evaluation scenarios from related work
(see dataset [25]), we can see that they rarely exceed 100 elements, for which the worst-
case median execution time over all metamodel features is below 35 ms.

Looking at the worst-case scenario, for 100,000 Scope Sets and Expressions in a SAF
Annotation, we observe the highest median execution time of just under 1.5 hours. While
these execution times are not feasible for run-time analyses, during design time, longer
analysis times are common and considered feasible [19, 35].
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Figure 10: Findings on analysis scalability with increased data flow or context size.

Regarding the scalability with an increasing number of SAF Annotations, we can see
that scaling the number of uncertain SAF annotations shows a lower execution time for
larger numbers compared to resolvable SAF annotations. This seems counterintuitive at
first since uncertain SAF annotations require consideration of all possible Expressions
of the SAF, while resolvable SAF annotations may require the consideration of fewer,
but at most all possible Expressions. The observed discrepancy can be explained with
optimizations in the early identification of uncertain SAF annotations, which are not
explained in Section 5 for the sake of clarity. Most effort in the calculation of all discrete
Expressions of the SAF annotation for each vertex lies in the calculation of whether a
vertex satisfies a Scope Set (O(|ScopeSet| · |Scope|)). The optimizations make it possible
to skip this calculation, as all Expressions have to be considered anyway. However, an
increasing number of resolvable SAF annotations exponentially increases the effort.

Comparing the impact of elements of the LAF reference metamodel to the impact
of elements of the SAF extension (worst-case time complexity and measured execution
times), it becomes clear that the complexity of the analysis is dominated by the model
elements that have an effect on the length and number of TFGs rather than the number
or size of SAFs.

6.3. Threats to Validity
In this section, we discuss the external validity, internal validity, and reliability of

our evaluation. Our main threats to external validity are the limited generalizability of
the evaluation of the applicability of our LAF reference metamodel, as we only used five

23



approaches of related work, all in the field of the GDPR, risking overfitting the chosen
cases to our contributions. While we cannot fully mitigate this threat, the selection
of approaches was guided by the availability of a clear and complete representation of
their modeling concepts –— preferably illustrated with comprehensible figures — which
enabled a reliable compliance check against the LAF reference metamodel. Further-
more, while the GDPR represents one of the most influential and prevalent technology-
driven regulations, with widespread associated research activity, making it a good case
for showcasing applicability, we also provide an initial LAF-based metamodel for the
Cyber Resilience Act to demonstrate the potential applicability of our approach beyond
the GDPR.

A potential threat to internal validity arises from our grounding of the LAF reference
metamodel and the resolution of ULTs. For the grounding of our LAF reference meta-
model in legal ontology research, there is a risk that relevant approaches in legal ontology
research were missed. We try to partly mitigate this threat by grounding our LAF refer-
ence metamodel in multiple prominent approaches that are often used as a base in other
works and exhibit high citation numbers. In addition, the modeling was also directly
influenced by the jurisprudential expertise of the authors with a background in legal
informatics. To mitigate the general risk of subjective interpretation, all contributions
presented in this paper have been developed in close interdisciplinary collaboration be-
tween software engineering and legal informatics researchers (see Subsection 1.2). While
we cannot entirely mitigate subjectivity, we also openly present direct legal references
and reasoning wherever possible.

To mitigate threats to the reliability of our evaluation, we have published a dataset
[25] that aids in reproducing our results. The dataset contains all code and model artifacts
used for evaluation, annotated illustrations of related work regarding the applicability
of our LAF reference metamodel, and further evaluation cases of the GDPR running
example.

6.4. Limitations
This section outlines the limitations and assumptions of the presented approach and

its evaluation. Our proposed workflow assumes that at least one or more legal viewpoints
on a software system can be created, which in themselves provide a comprehensive legal
picture of the system for legal experts to have real added value to work with and persist
information in it. An additional limitation of the associated SAF metamodel extension is
the assumption that undefined legal terms can assume a finite set of clearly distinguish-
able values that can be represented by the SAFs and Expressions of our SAF metamodel
extension. We argue, however, that legal experts can aggregate large or infinite sets of
possible values of an attribute to a reduced or summarized set of values tailored to the
current legal situation.

Our evaluation is focused on the feasibility of the proposed workflow. We did not
evaluate the usability of the workflow. Other related work has shown that users can
model DFDs and use their analysis [36] and that DFDs are commonly used in industry
to assess different aspects of information security [17]. However, with regard to our legal
perspective, we plan to evaluate the usability and other quality attributes of our proposed
workflow through user studies in future work.

24



7. Related Work

In this section, we provide an overview of related work and the state of the art in the
topics of legal knowledge representation, GDPR modeling approaches, and compliance
checking techniques in business processes and system architectures.

Work on representing legal knowledge has produced several foundational ontologies
and XML standards that enable knowledge representation and automated reasoning in
the legal domain. LKIF Core [29, 30, 31] provides a foundational legal ontology that
formalizes basic legal and commonsense concepts in OWL-DL to support knowledge ex-
change across legal reasoning systems. Its top levels describe context (location, time),
then the intentional level regarding actions, agents, and roles, and lastly the legal level
with legal agents, actions, rights, and powers. MetaLex XML [30] is used for the XML
encoding of the structure and metadata of documents that function as a source of law.
Similarly, LegalRuleML [37, 38] provides an XML-based language for modeling normative
rules that satisfy legal domain requirements. It captures obligations, permissions, pro-
hibitions, temporal validity, defeasibility, and reparations, and introduces mechanisms
to link rules to textual legal sources. Foundational approaches such as LRI-Core [32]
and FOLaw [34] aim to cover the main concepts common to all legal domains and are
explicitly grounded in common-sense conceptualizations rather than purely formal com-
mitments. UFO-L [39] is a legal core ontology grounded in the Unified Foundational
Ontology (UFO) [40, 41] for representing legal relations and legal positions in conceptual
models, making relational legal structures explicit through relators. CLO [42], grounded
in DOLCE [43], supports the definition of domain ontologies, the definition of a juridical
wordnet, and the design of legal decision support systems. Finally, ODRL-RCP [33]
models legal requirements and business process permissions using concepts like permis-
sions, prohibitions, dispensations, and obligations, and translates them via InstAL into
Answer Set Programming for automated compliance checking. While these approaches
focus on the formal representation of legal knowledge and reasoning, they do not explic-
itly address the integration of legally relevant concepts into software architecture models
or support iterative collaboration between legal and technical stakeholders during system
design, which is the focus of our work.

Building on the legal knowledge representations, a significant body of work has fo-
cused on formalizing the GDPR into machine-readable representations to enable com-
pliance checking, reasoning, and integration into technical systems. GDPRtEXT [44]
represents the regulation as linked data, assigning persistent URIs to all structural ele-
ments and reusing existing vocabularies, thereby supporting precise referencing. Several
ontologies aim to capture GDPR concepts for reasoning and compliance. PrOnto [27]
provides a modular legal ontology for privacy, modeling actors, roles, workflows, and
deontic rules, and aligns with LegalRuleML to enable automated normative reasoning.
Similarly, GDPR-IS [28] focuses on linking GDPR obligations with information security
concepts. While these approaches aim to make legal requirements operational for tech-
nical systems, they primarily focus on capturing the internal structure and semantics
of the regulation itself. While not contradictory, our approach focuses on providing a
norm-agnostic approach to modeling aspects of legal norms to facilitate a collaborative
workflow. Beyond ontologies, Torre et al. [26] create UML class diagrams and OCL
constraints that structure GDPR domain elements and describe how to use them for
compliance rule extraction. Sion et al. [2] define a DFD-based GDPR compliance ap-
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proach that introduces a GDPR-based architectural viewpoint. Their aim is to support
Data Protection Impact Assessments and describe how the viewpoint could be mapped
to DFDs. In contrast, our approach does not introduce a GDPR-specific architectural
viewpoint, but instead provides regulation-agnostic reference metamodel, with which
such norm-specific viewpoints could be created.

Compliance checking has also been addressed at the level of business processes, us-
ing BPMN-based approaches. Governatori et al. [14] use a formal contract language
to encode obligations and compares BPMN execution paths against these rules under
ideal semantics. Similarly, Awad et al. [15] combine BPMN-Q queries with temporal
logic model checking to verify sequencing and dependency constraints. In the GDPR
context, Matulevičius et al. [13] introduce an analysis method for a previously developed
GDPR representation [45], by employing iterative refinement. Their analysis is designed
to work on BPMN models by extracting an ”As-Is compliance model”, comparing that
to a fully compliant GDPR model, with the goal of refining BPMN model until it is com-
pliant. Similarly, Bartolini et al. [16] propose an ontology-based approach for integrating
GDPR requirements into business process design, by annotating BPMN workflows with
data protection concepts and supporting automated compliance checks during process
modeling. The iterative refinement mechanisms proposed by Matulevičius et al. [13] and
Bartolini et al. [16] are conceptually related to our workflow in that they support repeated
compliance assessment during modeling. However, these approaches operate primarily
at the level of business process models and focus on the GDPR, whereas our approach
provides a less norm-specific modeling and aims to explicitly include legal experts in our
workflow.

Several approaches also enrich DFDs with formal semantics and verification mecha-
nisms to address broader privacy and security concerns. Antignac et al. [46, 47] present
two extended DFD syntaxes to model privacy requirements. The Privacy-Aware DFD
[46] syntax extends the DFD syntax by defining data flow annotations that represent
the different roles defined in Art. 4 GDPR. Antignac et al. [46] also present a model
transformation between their business-oriented DFD syntax [47] and a different privacy-
aware DFD syntax. Alshareef et al. [48, 11] present a line of work focused on modeling
and extending DFDs with privacy-related information. Their formal framework enables
the annotation of DFDs with purpose labels and privacy signatures [11]. By leveraging
these signatures, they automatically derive labels and check them for consistency. Ah-
madian et al. [9] provide a methodology to support privacy impact assessment, using
model-based privacy and security analyses to calculate the impact of the threats on the
privacy targets derived from legal texts and recommendations. Complementary efforts
integrate security solutions as first-class elements in DFDs [18]. Similar to the privacy-
aware DFD extensions, our work also relies on DFD-based representations to reason
about data processing and privacy. However, while these approaches extend DFDs with
specific annotations and analysis mechanisms, our approach additionally treats DFDs
and domain-specific legal metamodel instances as co-evolving artifacts and focuses on
maintaining consistency.

Wright et al. [7] discuss the need for continuous Privacy Impact Assessments but do
not provide a concept or solution to do so. They also say that assessments should begin at
the earliest possible stages, which aligns with the aim of our proposed approach. Sion et
al. [6] also discuss the need for continuous privacy impact assessments. They emphasize
the advantages of design-level assessment for privacy in software-intensive systems but
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highlight the problem of predicting key operational aspects during design time. They
envision an extension of the DevOps loop, called DevPrivOps, to tackle this problem.

8. Conclusion

In this paper, we presented a model-driven workflow that supports ongoing interdis-
ciplinary collaboration in legal threat modeling by bridging legal and technical perspec-
tives. Central to the approach is the Legal Assessment Facts (LAF) reference metamodel,
which provides an abstract, legally grounded foundation for defining domain-specific legal
viewpoints based on established legal and foundational ontologies. Bidirectional incre-
mental transformations maintain consistency between legal views and data flow diagrams,
enabling legal experts and software engineers to work with familiar representations while
sharing a common system description.

To address the interpretative nature of law, we introduced the Scope-dependent As-
sessment Fact (SAF) extension, which enables the modeling of undefined legal terms and
captures scope-specific interpretation results. To manage the resulting uncertainty, we
extended our xDECAF data flow analysis by generating system variants that reflect al-
ternative interpretations and using them to identify potential legal threats within specific
scopes.

Our evaluation demonstrates the generality of the LAF reference metamodel, its com-
patibility with existing GDPR representations, and its applicability beyond the GDPR
through an initial Cyber Resilience Act metamodel. The results further show that the ex-
tended analysis correctly identifies legal threats while remaining tractable for realistically
sized design-time models.

In future work, we aim to evaluate the usability of the collaboration workflow through
an extensive user study involving legal experts. We also aim to further our interdis-
ciplinary collaboration by applying the LAF reference metamodel to additional legal
norms, thereby demonstrating its broader applicability and establishing an initial set of
legal viewpoints for the workflow.

Open Science and Data Availability

We provide a dataset [25] containing code artifacts, metamodel instances, and a pre-
configured IDE for replication. We further provide additional descriptions and reasoning
for presented aspects of this work, including further evaluation results and artifacts.
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