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Abstract

Humanity has always been fascinated by the universe and has continuously expanded its
knowledge about it. Since the first discovery of a planet outside the solar system, improved
technology now also allows us to investigate potential atmospheres around these planets,
which are influenced by their home star.

It is known from Earth that highly energetic particles can change the composition of
Earth’s atmosphere, in particular influencing so-called biosignatures such as ozone (O3) or
nitrous oxide (N2O). These are trace gases that could indicate biogenic activity and are
relevant for observations of exoplanets. Red dwarf stars are the most common type of star
in the universe and often have higher stellar activity than Sun-like stars. Studying the
effects of these energetic particles on the atmospheres of planets orbiting red dwarfs is
crucial for improving the interpretation of current and future measurements.

In this context, the thesis addresses the influence of strong stellar energetic particle events
(SEP) on exoplanetary atmospheres. Various simulations were carried out using the ion
chemistry model ExoTIC (ExoplanetaryTerrestrial IonChemistry model). After validating
newly implemented reactions using today’s Earth atmosphere during the Halloween
energetic particle event in October 2003, the model simulations were extended to two
exoplanets with diverse atmospheres. These two planets orbit an active on the one hand,
and an inactive red dwarf star on the other hand. To model the particle environment for
red dwarf stars, the Carrington event of 1859 was scaled to the position of the exoplanets
around their host star. For Earth, it was one of the strongest ever recorded solar energetic
particle event.

The comparison between simulations and observations on Earth during the Halloween
storm of 2003 showed good agreement, suggesting that the model configuration can be
used for further simulations. The results for the different exoplanetary atmospheres varied
significantly. For N2–dominated atmospheres, changes in the N2O, H2O, and O3 concen-
trations were observed during the particle event, while in H2–dominated atmospheres,
water vapor was primarily affected. The changes in atmospheric composition are therefore
also reflected in the simulated transmission spectra and can make it more difficult to
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Abstract

interpret the measured data. Particularly in N2-dominated atmospheres without biogenic
fluxes, the abiotic production of N2O shows more pronounced signals in the simulated
transmission spectrum and suggests that N2O is a marker for stellar activity rather than a
robust biosignature.

The results of this work contribute to a better interpretation of current and future mea-
surements and show that the influence of stellar energetic particles have to be taken into
account. In particular, since exoplanetary atmospheres can vary greatly, the effects on
composition are very different.
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Zusammenfassung

Seit jeher sind Menschen fasziniert vom Universum und haben den Drang das Wissen
darüber kontinuierlich zu erweitern. Seit der ersten Entdeckung eines Planeten außerhalb
des Sonnensystems, erlaubt es die verbesserte Technologie auch potentielle Atmosphären
um diese Planeten zu untersuchen. Diese Atmosphären werden durch den Heimatstern
des Planeten beeinflusst.

Von der Erde ist bekannt, dass energiereiche Teilchen die Zusammensetzung der Erdatmo-
sphäre verändern können, insbesondere auch Einfluss auf sogenannte Biosignaturen wie
Ozon (O3) oder Lachgas (N2O) nehmen. Dies sind Spurengase, die auf eine biogene Aktivi-
tät hinweisen könnten und für Beobachtungen von Exoplaneten von größerer Relevanz
sind. Rote Zwergsterne sind im Universum der am häufigsten vorkommende Sterntyp
und besitzen oft eine größere stellare Aktivität im Vergleich zur Sonne. Die Untersuchung
der Auswirkungen dieser energiereichen Teilchen auf die Atmosphäre von Planeten um
rote Zwerge ist entscheidend, um die Interpretation von gegenwärtigen und zukünftigen
Messungen zu verbessern.

Die vorliegende Arbeit befasst sich in diesem Kontext mit dem Einfluss von starken
stellaren Teilchenereignissen (SEP) auf Exoplanetare Atmosphären. Hierzu wurden ver-
schiedene Simulationen mit dem Ionenchemiemodell ExoTIC (Exoplanetary Terrestrial
Ion Chemistry model) durchgeführt. Nach einer Validierung von neu hinzugefügten Reak-
tionen am Beispiel der heutigen Erdatmosphäre während des Halloween Ereignisses im
Oktober 2003, wurden die Modellsimulationen auf zwei Exoplaneten mit unterschiedlichen
Atmosphären ausgedehnt. Diese beiden Planeten umkreisen dabei einerseits einen aktiven
und andererseits einen inaktiven roten Zwergstern. Für die Modellierung des dortigen
Teilchenflusses, wurde das auf der Erde beobachtete Carringtonereignis von 1859 auf die
Position der Exoplaneten um deren Stern skaliert.

Der Vergleich zwischen den Simulationen und Beobachtungen auf der Erde während des
Halloween Ereignisses von 2003 ergab eine gute Übereinstimmung. Demnach konnte
das Modell Setup für die weiteren Simulationen verwendet werden. Die Ergebnisse für
die verschiedenen exoplanetaren Atmosphären variierten deutlich. Für N2-dominierte
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Zusammenfassung

Atmosphären zeigten sich während des Teilchenereignisses Veränderungen in den N2O,
H2O sowie O3 Konzentrationen, wohingegen bei H2-dominierten Atmosphären vor allem
Wasserdampf beeinflusst wird. Die Veränderungen in der atmosphärischen Zusammenset-
zung zeigen sich folglich auch in den simulierten Transmissionsspektren und können die
Interpretation der Messdaten erschweren. Insbesondere in N2-dominierten Atmosphären
ohne biogene Flüsse ist die abiotische Produktion von N2O mit deutlicheren Signalen im
Transmissionsspektrum zu sehen und deutet darauf hin, dass N2O eher ein Marker für
stellare Aktivität ist, als eine robuste Biosignatur.

Die Ergebnisse dieser Arbeit tragen dazu bei, aktuelle und zukünftige Messungen bes-
ser interpretieren zu können und zeigt auf, dass dabei der Einfluss von energiereichen
Teilchen berücksichtigt werden muss. Insbesonders, da exoplanetare Atmosphären sehr
unterschiedlich sein können, sind die Auswirkungen auf die Zusammensetzung sehr
verschieden.
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Foreword

"To me, it underscores our responsibility to deal more kindly with one another,
and to preserve and cherish the pale blue dot, the only home we’ve ever known."

— Carl Sagan, Pale Blue Dot, 1997

Part of the results presented in chapter 5 form a core contribution to a peer-reviewed
article in the Astrophysical Journal:
Herbst, K., Bartenschlager, A., Grenfell, J. L., Iro, N., Sinnhuber, M., Taysum, B., Wunderlich,
F., Engelbrecht, N. E., Light, J., Moloto, K. D., Harre, J.-V., Rauer, H., & Schreier, F. (2024).
Impact of Cosmic Rays on Atmospheric Ion Chemistry and Spectral Transmission Features
of TRAPPIST-1e. The Astrophysical Journal, 961(2), 164. https: // doi.org/ 10.3847/ 1538-
4357/ad0895

As a non-native English speaker, I used the language-support tool DeepL to improve
grammar and style. All scientific content, analyses, and conclusions are my own work.
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1 Introduction

1.1 Motivation

Since the first detection of an extrasolar planet (exoplanet) around a solar-type star by
Mayor and Queloz (1995), more than 6,0001 planets have been detected so far, and the
number is increasing quite fast. This suggests that extrasolar systems are very common in
the universe and the shape of their planets can be very different.

For observations, it is easier to detect larger planets around sun-like stars, but evolving
technology over past decades has also made it possible to discover Earth-sized planets. In
2011, Fressin et al. (2012) announces the detection of two Earth-sized planets around the
star Kepler-20. The system was observed by NASA’s Kepler space observatory and the
planets were subsequently named Kepler-20e and f. This type of planet in particular is of
great interest, as the rocky structure could be ideal for the search for life. As we know
so far, it is crucial for surface life that a planet has an atmosphere, shielding the harmful
stellar radiation. For this reason, observations in recent years have increasingly focused on
discovering and studying the atmospheres of extrasolar planets, finding a great diversity
of atmospheric compositions (Madhusudhan et al., 2016). However, in contrast to the
discovery of planets, it requires a much higher measurement accuracy of the instruments,
since the contribution of an atmosphere is much smaller compared to the star-to-planet
ratio.

Ongoing missions like the Hubble Space Telescope (HST) and the James Webb Space
Telescope (JWST) are able to characterize exoplanetary atmospheres in different wave-
length ranges from visible to infrared using the transit method. Within this range, several
trace gases absorb very well, for example H2O (2.7 𝜇m), CO2 (4.3 𝜇m) or O3 (9.6 𝜇m) have
absorption bands in the infrared (Goody & Yung, 1995). Although the technical limits are
being pushed further and further and are reaching their current peak with JWST, it is
still not possible to characterize atmospheres of Earth-like planets around Sun-like stars

1 https://exoplanetarchive.ipac.caltech.edu/, last visited December 9, 2025
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1 Introduction

with JWST, as the atmospheric signal-to-noise ratio is still too low. Therefore, current
observations focus on M dwarf stars, which are smaller and have a higher star-planet ratio
(Seager et al., 2025). Fortunately, M-dwarf stars are the most abundant type of star in the
universe, which significantly increases the number of observational targets (Henry & Jao,
2024).

As M-dwarf stars tend to be more active compared to the sun, the stellar environment is
influenced by potential more frequent and more stellar energetic particle events (SEPs),
caused by coronal mass ejections (CMEs) or stellar flares, and galactic cosmic rays (GCRs)
as remnants of supernovae (Herbst et al., 2019a). Figure 1.1 illustrates the interaction
between stellar activity and planetary atmospheres, using Earth as an example. Once
the SEPs hit the atmosphere, they enable a cascade of different reactions that change the
Earth’s atmospheric composition (right part of Fig. 1.1).

Figure 1.1: Artists’ illustration of the interaction between stellar activity and planetary atmospheres.
The figure illustrates the interactions between different fields of research. Understanding the effects of
stellar energetic particles require a combination of stellar physics and the mechanisms behind stellar activity
(left part), as well as the interaction of such energetic particles with planetary atmospheres. For example in
Earth’s atmosphere, the mechanism of Ozone depletion by NO𝑥 chemistry is shown in the right part of the
figure (Credit: NOAA/NASA, public domain, artistic illustration created by Konstantin Herbst (PHAB | UiO),
used with permission).

On Earth, these SEPs are known to influence the chemical constituents of the upper
atmosphere mainly due to HO𝑥 (H, OH, HO2) and NO𝑥 (N, NO, NO2) species (Sinnhuber
et al., 2012). This will be further explained in chapter 2. Not only the Earth, but also
the atmosphere of Mars is exposed to the impact of high-energy particles. A recent
numerical study from Nakamura et al. (2023) also suggests Ozone (O3) depletion by HO𝑥
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1.2 Research Questions

and NO𝑥 similar to Earth. However, this is based on a slightly different mechanism, as the
atmosphere is CO2 dominated.

Regarding the variety of atmospheres and the more active M-dwarf stars, it is interesting
to apply this knowledge to extrasolar planets with the aim of better interpreting future
observations.

1.2 Research Questions

A key concept in exoplanetary research is the so-called atmospheric biosignatures. They
are trace gases, which can be attributed to life or be produced by organic processes. These
include molecular oxygen (O2), methane (CH4), nitrous oxide (N2O) and ozone (O3) as a
photochemical by-product of O2 (Grenfell, 2018). As mentioned in the previous section,
SEPs change the composition of the atmosphere and also cover the species noted above.
Hence, there could be potential to form biosignatures by abiotic mechanisms and create
false positive or false negative signals in the observations, which could be misleading in
the interpretation whether there is life beyond Earth or not. Together with the current
knowledge about energetic particles and the properties of M-dwarf stars, the objective of
this thesis is to address the following scientific questions.

Q1. How do stellar energetic particles and galactic cosmic rays influence the
composition of different atmospheres of planets around M-dwarf stars?

Q2. What impact do these changes in atmospheric composition have on the
observed transmission spectra and their interpretation?

Q3. Does this affect the observability and interpretation of the so-called
biosignatures in current and future observations?

To investigate these questions, model experiments are performed with the help of the 1D
ion chemistry model ExoTIC (Sinnhuber et al., 2012; Winkler, 2008). After describing the
details of the model in chapter 3, the thesis starts in chapter 2 with an introduction to
the theoretical background on the different types of stars and the principles of energetic
particles impacting planetary atmospheres. As part of this thesis, several new reactions
are added to the source code of ExoTIC. The results for validation against the atmosphere
of modern Earth are shown in chapter 4. Based on that, numerical simulations for two
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1 Introduction

exoplanetary systems with different properties are performed to study the influence of
energetic particles. The two systems studied, around the stars TRAPPIST-1 and LHS1140,
are located in the neighborhood of the solar system and host at least one rocky planet in
the so-called habitable zone. Both stars are red dwarf stars with different stellar activity
and are therefore very interesting in terms of energetic particle precipitation. The thesis
concludes with a summary and looks to future developments and observations in the final
chapter 6.
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2 Theoretical Background

The universe is quite complex and very diverse, and stars or planetary atmospheres are no
exception. With the newest instruments in space, these can be examined in more detail.
This chapter provides a theoretical overview of different types of stars and planetary
atmospheres (section 2.1). The sections 2.2 and 2.3 describe the topics which are the focus
of this thesis. They give an introduction to the phenomenon of particle precipitation,
which includes stellar or solar particle events (SPE) and galactic cosmic rays (GCRs) and
describe the influence of such particles on the atmospheric chemistry. Finally, section 2.4
introduces the different methods to observe (exo)planetary atmospheres.

2.1 From Stars to (Exo)planetary Atmospheres

The sun provides light and energy and has always fascinatedmankind. Without the sun, life
on Earth would not be possible. With the progress of science, it was recognized that it is just
one star among many, which also raised the question of its origin. Star formation begins
in interstellar clouds filled with gas – mostly H2 – and dust. If the gravitational potential
energy is higher than the kinetic energy of the particles, the cloud gets gravitationally
unstable and will contract (Hanslmeier, 2023). This contraction towards the center of the
cloud leads to collisions between the molecules, which results in a temperature increase. As
the temperature rises, the H2 molecules are first dissociated and then ionized (Hanslmeier,
2023), creating a plasma of free charged particles.

The released energy of the continuing gravitational collapse will increase the motion of the
charged particles, which leads to an internal pressure gradient, slowing down the collapse.
A temperature of ∼30,000 K is necessary to form a protostar (Beech, 2019). The formed core
accretes material, which leads to a surrounding disk, due to the conservation of angular
momentum. By accreting more and more material onto the stellar surface, the protostar
becomes bigger and heats up. When the temperature in its core is high enough, nuclear
fusion ignites and the star reaches the main sequence in the Hertzsprung-Russell diagram
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2 Theoretical Background

(HRD), also called a Zero Age Main Sequence Star, ZAMS (Beech, 2019; Hanslmeier, 2023).
The mass of the molecular gas cloud, or the amount of accreted material, determines the
type of star on the main sequence (McKee & Ostriker, 2007).

Figure 2.1: Hertzsprung-Russell diagram from Gaia measurements. The figure shows measurements
from Gaia (ESA), characterizing the properties (Luminosity, spectral class) of around two billion stars
(Copyright© ESA/Gaia/DPAC, licensed under CC BY-SA 3.0 IGO1, no changes were made).

Figure 2.1 shows the distribution of different type of stars in the HRD measured by Gaia.
Stars with less mass are cooler and appear in the lower right of the main sequence. They
are called M-dwarf stars according to their spectral class, while the hotter G-type stars
like the sun are located in the middle of the main sequence. The most common stars in
the universe are M-type stars (Beech, 2019). Due to their cooler temperature, convection
extends far into the core making them completely convective stars (Hanslmeier, 2023).
Therefore, this type of star can use its entire hydrogen reservoir for nuclear fusion and
together with their low luminosity, they have the longest lifetimes among main sequence
stars (Hansen et al., 2004; Adams et al., 2005).

1 Source: https://sci.esa.int/web/gaia, last visited on December 9, 2025
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2.1 From Stars to (Exo)planetary Atmospheres

Stellar spectrum

In a good approximation the radiation of a star can be described by a black body, which
means a Planck curve at a certain surface temperature (Hanslmeier, 2023). The higher the
temperature, the further the maximum of the radiation shifts to lower wavelengths.

Figure 2.2: Spectral energy distribution for different stellar types. The figure shows the spectral
energy distribution of different types of stars. G-stars (olive curve) have their maximum at around 500 nm,
F-stars (blue) at around 450 nm and K-stars (magenta) at around 700 nm. The maximum of M-stars is shifted
to red or infrared part of the electromagnetic spectrum (black curve). The figure is from Rushby et al. (2019),
licensed under CC BY 3.0.

This can be seen in figure 2.2, where the spectral energy distribution of different types
of stars is shown. Most of the total flux for G stars comes from the visible part of the
spectrum (olive green curve for the Sun), while for the cooler M stars most of it comes from
the infrared region (black curve). For example, the Earth at a distance of 1AU receives a
total irradiance of 1.37 kWm−2 (Hanslmeier, 2023). Together with the stellar activity (see
sec. 2.2), the different stellar spectra significantly influence the chemistry of a planet’s
potential atmosphere.

Planet Formation

The surrounding disk of a young star consists of 99% gas and 1% dust and is called
protoplanetary disk. The current state of research suggest, that the growth of planets

7

https://creativecommons.org/licenses/by/3.0/


2 Theoretical Background

starts with small dust particles of 𝜇m size. They collide and stick together through adhesion,
forming mm and cm sized particles. Further growth to meter size or planetesimals face
some barriers. Bigger particles tend to bounce off during the collision process, so that it is
unlikely that they stick together (bouncing barrier). In addition, the collisions can lead to
fragmentation (Armitage & Kley, 2019, and references therein).

To overcome these barriers, Armitage and Kley (2019) discuss different mechanisms like
the sweep-up of smaller particles (Windmark, F. et al., 2012). The presence of a few larger
particles initiates this process and produces 100-m-sized bodies. In this case the bouncing
boundary is useful to prevent the growth of too many large particles, which would be
fragmented by collisions. Another discussed mechanism is the streaming instability
(Youdin & Goodman, 2005), where density pertubations can evolve. If the density reaches
a critical amount, gravitation set in and will form larger objects. Once a planetesimal is
formed, the gravitational attraction leads to a fast growth of the largest objects (runaway
growth) by accreting material from their surrounding. The resulting moon-sized objects
form the planets due to mutual collisions over several ten million years (Armitage & Kley,
2019).

Regarding the formation mechanism and the composition of the protoplanetary disk,
extrasolar planets can be very diverse with respect to their orbits or bulk densities. Up
today we know of different classes of planets from rocky planets and super-Earths to ice
giants or hot Jupiters (Madhusudhan et al., 2016).

Planetary Atmospheres

The diversity of the different planets that have formed has an influence on the formation
of their atmosphere. In this thesis, the main focus is on terrestrial planets within the
habitable zone of M-dwarf stars. According to Johnson et al. (2008), a planet’s ability to
retain atoms or molecules depends on the Jeans parameter 𝜆, which is defined by the
following equation 2.1

𝜆 ≡
𝐺𝑀𝑝𝑚

𝑘𝐵𝑇𝑟
. (2.1)

Here,𝑀𝑝 and𝑚 are the planetary and mean molecular mass, 𝑟 is the distance to the exobase
of the planet, where the mean free path is comparable to the atmospheric scale height
(Volkov, 2017). 𝑇 is the temperature of the gas, 𝐺 , the gravitational constant and k𝐵 , the
Boltzmann constant. For 𝜆 ≫ 1, the planet can retain its atmosphere.

8



2.1 From Stars to (Exo)planetary Atmospheres

The first, primordial atmosphere is formed by accreting hydrogen within the stellar nebula
(Lammer, 2012). Sanchez-Lavega (2010) suggested that these atmospheres are subject
to constant evolution due to external influences like stellar winds or orbital changes, as
well as internal influences such as interaction with the surface. Bigger planets are more
resistant and it is more likely that they retain their primordial atmosphere, whereas smaller
planets like Earth, Venus and Mars loose their initial atmosphere due to the higher thermal
velocities of H2 and He. These planets can form further atmospheres by outgassing of
volatile compounds like H2O, CO2, N2 or SO2.

Table 2.1 gives an overview of the atmospheric composition of the rocky solar system
planets Earth, Venus and Mars. The latter two have CO2-dominated atmospheres, whereas
the Earth has an N2-O2-dominated one, which comes mainly from the evolution of life
(Sanchez-Lavega, 2010). Although there is still no direct evidence for an atmosphere around
a rocky planet outside the solar system, the formation mechanisms and observations of
solar terrestrial planets make it very likely that there are atmospheres around rocky planets
beyond our solar system.

Table 2.1: Atmospheric composition of rocky solar system planets. The table provides different values
of the atmospheric composition for the solar system planets Earth, Venus and Mars. The values are based on
the work of Sanchez-Lavega (2010), and recent measurements for CO2 and CH4.

Specie Earth Venus Mars

N2 0.7808 0.035 0.027
O2 0.2095 0–20 ppm1 0.13 ppm
CO2 425 ppm2 0.965 0.953
CH4 1.9 ppm2 – 33 ppb3

H2O <0.03 50 ppm 0–300 ppm
CO 0.2 ppm 50 ppm 700 ppm
O3 10 ppm – 0.01 ppm
NO <0.01 ppm – 3 ppm
N2O 0.35 ppm – –
NO2 15 ppb – –
SO2 <2 ppb 60 ppm –
H2 0.5 ppm – 10 ppm

1 ppm: parts per million (10−6 mol/mol)
2 https://gml.noaa.gov/ccgg/trends/, last visited on September 26, 2025
3 ppb: parts per billion (10−9 mol/mol)

9
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2 Theoretical Background

Habitable Zone

The most interesting rocky planets for current research are found in the habitable zone
(HZ) of a star. This is the area around a star in which liquid water can exist on the surface
and thus support the existence of life as we know it. It is highly influenced by the existence
of an atmosphere and the stellar spectrum of the host star. For an atmospheric pressure of
1 bar, the surface temperature T𝑠 has to satisfy equation 2.2 (Madhusudhan et al., 2016).

0 ◦C ≤ 𝑇𝑠 ≤ 100 ◦C (2.2)

Of course, the upper limit should be below boiling point of water (100 ◦C). If not, the
planet will face a runaway greenhouse effect. With increased stellar irradiation at the inner
edge of the HZ, a planet crosses the Simpson-Nakajima limit (Nakajima et al., 1992), which
restricts the thermal outgoing radiation on a moist planet. As a consequence, the lower
atmosphere heats up without increasing thermal emission and evaporating all the liquid
surface water giving an additional positive feedback for heating (Goldblatt et al., 2013).
Within the hotter atmosphere, water vapor reaches higher altitudes and thus is photolyzed
by the incoming UV-radiation. So, the lighter hydrogen will escape and the planet becomes
dry within 10–100 million years (Bauer & Lammer, 2010; Innes et al., 2023), which explains
that Venus has no significant amount of water any more.

The Outer edge of the habitable zone is is reached when T𝑠 drops permanently below the
freezing point of water, so that it only occurs in solid form. The greater the distance from
the star, the lower the stellar flux and thus the temperature. The carbon cycle becomes
less efficient and CO2 accumulates in the atmosphere and increases the temperature on
the ground. However, if a planet is too far away from the host star, the CO2 can condense
despite a higher CO2 partial pressure. This increases the reflectivity and reduces the
amount of gaseous CO2, which ultimately reduces the greenhouse effect and makes the
planet too cold for liquid water (Kasting et al., 1993; Ramirez, 2018).

The incoming flux defines the orbital distance of the habitable zones. For G-type stars like
the sun, the luminosity is higher, which leads to a greater orbital distance compared to the
less luminous M-type stars (Bauer & Lammer, 2010). In order to receive a similar amount
of irradiation, the HZ of M stars can be more than an order of magnitude closer to the star
than the distance between Earth and Sun (Bauer & Lammer, 2010; Kopparapu et al., 2013).
At such distances, it is likely, that the planets are tidally locked due to tidal forces slowing
down the planetary rotation (Dole & Asimov, 1964).
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2.1 From Stars to (Exo)planetary Atmospheres

Vertical Temperature Profile

The vertical temperature distribution of a planet’s atmosphere is determined by the incom-
ing stellar flux and the atmospheric composition. The parameter to describe this vertical
structure in the tropospheric layer is the lapse rate Γ(𝑧) = 𝑑𝑇 /𝑑𝑧. Figure 2.3 shows the
vertical temperature profile of the terrestrial (rocky) planets in the solar system.

The lowest layer is called the troposphere and extends on Earth up to a height of about 10–
20 km. Above this, the stratosphere begins with Γ > 0, caused by the UV and IR absorption
of O3. The mesosphere begins at around 50 km and extends to ∼90 km with a decrease in
temperature. Above this are the thermosphere and the ionosphere. Mars and Venus have
no ozone layer and therefore the mesosphere begins directly after the troposphere (∼45
km for Mars, ∼70 km for Venus) and above it the thermosphere (Sanchez-Lavega, 2010).

Figure 2.3: Temperature profiles for the terrestrial solar system planets. The figure shows the vertical
temperature profile of the rocky solar system planets Venus (almond), Earth (blue) and Mars (orange). Earth’s
profile is characterized by the heated stratosphere at ∼12 km due to the ozone layer. Mars and Venus, on the
other hand, have no stratosphere, which is why the mesosphere follows directly after the troposphere (the
figure is from Encrenaz and Coustenis (2018)2).

2 Reproduced with permission from Springer Nature. CCC License No. 6065860348041
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2 Theoretical Background

After introducing the theory of the formation of stars, planets and their atmospheres
in the previous section, the upcoming section focuses on stellar activity and particle
precipitation.

2.2 Stellar Activity and Particle Precipitation

The evolution of planetary atmospheres is strongly related to the stellar radiation and
particle environment. Stellar extreme UV (EUV) radiation triggers (photo)ionization and
affects the temperature of the upper atmosphere (Bauer & Lammer, 2010). In figure 2.4 it is
shown that EUV radiation affects Earth’s atmosphere mainly above 110 km. By observing
the sun and applying it to other main sequence stars, it is suggested that they also reduce
their mass due to a stellar wind. This continuous wind consists of a plasma with high
kinetic energy, can spread out from the star and influences planetary atmospheres in
the near neighborhood (Johnstone, C. P. et al., 2015). By contrast, it reduces the angular
momentum and influences the rotation of the star over time (Vidotto, 2021).

According to Müller et al. (2006), the stellar wind drives the astrosphere of a star, which
separates the inner stellar system from the outside interstellar medium (ISM) and shields it
from high fluxes of galactic cosmic rays (GCRs). GCRs are another source of high energetic
particles and are the relics of supernovae from outer space (Herbst et al., 2019a). Recent
work using a 1D transport code suggests that the flux of galactic cosmic rays (GCRs)
within the astrosphere of less active or inactive host stars is higher and therefore has to be
considered as a relevant component of the particle flux, which is especially the case for
LHS 1140 and its planet LHS 1140 b (Herbst et al., 2020).

At the shock front of local coronal mass ejections (CMEs), charged particles are accelerated
and impact their neighborhood with potentially higher energy (Reames, 1999). These
energetic particles accompanied by CMEs are known as stellar energetic particles (SEPs).
Since lower-mass stars such as M-dwarfs tend to be fully convective in their interiors
compared to G-type stars, stellar activity is increased, exposing the nearby habitable zone
to higher particle fluxes due to more extreme SEP events (Herbst et al., 2020).

SEPs and GCRs are the main contributors to the particle flux that influence the atmosphere
of a planet in a stellar system (Herbst et al., 2019a). Mironova et al. (2015) gives an
overview on processes during the precipitation of energetic particles in Earth’s atmosphere.
According to their energy, these particles penetrate the atmosphere to different heights.
GCRs, consisting of protons, can reach energies from MeV to TeV or even higher and are
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2.2 Stellar Activity and Particle Precipitation

responsible for ionization in the lower atmosphere. SEPs are less energetic (typically 10 –
100 MeV) and primarily composed of protons (> 90%). They ionize the middle atmosphere
above ∼25 km , which is shown by the blue area in figure 2.4.

Figure 2.4: Overview of the particles penetrating into Earth’s atmosphere. Here, the main sources
for ionization in the Earth’s atmosphere are shown. Depending on their energy they can penetrate to
higher or even lower altitudes. EUV-, X-ray radiation (orange) and auroral electrons (green) affect the upper
atmosphere, while faster electrons (red), which are accelerated in the radiation belts, protons (blue) and
GCRs (gray) reach altitudes below 100 km. The figure was adapted by Mironova et al. (2015)3and is from
Baker et al. (2012).

Not only Earth experiences the impact of stellar particles. Nordheim et al. (2015) simulates
the effects of SEPs and GCRs on the atmosphere of Venus using a 3D Monte Carlo method
that also takes heavier ions into account. It provides a better estimate of the ionization
rates of GCRs and SEPs, especially for the most relevant altitudes below 100 km. Thus, it
is suggested that they will also have an impact on atmospheric chemistry.

Furthermore, this can also be extended to extrasolar systems, where recent estimates
propose that the particle flux of SEP events of M-stars could be orders of magnitudes
higher than for G-type stars (Herbst et al., 2019b). So it is crucial to investigate the
ionizing character of GCRs and SEPs that impact the atmospheric composition of potential

3 Reproduced with permission from Springer Nature. CCC License No. 6064910157600
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2 Theoretical Background

atmospheres around M-stars (Herbst et al., 2019a). Thus, the next section provides an
overview of the main (ion)chemical processes.

2.3 Atmospheric Chemistry and the Influence of Stellar

Energetic Particles and Galactic Cosmic Rays

The composition of the atmosphere is drivenmainly by photochemistry due to the incoming
stellar electromagnetic radiation. In addition to these photochemical reactions, the high-
energy particle environment plays an important role in the formation of charged species,
which are a significant part of atmospheric chemistry, particularly at higher altitudes.
This section discusses the principles of atmospheric ion chemistry and introduces major
influences on trace gases of the neutral atmosphere.

2.3.1 Principles of Atmospheric Ion Chemistry

Beginning with Earth-like atmospheres consisting mainly of molecular nitrogen (N2) and
oxygen (O2), the impact of stellar energetic particles has been studied since the 60s and
early 70s of the last century. SEPs collide with the abundant species N2, O2 and O in the
mesosphere and He or H in the thermosphere, depositing their energy and leading to
ionization (R. Jones & Rees, 1973). Below the mesosphere, mainly N2 and O2 are ionized
(Porter et al., 1976; Rusch et al., 1981). R1 to R7 show the reactions in which an incoming
energetic particle 𝔁∗ (proton, (auroral) e−) interacts with the most abundant species N2,
O2 and O. These reactions can be both dissociative and ionizing and can also create an
excited electronic state N(2D,3P) or ground state N(4S), especially in the case of atomic
nitrogen N (R. Jones & Rees, 1973; Porter et al., 1976).

O2 +𝔁
∗ −−−→ O + O +𝔁

∗ (R1)

O2 +𝔁
∗ −−−→ O2

+ +𝔁
∗ + e− (R2)

O2 +𝔁
∗ −−−→ O+ + O +𝔁

∗ + e− (R3)

O +𝔁
∗ −−−→ O+ +𝔁

∗ + e− (R4)

N2 +𝔁
∗ −−−→ N + N +𝔁

∗ (R5)

N2 +𝔁
∗ −−−→ N2

+ +𝔁
∗ + e− (R6)
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2.3 Atmospheric Chemistry and the Influence of Stellar Energetic Particles and Galactic Cosmic Rays

N2 +𝔁
∗ −−−→ N+ + N +𝔁

∗ + e− (R7)

As can be seen from the reaction equations, free electrons are released during the ionization
processes, which can initiate new ionizations if they still have sufficient energy. The
average kinetic energy of the background then determines when the processes come to an
end (Sinnhuber et al., 2012).

According to Sinnhuber et al. (2012), the formation rate P of a primary ion c+ concerning
the total ion pair production rate (IPR) is given by

𝑃 (𝑐+) = 𝜎+𝑐 · [𝐶] · 𝐼𝑃𝑅
𝑄𝑡𝑜𝑡

(2.3)

where [C] represents the abundance of a target specie, 𝜎+𝑐 is the cross-section of forming
an ion c+ and Q𝑡𝑜𝑡 is the total produced charge, which can be calculated by 2.4.

𝑄𝑡𝑜𝑡 =
∑︁
𝑖

𝜎𝑡𝑜𝑡,𝑖 · [𝐶𝑖] (2.4)

The IPR contains the energy release of the energetic particles propagating through the
atmosphere, which can be calculated by the Bethe-Bloch formula. In ExoTIC, Q𝑡𝑜𝑡 is
calculated by 2.5 (see also Table 3.2).

𝑄𝑡𝑜𝑡 = 0.8978 · [𝑁2] + 1.0 · [𝑂2] + 0.56 · [𝑂]
+ 0.89 · 1.2 · [𝐶𝑂2] + 0.68 · [𝐻2𝑂] + 0.21 · [𝐻2]

(2.5)

Effects on NO𝑥 Species

The effect of ion chemistry depends on the interacting species. Due to the large amount
of nitrogen in Earth-like atmospheres, the impact of particle precipitation is dominated
by the formation of short-lived N-containing species (e.g., NO𝑥=N, NO, NO2 or HNO3).
Based on the initial reactions R1 to R7, the positive ions of N2, O2, N and O or the excited
state of N are the source for forming NO𝑥 (see R8) mainly in the middle atmosphere and
thermosphere (Sinnhuber et al., 2012).

N(2D, 3P) + O2 −−−→ NO + O (R8)
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2 Theoretical Background

According to R. Jones and Rees (1973) and Nicolet (1975) these ions take part in several
neutral-ion (R9-R13) or recombination reactions (R14 and R15), forming also the excited
states N(2D,3P) or the ground state N(4S) of N.

O+ + N2 −−−→ NO+ + N(4S) (R9)

O2
+ + N2 −−−→ NO+ + O (R10)

O2
+ + N(4S) −−−→ NO+ + O (R11)

N2
+ + O −−−→ NO+ + N(4S) (R12)

N+ + O2 −−−→ NO+ + O (R13)

NO+ + e− −−−→ O + N(4S, 2D) (R14)

N2
+ + e− −−−→ N + N(4S, 2D, 3P) (R15)

Another important type of reaction is the charge transfer involving N+ (Nicolet, 1975) and
O+
2 (R. Jones & Rees, 1973), given by the chemical equations R16 and R17.

N+ + O −−−→ O+ + N (R16)

O2
+ + NO −−−→ NO+ + O2 (R17)

Regarding the above equations it can be seen that recombination is the most important
sink for NO+ ions (Sinnhuber et al., 2012). Rusch et al. (1981) suggests that neutral NO
can be formed by reactions R18 and R20 in which atomic nitrogen is present either in the
ground state N(4S) or in the excited state N(2D). The latter dominates production in the
strato- and mesosphere, as these reactions are strongly dependent on temperature.

N(4S) + O2 −−−→ NO + O (R18)

N(4S) + NO −−−→ N2 + O (R19)

N(2D) + O2 −−−→ NO + O (R20)

Furthermore, the different electronic states of atomic nitrogen are removed from the
atmosphere by reacting with NO forming again N2 and atomic oxygen. The NO molecules
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2.3 Atmospheric Chemistry and the Influence of Stellar Energetic Particles and Galactic Cosmic Rays

formed by these reactions are the main driver for ozone loss (see section 2.3.2) in Earth’s
stratosphere due to energetic particle precipitation (Crutzen et al., 1975).

Nitrous Oxide

On Earth, Nitrous oxide (N2O) is a greenhouse gas and the decomposition products can
destroy the ozone layer (Kelly et al., 2018), but it can be also treated as a biosignature
in exoplanetary atmospheres (Grenfell, 2018). Thus, the abiotic sources of N2O are of
potential interest for interpreting future observations. Zipf and Prasad (1980) discuss
the production of N2O by charged particles in the upper atmosphere. Hence, molecular
nitrogen changes to an excited electronic state N2(A3Σ+

𝑢 ) and can react with O2, forming
N2O (see R21).

N2(A3Σ+
𝑢 ) + O2 −−−→ N2O + O (R21)

Semeniuk et al. (2008) suggests another possible pathway of producing N2O during en-
ergetic particle events in the upper atmosphere via reaction R22, following after the
dissociation of N2. There, this reaction is used to explain the enhanced N2O concentrations
measured at ∼70 km by the ACE-FTS instrument.

N + NO2 −−−→ N2O + O. (R22)

Sheese et al. (2016) extended the ACE-FTS data up to ∼95 km and showed that N2O is
also produced by R21 in the lower thermosphere. For the first time, Kelly et al. (2018)
implemented all reactions R21–R24 in the chemistry-climate model WACCM (Whole
Atmosphere Community Climate Model) in order to match the observed higher N2O
concentrations with the model results. For that, the authors used a branching ratio of 0.5%
for the N2O reaction path (R21). The other 99.5% are attributed to reaction R24.

N2(A3Σ+
𝑢 ) + O −−−→ N2(X1Σ+

𝑔 ) + O (R23)

N2(A3Σ+
𝑢 ) + O2 −−−→ N2(X1Σ+

𝑔 ) + 2O (R24)

To conclude on that, the significant amount of N2 at higher altitudes of Earth-like atmo-
spheres can initiate the abiotic production of nitrous oxide (N2O) by energetic particles.
As it is considered a trace gas for biotic activity on planets, the abiotic sources could be
relevant to exclude possible false positive signals in observations of extrasolar planets.
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2 Theoretical Background

Effects on HO𝑥 Species

According to Solomon et al. (1981), HO𝑥 (H, OH, HO2) species are also formed by energetic
particles, but unlike NO𝑥 , which is also a product of N2 dissociation, they are formed
only via complex ion chemical reactions involving large cluster ions. The initial energetic
particles provide O+

2 ions and they can form O+
4 ions involving a third body M (see R25).

The resulting ions consume surrounding water vapor to build up so-called cluster ions.

O2
+ + O2 +M −−−→ O4

+ +M (R25)

O4
+ + H2O −−−→ O2

+(H2O) + O2 (R26)

O2
+(H2O) + H2O −−−→ H+(H2O) + OH + O2 (R27)

By reacting with more water vapor, also cluster ions containing a proton H+ can be formed
(R27). During this reaction path an OH molecule will be created. Additional water forms
bigger cluster ions containing 𝑛 · 𝐻2𝑂 molecules and then releases one H atom via the
recombination reaction R28.

H+(H2O)𝑛 + e− −−−→ H + 𝑛 · H2O (R28)

At higher altitudes above 70 km the larger electron density is responsible for recombination
of the water cluster ions, whereas at lower altitudes negative ions become more abundant.
This could be for example NO−

3 and can remove HO𝑥 from the atmosphere by the reaction
chain R29 and R30 (Solomon et al., 1981).

H+(H2O)𝑛 + NO3
− −−−→ HNO3 + 𝑛 · H2O (R29)

HNO3 + OH −−−→ H2O + NO3 (R30)

Kazil et al. (2003) proposed a different way to form the protonised water cluster ions
H+(H2O) by attaching water vapor to NO+ ions (see R31).

NO+(H2O)3 + H2O −−−→ H+(H2O)3 + HNO2 (R31)

HO𝑥 can only be created in altitudes where water vapor is a significantly abundant
trace species and therefore becomes less important above 85 km (Sinnhuber et al., 2012).
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Nevertheless, like NO𝑥 , it has an impact on the ozone budget in the mesosphere (Bates &
Nicolet, 1950).

2.3.2 Atmospheric Ozone

Atmospheric Ozone (O3) plays a major role when it comes to habitability. If its abundance
is significant, the planet’s surface will be protected from harmful UV radiation. Chapman
(1932) was the first to explain the theory of the ozone inventory. The so-called Chapman
mechanism is initiated by the photolysis of O2 by UV radiation (𝜆 < 240 nm). The atomic
oxygen then will form O3 in a three body collision via reaction R33.

O2 + h𝜈 −−−→ O + O (R32)

O + O2 +M −−−→ O3 +M (R33)

O3 + h𝜈 −−−→ O2 + O (R34)

O3 + O +M −−−→ 2O2 +M (R35)

Ozone is photochemically active and absorbs harmful UV radiation (see R34). Depending
on the wavelength of the photons, either a O(1D) radical (𝜆 < 310 nm) or a ground state O
(310 nm < 𝜆 < 1140 nm) is created (see Kozakis et al., 2022). O(1D) can be then quenched
back to O or oxidizes other species in the stratosphere/mesosphere. The O3 formation
(R33) quickly consumes the atomic oxygen. Thus, the sink of O3 is reaction R35, where
the sum of O and O3 is denoted as odd oxygen O𝑥 (Kozakis et al., 2022).

As briefly mentioned above, HO𝑥 and NO𝑥 have an influence on the ozone budget. Both
families act in catalytic cycles to destroy significant amount of O3. For HO𝑥 (R36–R38),
this catalytic cycle is important at higher altitudes above 60 km (Bates & Nicolet, 1950).

H + O3 −−−→ OH + O2 (R36)

OH + O −−−→ H + O2 (R37)

net: O3 + O −−−→ 2O2 (R38)

Crutzen (1970) suggests that in the altitudes below (25 km–40 km), an important sink of
odd oxygen (O𝑥 ) species is due to the NO𝑥 family. The reactions of the corresponding
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catalytic cycle are shown in R39–R41. As explained above, the initial NO for this cycle can
be produced by energetic particles or additionally by the photolysis of NO2.

NO + O3 −−−→ NO2 + O2 (R39)

NO2 + O −−−→ NO + O2 (R40)

net: O3 + O −−−→ 2O2 (R41)

Furthermore, N2O, which is also formed during energetic particle events, serves as a
reservoir species for NO and is produced via the reaction of O(1D) with N2O (Crutzen
et al., 1975).

For the sake of completeness, it should also be mentioned at this point that ozone depletion
in the Earth’s stratosphere is also catalyzed by reactive halogen species like chlorine
(Cl), which originates from anthropogenic sources. This mechanism was first described
theoretically by Molina and Rowland (1974) and is based on the same principle as the
NO𝑥 catalytic cycle. R42–R44 show the efficient reaction chain, which consumes an O3

molecule.

Cl + O3 −−−→ ClO + O2 (R42)

ClO + O −−−→ Cl + O2 (R43)

net: O3 + O −−−→ 2O2 (R44)

Since Cl is a very long-lived species (40 – 150 years) and is not consumed in the catalytic
cycle, many O3 molecules can be destroyed. This is the main driver of the antarctic ozone
hole, which was discovered by Farman et al. (1985).

2.3.3 Ionization in more Exotic Atmospheres

The diversity of various types of atmospheres also includes those with significant amount
of carbon dioxide (e.g. Mars and Venus). Thus, the initial impact of energetic particles
mainly affects CO2 and lead to its ionization or dissociation (R45 – R47, (Itikawa, 2002;
Herbst et al., 2024)).

CO2 +𝔁
∗ −−−→ CO2

+ + e− +𝔁
∗ (R45)
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CO2 +𝔁
∗ −−−→ CO+ + O + e− +𝔁

∗ (R46)

CO2 +𝔁
∗ −−−→ CO + O +𝔁

∗ (R47)

Recombination of CO+
2 via R48, where X− denotes a negative charged particle (ion or e−),

delivers a source of atomic oxygen in the atmosphere (Sinnhuber et al., 2012).

CO2
+ + X− −−−→ CO + O (R48)

In the Martian atmosphere, the charge exchange reaction R49 creates ionized molecular
oxygen O+

2 , which is the initial source for forming water cluster ions and the release
of HO𝑥 species (see 2.3.1 and Nakamura et al. (2023)) leading to ozone loss besides the
photolysis of water vapour (Määttänen et al., 2022, and references therein)

CO2
+ + O2 −−−→ O2

+ + CO2 (R49)

Additional to the ion-chemistry, photolysis of CO2 plays an important role in the Martian
atmosphere for providing atomic oxygen to initiate the Chapman mechanism for ozone
production (Määttänen et al., 2022). CO2 is photolyzed by photons with 𝜆 < 202 nm (see
R50).

CO2 + h𝜈 −−−→ CO + O (R50)

According to Ranjan et al. (2023), the UV flux of M-dwarf stars in the corresponding
wavelength range is higher compared to the sun, which increases the efficiency for splitting
CO2 apart. This study suggests, that it is unlikely to accumulate molecular oxygen by the
photolysis of CO2, but can’t rule out the possibility that O3 is detectable by observations
with the James Webb Space telescope (JWST).

H2 and H2O

Besides CO2-dominated atmospheres, there could be also atmospheres of heavier planets
in which H2 and H2O are the dominant trace gases. Thus, their ionization plays a more
important role. The reactions with energetic particles are shown in equations R51 to R55
(Itikawa & Mason, 2005; Straub et al., 1996).

H2 +𝔁
∗ −−−→ H2

+ + e− +𝔁
∗ (R51)
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H2 +𝔁
∗ −−−→ H+ + H + e− +𝔁

∗ (R52)

H2O +𝔁
∗ −−−→ OH+ + H + e− +𝔁

∗ (R53)

H2O +𝔁
∗ −−−→ H+ + OH + e− +𝔁

∗ (R54)

H2O +𝔁
∗ −−−→ H2

+ + O + e− +𝔁
∗ (R55)

H2O +𝔁
∗ −−−→ O+ + H2 + e− +𝔁

∗ (R56)

However, these types of atmospheres can be found on terrestrial planets only in their
early phase, but on more massive planets they are more common. The ionization of water
vapor contributes to the formation of HO𝑥 species. Regarding H2-dominated atmospheres,
Rimmer and Helling (2013) suggests an increased electron density in the upper atmosphere
by energetic particles, which impacts the ionosphere of such planets. Additionally, the
dissociative ionization of H2 facilitates escape of H/H+ in the thermosphere.

2.3.4 Reaction Rate

The concentrations for ion and neutral chemical reactions are subject to reaction kinetics.
For a reaction of type 𝐴 + 𝐵 → 𝐶 , the change in the concentration of specie C over time
(reaction rate) is given by

𝑣 =
𝑑 [𝐶]
𝑑𝑡

= 𝑘 (𝑇 ) · [𝐴] · [𝐵], (2.6)

where 𝑘 (𝑇 ) denotes the rate constant and [C] the number density of specie C (Mickey,
1980). The rate constant is either a constant or can be calculated by the Arrhenius equation
2.7

𝑘 (𝑇 ) = 𝐴 · exp
(
−𝐸𝑎
𝑅𝑇

)
(2.7)

E𝑎 represents the activation energy, R is the universal gas constant (8.314 J/mol K), and
A is the individual constant Arrhenius prefactor (Laidler, 1984). In climate chemistry
models, changes in the concentration of a species are calculated numerically as the balance
between production and loss (see chapter 3).
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2.4 Observation of Exoplanetary Atmospheres

At the beginning of exoplanetary research, extrasolar planets must first be discovered in
order to be able to characterize them at a later stage. Encrenaz and Haghighipour (2020)
reviews various methods that are used for this purpose and where the most common
are shortly introduced in the following. A system of planet and star orbits a common
center of mass, which also leads to a movement of the star itself. This movement shifts
the spectrum of the star according to the Doppler effect. By measuring the spectrum, one
can obtain the radial velocity of the star and use it to determine the mass of the orbiting
planet. This method is therefore often referred as the radial velocity method. Another
technique for exoplanet detection is the so-called transit method. A periodic dip in the
measured stellar flux indicates the existence of a planet. The method can be also used
for the characterization of exoplanetary atmospheres, which will be described in section
2.4.1. In contrast, extrasolar planets can be detected by direct imaging. This method is
quite challenging, because the emitted flux of the planet is very small compared to the star.
Since most star systems do not carry out transits, this method will become increasingly
important in the future as soon as it is technically advanced enough.

Advancing technology and more precise measurement methods based on knowledge from
Earth observation open up the possibility of characterizing the atmospheres of planets
around other stars. Recent and past space telescope missions like James Webb (JWST) and
Hubble (HST) use transit spectroscopy to characterize exoplanetary atmospheres in the
visible or infrared spectrum.

2.4.1 Transmission Spectroscopy

Adetailed overview of the transit method, following Roberge and Seager (2018), is described
in this section. If the conditions and geometry are favorable, a planet orbiting its host star
can pass between star and the line of sight of the observer. The planet covers a part of the
star disk, similar to a solar eclipse on Earth. When measuring the brightness as a function
of time, this will result in a decrease during the transit, which is related to the planet-to-star
ratio of the radii. This can be seen in figure 2.5 for the hot gas giant WASP-96b, where the
line of datapoints is called light curve. It can be measured for different wavelengths.
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Figure 2.5: Principle of transit observations. The illustration shows most common method for analyzing
the atmosphere of extrasolar planets. A transiting planet blocks parts of the received stellar flux. Depending
on its size, the dip in the light curve is deeper and thus it is easier to obtain a spectrum if the planet to star
ratio is bigger. An atmosphere around the rocky core changes the effective size of the planet. Depending on
the abundance of atmospheric gases, which absorb light differently at certain wavelengths, the planetary
radius appears to vary with wavelength (Credit: NASA, ESA, CSA, STScI. Lisence: public domain4.)

Both the fixed planetary diameter and the surrounding atmosphere contribute to the
minimumof this light curve. Due to absorption of the transmitted starlight, the atmospheric
contribution to the planetary radius varies with wavelength, which can be plotted as a
Transmission spectrum. This kind of spectral analysis is sensitive to thin atmospheres, or
to the upper parts of dense atmospheres. Mathematically, the measured relative brightness
can be expressed by the transit depth T,

𝑇 =
Δ𝐹

𝐹★
= 1 −

(
𝐹𝑡𝑟𝑎𝑛𝑠

𝐹★

)
=

(
𝑅𝑝

𝑅★

)2
. (2.8)

F𝑡𝑟𝑎𝑛𝑠 represents the flux at the bottom of the light curve dip, and F★ is the flux of the host
star. Without an atmosphere, the transit depth is simply given by the ratio of the planetary
radius and the star.

4 Source: https://webbtelescope.org/contents/media/images/2022, last visited on December 9, 2025.

24

https://webbtelescope.org/copyright
https://webbtelescope.org/contents/media/images/2022/032/01G72W1XZK6A79RJK2Z93D58CD


2.4 Observation of Exoplanetary Atmospheres

Including an atmosphere, the transit depth is wavelength-dependent and is determined
by the absorption within an atmospheric annulus of width R𝑎𝑛𝑛 (transparent ring in Fig.
2.5). Thus, the planetary radius R𝑝 gets an additional contribution, which depends on the
wavelength (see 2.9). This sum is known as the effective radius R𝑒 𝑓 𝑓 . The transit depth

𝑅𝑒 𝑓 𝑓 (𝜆) = 𝑅𝑝 + 𝑅𝑎𝑛𝑛 ·
(
1 − 𝐹𝑎𝑛𝑛 (𝜆)

𝐹★(𝜆)

)
(2.9)

𝐹𝑎𝑛𝑛 (𝜆)
𝐹★(𝜆) is the flux ratio, which is transmitted through the area of the annulus. If there is no
atmosphere (F𝑎𝑛𝑛 = 𝐹★), R𝑒 𝑓 𝑓 would equal R𝑝 . Inserting R𝑒 𝑓 𝑓 (2.9) into equation 2.8, the
transit depth would be

𝑇 (𝜆) =
(
𝑅𝑒 𝑓 𝑓

𝑅★

)2
=

(
𝑅𝑝

𝑅★

)2
+

(
2𝑅𝑃𝑅𝑎𝑛𝑛
𝑅2★

)
−

(2𝑅𝑝𝑅𝑎𝑛𝑛
𝑅2★

)
·
(
𝐹𝑎𝑛𝑛 (𝜆)
𝐹★(𝜆)

)
. (2.10)

Since 𝑅𝑎𝑛𝑛 ≪ 𝐹★, the ratio 𝑅2𝑎𝑛𝑛/𝑅2★ can be neglected. The trace gases within the atmosphere
increase the transit depth and show up as peaks in the transmission spectra, which can be
attributed to certain absorption bands. As this method is very useful, it is used in the only
space-based telescopes currently available, HST and JWST. The following section contains
some general information and examples.

2.4.2 Currently Operating Instruments

In order to avoid the influence of the Earth’s atmosphere, it makes sense to move the
observation of exoplanets into space. HST and JWST have made it possible to do just that
since the 90s of the last century using different wavelength ranges. HST operates in the
visible and near-IR, whereas JWST covers the near infrared and infrared (IR) region.

To illustrate the power of JWST compared to HST, figure 2.6 shows the same cosmic
structure for both instruments. JWST observation on the right is sharper and more
detailed than HST on the left.
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Figure 2.6: Comparison between HST and JWST. The pictures show the pillars of creation in the eagles
nebula of the constellation serpens observed with the two different space telescopes Hubble (left) and James
Webb (right). The IR instruments of JWST reveal more details, penetrate through the cosmic dust and have
an even higher resolution compared to Hubble. This demonstrates the capabilities of JWST (Credit: NASA,
ESA, CSA, STScI, Hubble Heritage Project (STScI, AURA). License: public domain5).

IR radiation can better penetrate dust clouds and reveals the inner part of star formation
regions. Due to the cosmic redshift, IR observations are able to look deeper into the
universe than ever before.

JWST consists of four different instruments, three of which are designed for the near-
infrared range from 0.6 𝜇m to ∼ 5 𝜇m (NIRCam (Rieke et al., 2003), NIRSpec (Jakobsen,
P. et al., 2022) and NIRISS (Doyon et al., 2012)) and one for the mid-infrared range from
4.9 𝜇m to ∼ 27.9 𝜇m (MIRI (Glasse et al., 2015)). NIRSpec and NIRISS are spectrographs
specifically designed for spectroscopy of transiting extrasolar planets. MIRI shifts the
observing capabilities to even longer wavelengths, where IR-absorbing species like O3

have their maximum.

According to the JWST mission description by Gardner et al. (2006), the IR observations
require very cool instruments in order to prevent interference with radiation from the
telescope itself. Thus it orbits the 2nd lagrange point (L2) of the Sun-Earth system, where
the Sun, Earth and Moon can be shielded in the back. The side facing the sun supplies the

5 Source: https://webbtelescope.org/contents/media/images/2022/, last visited on December 9, 2025.
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2.4 Observation of Exoplanetary Atmospheres

energy for the electrical devices via the solar panels and, due to the quasi-stable L2, JWST
requires almost no fuel except for orbit corrections. Furthermore, long-term observations
can be made in L2, as there are no sunrises and sunsets or planets in between. An example
of a Transmission spectrum obtained by JWST is given in figure 2.7 for the Jupiter-like
extrasolar planet WASP-39b. The data was recorded by the NIRSpec PRISM instruments
of JWST in the near-IR/IR range of the electromagnetic spectrum.

Figure 2.7: Example of a Transmission spectrum obtained from JWST NIRSpec. Here, the variation
of the transit depth (transmission spectrum) of the Jupiter-sized exoplanet WASP-39b is shown. The data is
obtained by the NIRSpec PRISM instrument of the James Webb Space telescope in the near-IR/IR wavelength
range (black datapoints with 1𝜎 uncertainty) and fitted with a radiative transfer code (grey line). The colors
represent the absorption features of different species at different wavelengths. One can clearly see the CO2
peak (magenta) at 4.3 𝜇m. The figure is from Rustamkulov et al. (2023), licensed under CC BY 4.0).

At 1.4 𝜇m, 1.9 𝜇m and ∼ 2.8 𝜇m one can clearly see the contribution of water vapor to
the absorption within the atmosphere. The prominent CO2 feature at 4.3 𝜇m and a small
contribution from SO2 at ∼ 4 𝜇m can be seen as well.

But the most promising application of the four instruments carried by JWST is the charac-
terization of exoplanetary atmospheres. Most of the species related to life absorb in the IR
bands of the electromagnetic spectrum. So JWST opens up the possibility to detect CO2,
CH4, H2O, O3 or N2O.
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3 Methods

This chapter will provide an overview of the different models used in this thesis. It starts
with a detailed workflow description of the 1D ion chemistry model ExoTIC with its neutral
and ion chemistry modules and then explains the scientific and technical developments
carried out as part of this work. Then it moves on to an overview of the other models
used within the INCREASE project (see section 3.2, Herbst et al. (2022) and Herbst et al.
(2019a)). They are used to generate the starting atmospheres and provide ionization rates
to exploit the ion chemistry.

3.1 The Ion Chemistry Model ExoTIC

The Exoplanetary Terrestrial Ion Chemistry model (ExoTIC) is a 1D stacked box model
that calculates both the neutral and ion composition of different atmospheres, but does not
consider diffusion and horizontal or vertical transport (Borthakur, 2025). Thus, ExoTIC
can only be used for calculating atmospheric changes on short timescales (several days)
that are smaller than the mixing lifetimes (Winkler, 2008). ExoTIC is therefore well-suited
for model experiments of the immediate and short-term impact of energetic particle events
on atmospheric composition.

The latest development also includes the possibility of modeling planets other than Earth,
especially rocky exoplanets (Herbst et al., 2022). ExoTIC consists of two modules: the
neutral chemistry module adapted from Chipperfield (1999) and the ion chemistry module
of the University of Bremen Ion Chemistry (UBIC) model, which was first developed for
the terrestrial D-region (Winkler et al., 2009; Winkler, 2008). Ion chemistry models are
necessary for studying the impact of energetic particles on the atmospheric composition
in detail.

29



3 Methods

3.1.1 Overall Model Workflow

Before starting with the actual chemical calculations, different input data need to be
prescribed within ExoTIC. On the one hand, these are the initial atmospheric temperature
and pressure profiles, which determine ExoTIC’s vertical extent of currently 100 levels.
On the other hand, these are the stellar spectrum, the orbital parameters, the initial trace
gas profiles and the ionization rates.

The stellar spectrum is used to generate a pre-calculated table for the photolysis rates
used by the neutral chemistry module (see section 3.1.2). In combination with the orbital
parameters, which determine the stellar zenith angle, and the O2/O3 column above each
level, the photolysis rates are calculated at the beginning of each chemical time step. In the
case of tidally locked planets the stellar zenith angle is considered as constant throughout
the model experiments.

The collision of the energetic particles with the surrounding atmospheric species can lead
to dissociation, dissociative ionization, ionization, and excitation processes (Sinnhuber
et al., 2012; Herbst et al., 2022). Hence, the starting point for the chemical calculations of
the impact of energetic particle events are the initial trace gas profiles, which are here
provided by DLR’s climate model (1D-TERRA, see section 3.2.1).

ExoTIC uses these input profiles to calculate the time-dependent volume mixing ratios of
the neutral species (Borthakur, 2025). Various input parameters can be used to control how
often the neutral chemistry should be called up per hour. It is also possible to determine
when, how long and at which levels the ion chemistry is calculated. This means that the ion
chemistry module (see 3.1.3) is always called alternately with the neutral chemistry module.
The ion chemistry exploits the wide range of reactions of the implemented charged species
and computes the net effective production and loss rates of the neutral species (highlighted
bold in Table 3.1) after reaching an equilibrium (Schleif, 2024; Borthakur, 2025). The
production rates are then returned to neutral chemistry and added to the volume mixing
ratio as chemical trends until the next iteration step of the ion chemistry begins. This
iteration lasts until the ionization rates are greater than zero (Borthakur, 2025).

The species vary their concentration on different time scales, because the reaction rates
between neutral and ionic reactions can differ by orders of magnitudes. This is why there
is a distinction between long-lived and integrated species, which leads to separation of
the neutral and ion chemistry module.

30



3.1 The Ion Chemistry Model ExoTIC

3.1.2 Neutral Chemistry Module

The neutral chemistry module of ExoTIC is based on the Single Layer Isentropic Model of
Chemistry and Transport (SLIMCAT) by Chipperfield (1999). The atmospheric chemistry
is dominated by bimolecular and trimolecular and photodissociation reactions (Winkler,
2008). SLIMCAT originally consisted of 53 different atmospheric species (ExoTIC currently
uses 63 species). In addition, the species that are important for sulfur chemistry and the
photochemical reactions in which they are involved have been implemented in a recent
masters thesis (Schleif, 2024). In total, ExoTIC comprises now 53 photolysis reactions
(Schleif, 2024). Furthermore, the reactions important for the abiotic production of N2Owere
added during this work. Table 3.1 provides an overview of all the currently implemented
neutral species.

Table 3.1: Neutral species available in ExoTIC. The table provides the neutral species currently used
in the integration routine of ExoTIC and is a summary of previous works (Winkler, 2008; Sinnhuber et al.,
2012; Borthakur, 2025). The highlighted species (orange) were added by Schleif (2024), and those in blue
and/or bold are also used within the ExoTIC’s ion-chemistry module.

Long-lived Species Integrated Species
CH4, CO, CO2, CFCl3, CF2Cl2,
CH3Cl, CHF2Cl, C2F3Cl3,
CH3CCl3, CCl4, CBrClF2,
CBrF3, CH3Br, HF, COF2,
COFCl, N2, H2

Br, HOBr, HBr, BrNO3, BrCl, BrO,
CH3O2, CH3O, CH3OOH, HCO, ClO,
Cl2O2, Cl, O, O3, NO, N, N(4S), NO2, H,
OH, O(1D), HO2, N2O5, HNO3, HNO2,
ClNO3, HCl, HNO4, HOCl, OClO,
H2O2, NO3, CH2O, H2O, Cl2, O2, N2O,
SO, SO2, S, SO3, H2SO4, ClCO, ClCO3

According to Winkler (2008), the variation of the concentration of the different species C𝑖
over time can be defined by a set of coupled differential equations given in 3.1.

𝑑 [𝐶𝑖]
𝑑𝑡

=
©­«
∑︁
𝑗𝑘,𝑘≠𝑖

𝑘 𝑗𝑘 [𝐶 𝑗 ] [𝐶𝑘] +
∑︁
𝑘,𝑘≠𝑖

𝐽𝑘 [𝐶𝑘]
ª®¬ −

(∑︁
𝑗

𝑘𝑖 𝑗 [𝐶 𝑗 ] [𝐶𝑖] + 𝐽𝑖 [𝐶𝑖]
)
= 𝑃𝑖 − 𝐿𝑖 . (3.1)

Here, [C𝑖 𝑗𝑘] are the concentrations (molecules/cm3) of different involved species, changing
the overall concentration of specie C𝑖 . k 𝑗𝑘 is the reaction rate constant (cm3· molecules−1·
s−1) and J𝑖 is the photolysis rate constant (s−1). For different species, this lead to a set of
differential equations, which can be numerically integrated by various methods.

For the long-lived species, whose lifetime exceed the model timestep, SLIMCAT uses a
simple forward-Euler approach (Chipperfield, 1999; Winkler, 2008) with a time step of 15
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minutes, while for the other ones a semi implicit scheme (SIS) method is used (originally
from Ramaroson, 1989). The following explanation of this integration scheme is based on
Winkler (2008).

According to equation 3.1, the change in the concentration C𝑖 over time is a function of
concentrations C𝑖 𝑗𝑘 . To numerically integrate the differential equations with specie C, 3.1
can be approximately written as

𝑑𝐶

𝑑𝑡
≈ Δ𝐶

Δ𝑡
= 𝑓 (𝐶 (𝑡)). (3.2)

For the interval [t, t+Δt], one can use the trapezoidal rule and integrate equation 3.2. Thus
the change in the concentration will be given by

Δ𝐶 =𝐶 (𝑡 + Δ𝑡) −𝐶 (𝑡) ≈ Δ𝑡

2 · (𝑓 (𝐶 (𝑡 + Δ𝑡)) + 𝑓 (𝐶 (𝑡))) . (3.3)

For small Δt, a first order taylor expansion 𝑓 (𝐶 (𝑡 + Δ𝑡)) ≈ 𝑓 (𝐶 (𝑡)) + J𝑓 · Δ𝐶
Δ𝑡 · Δ𝑡 can be

applied to the right hand side of equation 3.3, which leads to

Δ𝐶 ≈ Δ𝑡

2 · (2 · 𝑓 (𝐶 (𝑡)) + Jf · Δ𝐶) , (3.4)

where J𝑓 is known as the Jacobian matrix of the function f. If f is divided into two
homogeneous functions consisting of the bimolecular (𝑓𝑏𝑖𝑚) and the photolysis (𝑓𝑝ℎ𝑜𝑡 )
contribution and both fulfill the condition 𝑓 (𝜆𝐶 (𝑡)) = 𝜆𝑘 𝑓 (𝐶 (𝑡)), then it follows from
Euler’s theorem, that 𝑓 (𝐶) = 𝑘−1Jf ·𝐶 . Here, the index 𝑘 shows the degree of homogeneity.
Using a degree of 𝑘 = 1 for the photolysis part, 𝑘 = 2 for the bimolecular reactions and
𝐶 (𝑡) =𝐶 (𝑡 + Δ𝑡) − Δ𝐶 , equation 3.4 can be written as

Δ𝐶 ≈ Δ𝑡

2 ·
(
Jbim ·𝐶 (𝑡 + Δ𝑡) + 2 · Jphot ·𝐶 (𝑡 + Δ𝑡) − Jphot · Δ𝐶

)
(3.5)

Rearranging the parts and neglecting Δ𝐶Δ𝑡 , one can obtain the solution for

𝐶 (𝑡 + Δ𝑡) ≈
(
1 − Δ𝑡

2 · Jbim − Δ𝑡 · Jphot
)−1

·𝐶 (𝑡), (3.6)

which has the form 𝑥 = 𝐴−1𝑦. The inverse of the matrix is calculated by Gaussian
elimination. The SIS approach is very robust, and can therefore be used for atmospheres
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with fast reactions like the thin atmospheres here, which have rapid changes of the
concentrations due to photochemistry. Therefore, the time step has to be smaller (1 to
5 minutes), which makes the SIS in addition to the larger amount of integrated species
rather time consuming. The efficiency can be increased by including an adaptive timestep,
which is determined by the reaction velocity. Hence, for faster reactions, the timestep of
the integration would be smaller, for slower reactions it would be bigger.

3.1.3 Ion Chemistry Module

The heart of ExoTIC is the ion chemistry module, which currently contains 108 charged
(positive and negative) and the excited states of N, N2 and O. As mentioned above, it is
based on the ion chemistry module of the University of Bremen Ion Chemistry model
(UBIC), which as a whole was developed by Winkler (2008). The main interest in this
thesis is to study the impact of stellar particle events (SPE) on planetary atmospheres.

Therefore, the ion chemistry module uses prescribed ionization rates, provided by the
AtRIS code (see section 3.2.2). The first step is to calculate the formation rates of the
primary ions. This includes the dissociation, dissociative ionization and ionization of N2,
O2 (Sinnhuber et al., 2012) and CO2 (Herbst et al., 2024), the ionization of atomic oxygen
(Sinnhuber et al., 2012), as well as the new implemented primary ionization of H2, H2O
and the excitation of N2. R57–R61 recaps the reactions initiated by an energetic particle
𝔁

∗. For reasons of clarity, only the resulting ions/excited states are shown as products.
The full reaction equations are listed in chapter 2.

N2 +𝔁
∗ −−−→ (N2

+,N+ orN∗) +𝔁
∗ + e− (R57)

O2 +𝔁
∗ −−−→ (O2

+,O+ orO) +𝔁
∗ + e− (R58)

H2 +𝔁
∗ −−−→ (H2

+,H+) +𝔁
∗ + e− (R59)

CO2 +𝔁
∗ −−−→ (CO2

+,CO+) +𝔁
∗ + e− (R60)

H2O +𝔁
∗ −−−→ (H2O+,OH+,H2

+,H+ orO+) +𝔁
∗ + e− (R61)

The corresponding ion formation rates P are based on equation 2.3 presented in section 2.3.1.
For historical reasons, the total ionization cross-section is scaled to the total cross-section
of O2. This leads to the modified version of equation 2.3, given by
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𝑃 (𝑐+) =
𝜎+𝑐 · 𝜎𝑡𝑜𝑡,𝑐

𝜎𝑡𝑜𝑡,𝑂2
· [𝐶] · 𝐼𝑃𝑅∑

𝑖
𝜎𝑡𝑜𝑡,𝑖
𝜎𝑡𝑜𝑡,𝑂2

· [𝐶𝑖]
=
𝜎+𝑐 · 𝜎𝑡𝑜𝑡,𝑐

𝜎𝑡𝑜𝑡,𝑂2
· [𝐶] · 𝐼𝑃𝑅

𝑄𝑡𝑜𝑡
. (3.7)

The total ionization cross-sections used in ExoTIC for calculating 𝑄𝑡𝑜𝑡 and finally P(c+)
are O2, N2, O, (Kieffer and Dunn, 1966; Sinnhuber et al., 2012, values also used by Nieder
et al., 2014 before) , CO2 (based on Knudsen et al., 1995, already used in Herbst et al.,
2024), H2𝑂 (Itikawa & Mason, 2005) and H2 (Straub et al., 1996; Yoon et al., 2008). 𝜎+𝑐 is the
cross-section of creating an ion c+ and can therefore be interpreted as a branching ratio.
If, for example, ions out of N2 are formed, 𝜎 (𝑁 +) + 𝜎 (𝑁+

2 ) is equal to the total ionization
cross-section 𝜎 (𝑁2). Table 3.2 provides an overview of the resulting ion production rates
for the different ions produced by primary ionization.

Table 3.2: Ion production rates of primary ions and excited species. The table provides the numbers
used for calculating the ion production rates due to primary ionization and the calculation of the total
produced charge. Things highlighted in blue were added during this thesis.

Ion Rate of Production1

N+ 0.24 · 0.8978 · [𝑁2] · 𝐼𝑃𝑅/𝑄𝑡𝑜𝑡
N+
2 0.76 · 0.8978 · [𝑁2] · 𝐼𝑃𝑅/𝑄𝑡𝑜𝑡

O+ (0.33· [𝑂2]+0.56· [𝑂]+0.89·1.2·0.13· [𝐶𝑂2]+
0.0285 · 0.68 · [𝐻2𝑂]) · 𝐼𝑃𝑅/𝑄𝑡𝑜𝑡

O+
2 0.67 · [𝑂2] · 𝐼𝑃𝑅/𝑄𝑡𝑜𝑡

H+
2 (0.0003 · 0.68 · [𝐻2𝑂] + 0.94 · 0.21 · [𝐻2]) · 𝐼𝑃𝑅/𝑄𝑡𝑜𝑡

H+ (0.15 · 0.68 · [𝐻2𝑂] + 0.06 · 0.21 · [𝐻2]) · 𝐼𝑃𝑅/𝑄𝑡𝑜𝑡
CO+

2 0.75 · 0.89 · 1.2 · [𝐶𝑂2] · 𝐼𝑃𝑅/𝑄𝑡𝑜𝑡
CO+ 0.12 · 0.89 · 1.2 · [𝐶𝑂2] · 𝐼𝑃𝑅/𝑄𝑡𝑜𝑡
H2O+ 0.61 · 0.68 · [𝐻2𝑂] · 𝐼𝑃𝑅/𝑄𝑡𝑜𝑡
OH+ 0.20 · 0.68 · [𝐻2𝑂] · 𝐼𝑃𝑅/𝑄𝑡𝑜𝑡

N2(A3Σ+
𝑢 ) 0.35 · 𝐼𝑃𝑅2

Continued on the next page
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Total produced charge

𝑄𝑡𝑜𝑡 = 0.8978 · [𝑁2] + 1.0 · [𝑂2] + 0.56 · [𝑂] +
0.89 · 1.2 · [𝐶𝑂2] + 0.68 · [𝐻2𝑂] + 0.21 · [𝐻2]

1 𝜎+𝑐 for the products of H2O (Itikawa & Mason, 2005) and for H2 (Straub et al., 1996;
Yoon et al., 2008).
2 The production rate of N2(A3Σ+

𝑢 ) is based on Zipf and Prasad (1980).

The interaction of the primary produced ions with the surrounding atmospheric con-
stituents enable further reactions producing ions through neutral, neutral-ion and ion-ion
gas-phase reactions, as well as through photolysis, photo-electron attachment and detach-
ment reactions (Sinnhuber et al., 2012; Borthakur, 2025). An overview of the currently
included ions and ion clusters is given in Table 3.3.

Table 3.3: Negative and positive ions available in ExoTIC. The table provides the currently in ExoTIC
available positive and negative ions as well as ion clusters and short-lived neutrals. It includes the work of
Winkler (2008) and Sinnhuber et al. (2012) and is adapted from Borthakur (2025). The highlighted ions (blue)
were added during this work.

Positive Ions Negative Ions

N+, N+
2 , NO+, NO+

2 , O(4S)+, O(2D)+, O(2P)+, O−, O−
2 , O−

3 , O−
4 , CO−

3 , CO−
4 , CH−

3
O+
2 , O+

4 , O+
5 , H+, CO+, CO+

2 , HCO+, CO−
3 (H2O), CO−

3 (H2O)2, HCO−
3 ,

O+
2 (H2O), H2O+, H+(H2O), H+(H2O)(OH), NO−

2 , NO−
2 (H2O), NO−

2 (H2O)2,
H+(H2O)2, H+(H2O)3, H+(H2O)4, OH−, Cl−, Cl−2 , Cl−3 , Cl− (HCl),
H+(H2O)5, H+(H2O)6, H+(H2O)7, Cl− (H2O), Cl− (CO2), Cl− (HO2),
NO+(H2O), NO+(H2O)2, NO+(H2O)3, O− (H2O), O−

2 (H2O), O−
2 (H2O)2,

NO+(CO2), NO+N2, NO+
2 (H2O), O−

3 (H2O), O−
3 (H2O)2, NO−

3 (H2O),
NO+

2 (H2O)2, NO+(H2O)(CO2), NO−
3 (H2O)2, NO−

3 (HCl),
NO+(H2O)2(CO2), NO+(H2O)N2, NO−

3 (HNO3), NO−
3 (HNO3)2,

NO+(H2O)2N2, H+(H2O)(CO2), NO−
3 (HNO3)3, NO−

3 (HNO3)4,
H+(H2O)2(CO2), H+(H2O)N2, OH− (H2O)2, ClO−, NO−

3 , HSO−
4 ,

H+(H2O)2N2, H+(CH3CN), HSO−
4 (H2SO4), HSO−

4 (H2SO4)2
H+(CH3CN)(H2O), H+(CH3CN)(H2O)2, HSO−

4 (H2SO4)(H2O),
H+(CH3CN)(H2O)3, H+(CH3CN)(H2O)4, HSO−

4 (HNO3), HSO−
4 (HNO3)2,

Continued on the next page
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Positive Ions Negative Ions

H+(CH3CN)(H2O)5, H+(CH3CN)(H2O)6, HSO−
4 (HNO3)(H2O),

H+(CH3CN)2, H+(CH3CN)2(H2O), HSO−
4 (HNO3)2(H2O),

H+(CH3CN)2(H2O)2, H+(CH3CN)2(H2O)3, HSO−
4 (H2SO4)(HNO3),

H+(CH3CN)2(H2O)4, H+(CH3CN)3, HSO−
4 (H2SO4)(HNO3)(H2O)

H+(CH3CN)3(H2O), H+(CH3CN)3(H2O)2,
H+

2 , OH+

Short-lived/Excited Species

N(2D), N2(A3Σ+
𝑢 ), ClONO2, ClNO2

During this work, I added two new ions (H+
2 , OH+) and the excited state of molecular

nitrogen (N2(A3Σ+
𝑢 )) to the ion chemistry module (colored in Table 3.3). Including the

ionization of H2O and H2 is important to better understand the impact of energetic
particles on water- and/or hydrogen-rich atmospheres. The former can be caused by the
increase in surface temperature due to impacting planetesimals and subsequent degassing
of H2O (Matsui & Abe, 1986), whereas the latter are remnants of the early accretion
process within the stellar nebula (Lammer, 2012). The created ions interact with the
surrounding atmospheric constituents through various reactions with neutrals or other
charged particles.

In ExoTIC, two different types of reactions are included, temperature-dependent and
temperature-independent reactions. For H+

2 and OH+, these reactions can be found in
Tables 3.4 and 3.5 with the corresponding rate coefficients and, if applicable, the branching
ratios. A detailed description of the other reactions implemented can be found in Sinnhuber
et al. (2012).
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Table 3.4: Overview of temperature dependent reactions for H+
2 and OH+ ions. This table shows

the recently added temperature dependent reactions for species involved in the H2 and H2O ionization. It
includes dissociative, recombination and charge exchange reactions.

Reaction Equation Rate coefficient (cm3s−1) Reference

OH+ + OH −−−→ H2O+ + O 7.0 × 10−10·(𝑇 /300)−0.5 Millar et al. (2024)

OH+ + e− −−−→ O + H 3.75 × 10−8·(𝑇 /300)−0.5 Millar et al. (2024)

CO+ + OH −−−→ OH+ + CO 3.1 × 10−10·(𝑇 /300)−0.5 Millar et al. (2024)

N2
+ + OH −−−→ OH+ + N2 6.3 × 10−10·(𝑇 /300)−0.5 Millar et al. (2024)

H+ + OH −−−→ OH+ + H 2.1 × 10−9·(𝑇 /300)−0.5 Millar et al. (2024)

O+ + OH −−−→ OH+ + O 3.6 × 10−10·(𝑇 /300)−0.5 Millar et al. (2024)

O+ + HCO −−−→ OH+ + CO 4.3 × 10−10·(𝑇 /300)−0.5 Millar et al. (2024)

H2
+ + H2O −−−→ H2O++H2 3.9 × 10−9·(𝑇 /300)−0.5 Millar et al. (2024)

H2
+ + OH −−−→ OH+ + H2 7.6 × 10−10·(𝑇 /300)−0.5 Millar et al. (2024)

H2
+ + e− −−−→ H + H 1.6 × 10−8·(𝑇 /300)−0.43 Millar et al. (2024)

H2
+ + OH −−−→ H2O+ + H 7.6 × 10−10·(𝑇 /300)−0.5 Millar et al. (2024)

H2
+ +HCO −−−→ HCO++H2 1.0 × 10−9·(𝑇 /300)−0.5 Millar et al. (2024)

H+ + HCO −−−→ H2
+ + CO 9.4 × 10−10·(𝑇 /300)−0.5 Millar et al. (2024)
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Table 3.5: Overview of temperature independent reactions containing H+
2 and OH+ ions. This

table shows the recently added temperature independent reactions for species involved in the H2 and H2O
ionization. It includes dissociative and charge exchange reactions.

Reaction Equation Rate coefficient (cm3s−1) Reference

OH+ + H2 −−−→ H2O+ + H 1.01 × 10−9 J. Jones et al. (1981)
OH+ +H2O −−−→ H2O+ + OH 2.89 × 10−9 · 0.55 a Huntress Jr (1977)

OH+ + O2 −−−→ O2
+ + OH 5.9 × 10−10 J. Jones et al. (1981)

OH+ + NO −−−→ NO+ + OH 1.3 × 10−9 · 0.95 a Karpas and
Huntress (1978)

OH+ + CO −−−→ HCO+ + O 1.05 × 10−9 Karpas and
Huntress (1978)

O+ + H2 −−−→ OH+ + H 1.58 × 10−9 Huntress Jr (1977)

OH++HCO −−−→ CO + H2O+ 1.05 × 10−9 Millar et al. (2024)

H2
+ + O2 −−−→ O2

+ + H2 8.0 × 10−10 Millar et al. (2024)

H2
+ + CO −−−→ CO+ + H2 6.44 × 10−10 Millar et al. (2024)

H2
+ + H −−−→ H+ + H2 6.4 × 10−10 Millar et al. (2024)

H2
+ + CO −−−→ HCO+ + H 2.16 × 10−9 Millar et al. (2024)

H2
+ + NO −−−→ NO+ + H2 1.10 × 10−9 Millar et al. (2024)

H2
+ + O −−−→ OH+ + H 1.5 × 10−9 Millar et al. (2024)

a Branching ratios are from given references

As already mentioned in chapter 2, the excited state of the nitrogen molecule is important,
because it plays a key role in the abiotic production of nitrous oxide (N2O) during energetic
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particle events via the N2(A3Σ+
𝑢 ), especially in the upper atmospheric layers (Kelly et al.,

2018). Hence, these reactions were also included in ExoTIC. Table 3.6 summarizes the
newly implemented reactions that can form N2O or reduce N2(A3Σ+

𝑢 ) by de-excitation.
The Table also includes the corresponding reaction rates.

Table 3.6: Abiotic N2O production by the excited state of molecular nitrogen (N2(A3Σ+
𝑢 )). This

table shows the different reactions, also N2O production, recently added to the ExoTIC chemistry and ion
chemistry modules. Additionally, the reactions for de-excitation of N2(A3Σ+

𝑢 ) are shown as well.

Reaction Equation Rate coefficient (cm3s−1) Reference

N + NO2 −−−→ N2O + O 5.8× 10−12·𝑒𝑥𝑝 (1/𝑇 )220 Wennberg et al.
(1994)

N2(A3Σ+
𝑢 ) +O2 −−−→ N2O + O 1.9 × 10−12 · 0.005 a Zipf and Prasad

(1980)

N2(A3Σ+
𝑢 ) +O2 −−−→ N2 + 2O 1.9 × 10−12 · 0.995 a Zipf and Prasad

(1980)

N2(A3Σ+
𝑢 ) + O −−−→ N2 + O 2.5 × 10−11 Herron (1999)

a Branching ratios from Kelly et al. (2018).

After calculating the formation rates, the concentrations of the ions have to be determined.
Thus, equation 3.1 can be modified by neglecting photolysis and adding the ion formation
to the production term. This leads to

𝑑 [𝐶𝑖]
𝑑𝑡

= 𝑃 (𝐶𝑖) +
∑︁
𝑗𝑘

𝑘 𝑗𝑘 [𝐶 𝑗 ] [𝐶𝑘]︸                         ︷︷                         ︸
Production Term

− [𝐶𝑖] ·
∑︁
𝑗

𝑘 𝑗𝑘 [𝐶 𝑗 ]︸               ︷︷               ︸
Loss Term

. (3.8)

Here, [C𝑖] also includes the ion species. Assuming equilibrium conditions 𝑑 [𝐶𝑖]/𝑑𝑡 = 0,
the above equation 3.8 simplifies to

[𝐶𝑖] =
𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛

𝐿𝑜𝑠𝑠/[𝐶𝑖]
. (3.9)
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Since [C𝑖], [C 𝑗 ] and [C𝑘] are dependent on each other, this procedure has to be iterated
until it converges. As the ions can form neutral species, for example due to recombination
reactions, the production rate of a neutral specie C𝑖 is calculated by

𝑃𝑟𝑜𝑑 (𝐶) = (𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 − 𝐿𝑜𝑠𝑠)/𝐼𝑃𝑅. (3.10)

They are used as tendencies for the neutral chemistry module (Borthakur, 2025). According
to this method, the production rates from the positive and negative ion chemistry are
calculated separately.

3.1.4 Technical Developments

Apart from the scientific additions to ExoTIC (mentioned above), the ion chemistry with its
many reactions is computationally very expensive. For each vertical level, the model has
to solve the chemical equations and reach the ion-chemical equilibrium. The original code
(Winkler et al., 2009) does this in a serial way, resulting in long runtimes of several days
for a multi-hour energetic particle event. It would be better to run the model on an HPC
cluster, which offers the advantage of parallelizing certain processes with MPI. During
this work, ExoTIC was moved to bwUniCluster (2.0/3.0) to reduce the model runtime of
the ionchemical processes.

Message Passing Interface (MPI)

Like many other climate chemistry models, ExoTIC is written in Fortran, a fast program-
ming language to implement mathematical, physical or chemical equations. HPC Clusters
such as bwUniCluster (2.0/3.0) are designed in a multi-node structure. MPI offers the user
the possibility to use this structure for computationally expensive processes1. MPI can
be integrated into the Fortran files using the command use mpi. The actual files are then
compiled with mpif90, a wrapper for gfortran, which ensures that all libraries are loaded
correctly. As already mentioned, the most computationally intensive part of the code is
the ion chemistry, in particular the iteration until the ionic species have been brought into
equilibrium.

1 https://www.mpi-forum.org/docs/mpi-5.0/mpi50-report.pdf
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call MPI_Barrier(MPI_COMM_WORLD, ierror)

IF (size_Of_Cluster > 1) THEN

IF (size_Of_Cluster > (IONEND-IONSTART)+1) THEN

write(*,*) ’--------------------------------------’

write(*,*) ’MPI_ERROR: Number of tasks have to be lower than (IONEND-IONSTART)+1

or equal (IONEND-IONSTART)+1’

call MPI_Abort(MPI_COMM_WORLD,1,ierror)

END IF

! Partition , i . e . get local number of columns
nloc = ((IONEND-IONSTART)+1) / size_Of_Cluster

IF (mod((IONEND-IONSTART)+1,size_Of_Cluster) > process_Rank) THEN

nloc = nloc + 1

! write ( ∗ , ∗ ) ’nloc : ’ , nloc
END IF

IF (process_Rank == 0) THEN

istart = IONSTART

iend = nloc + IONSTART - 1

call MPI_SEND(iend,1,MPI_INT,process_Rank+1,0,MPI_COMM_WORLD,ierror)

! write ( ∗ , ∗ ) ’ i s tar t : ’ , istart , ’ iend : ’ , iend , ’myid: ’ ,myid, ’ nloc : ’ , nloc
ELSE

call mpi_RECV(iend,1,MPI_INT,process_Rank-1,0,MPI_COMM_WORLD,MPI_STATUS_IGNORE,

ierror)

istart = iend + 1

iend = istart + nloc - 1

! write ( ∗ , ∗ ) ’ i s tar t : ’ , istart , ’ iend : ’ , iend , ’myid: ’ , myid, ’ nloc : ’ , nloc
IF (process_Rank < size_Of_Cluster-1) THEN

call MPI_SEND(iend,1,MPI_INT,process_Rank+1,0,MPI_COMM_WORLD,ierror)

END IF

END IF

! write ( ∗ , ∗ ) ’ i s tar t : ’ , istart , ’ iend : ’ , iend , ’process_Rank : ’ , process_Rank , ’nloc : ’ ,
nloc

ELSE

...

istart = IONSTART

iend = IONEND ! i − 1
nloc = (IONEND-IONSTART) + 1

write(*,*) ’istart: ’, istart, ’iend: ’, iend, ’nloc: ’, nloc

END IF

Code 3.1: MPI splitting of the ion chemistry into multiple tasks. This snippet provides the code used
to divide the ion chemistry into several tasks, depending on the specified cluster size. Thus, one task for
each level will be created.
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The idea is therefore to split the vertical levels into several tasks. Their maximum possible
number results from the number of nodes multiplied by the number of tasks per node. The
vertical levels are independent of each other, so it is possible to use one task for each level
to run the ion chemistry. This is shown in the code snippet 3.1. The code calculates how
many levels one task has to do depending on the overall number of tasks. The variables
istart and iend define the new start and end point of the do loop in which the ion chemistry
routines are called for this new level. Once this loop is complete, the resulting production
rates of every task are stored in an array, whose size depends on the number of used tasks.
For example, if 50 tasks are used, this array consists of two vertical levels for which all
the production rates of the species are calculated. In the end, all arrays of each task are
merged back into an array over the entire 100 vertical levels, which is shown in the code
snippet 3.2.

! gather the arrays of each subprocess within the ionization Range into the root process
DO I=1,NUMION2

call MPI_Allgather(loc_IONSneg(:,I),nloc*2,MPI_REAL,IONSneg(IONSTART:,I),nloc*2,

MPI_REAL,MPI_COMM_WORLD,ierror)

END DO

call MPI_Barrier(MPI_COMM_WORLD, ierror)

DO I=1,NUMION2

call MPI_Allgather(loc_prodRates_neg(:,I),nloc*2,MPI_REAL,prodRates_neg(IONSTART:,I)

,nloc*2,MPI_REAL, &

MPI_COMM_WORLD,ierror)

END DO

call MPI_Barrier(MPI_COMM_WORLD, ierror)

DO I=1,NUMION

call MPI_Allgather(loc_IONS(:,I),nloc*2,MPI_REAL,IONS(IONSTART:,I),nloc*2,MPI_REAL,

MPI_COMM_WORLD,ierror)

END DO

call MPI_Barrier(MPI_COMM_WORLD, ierror)

DO I=1,NUMION

call MPI_Allgather(loc_prodRates_pos(:,I),nloc*2,MPI_REAL,prodRates_pos(IONSTART:,I)

,nloc*2,MPI_REAL, &

MPI_COMM_WORLD,ierror)

END DO

call MPI_Barrier(MPI_COMM_WORLD, ierror)

Code 3.2: Merging process within MPI. This snippet provides the code used to merge the results back
into one array.

The runtime of the ion chemistry loop depends on the ionization rates and is different for
each of the levels. To ensure that the merge order is done correctly, all tasks have to be
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at the same position before continuing with the next part of the code. In MPI this can be
done by using the command call MPI_Barrier(MPI_COMM_WORLD, ierror), which waits
for all tasks reaching that position in the code. This reduces the runtime of the model to
several hours instead of days.

Network Common Data Format (netCDF) Output

In climate science, the most common output format for post-processing is netCDF. It
provides an efficient structure for storing different variables as multidimensional arrays.
Thus, it is easier to structure and access the gridded data and reduce the storage space
compared to ASCII-files. These advantages are enough to use netCDF also as a common
format for ExoTIC, since ASCII-files were used as input/output at the beginning of the
thesis. Therefore, several new modules were added to the source code, which includes
netCDF routines for the output of the volumemixing ratios, production rates and photolysis
rates. To use there the whole functions of Fortran netCDf modules, the netCDf libraries
(lnetcdff) have to be added as additional compiler flags. The snippet 3.3 shows a part of
the routine to create the netCDF files, where the built-in functions of the netCDF libraries
are used.

subroutine create_netcdf_file (NSPEC, NLVLS, ZLEV, PLEV, SPEC_TYPE, id_event,

mult_events)

use netcdf

implicit none

[...] ! Definition of the arrays , the variable names and the f i l e paths

! Create the f i l e .
call check( nf90_create(Out_file_name, nf90_clobber, ncid) )

! Define the dimensions . The record dimension is defined to have
! unlimited length − i t can grow as needed . In this example i t i s
! the time dimension .
call check( nf90_def_dim(ncid, LVL_NAME, NLVLS, lvl_dimid) )

call check( nf90_def_dim(ncid, LAT_NAME, NLATS, lat_dimid) )

call check( nf90_def_dim(ncid, LON_NAME, NLONS, lon_dimid) )

call check( nf90_def_dim(ncid, REC_NAME, NF90_UNLIMITED,rec_dimid) )

! Define the coordinate variables .
[...]

call check( nf90_def_var(ncid, LAT_NAME, NF90_DOUBLE, lat_dimid,lat_varid) )

call check( nf90_def_var(ncid, LON_NAME, NF90_DOUBLE, lon_dimid,lon_varid) )

call check( nf90_def_var(ncid, LVL_NAME, NF90_DOUBLE, lvl_dimid,lvl_varid) )
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[...] ! Assign attributes to the variables and coordinates as well as global
attributes

! The dimids array is used to pass the dimids of the dimensions of
! the netCDF variables . Both of the netCDF variables we are creating
! share the same four dimensions . In Fortran , the unlimited
! dimension must come last on the l i s t of dimids .
dimids = (/ lon_dimid, lat_dimid, lvl_dimid, rec_dimid /)

! Define the netCDF variable for the s te l lar zenith angle and eday
call check( nf90_def_var(ncid, ’eTime’, NF90_INT, rec_dimid, eTime_id) )

call check( nf90_def_var(ncid, ’P’, NF90_DOUBLE, lvl_dimid, pl_id) )

call check( nf90_def_var(ncid, ’T’, NF90_DOUBLE, dimids, temp_id) )

call check( nf90_def_var(ncid, ’Density’, NF90_DOUBLE, dimids, den_id) )

! Define the netCDF variables for the different data output sets .
if ( SPEC_TYPE == ’vmr’ ) then

call check( nf90_def_var(ncid, ’sza’, NF90_DOUBLE, dimids, sza_id) )

do i = 1, NSPEC

call check( nf90_def_var(ncid, VAR_NAME(i), NF90_DOUBLE,dimids, array_id(i))

)

end do

else if ( SPEC_TYPE == ’ions_pos’ ) then

do i = 1, NSPEC

call check( nf90_def_var(ncid, VAR_NAME_IONS_POS(i),NF90_DOUBLE, dimids,

array_id(i)) )

end do

else if ( SPEC_TYPE == ’ions_neg’ ) then

do i = 1, NSPEC

call check( nf90_def_var(ncid, VAR_NAME_IONS_NEG(i),NF90_DOUBLE, dimids,

array_id(i)) )

end do

else if ( SPEC_TYPE == ’prodRates_pos’ .or.SPEC_TYPE == ’prodRates_neg’ ) then

do i = 1, NSPEC

call check( nf90_def_var(ncid, VAR_NAME_PRODRATES(i),NF90_DOUBLE, dimids,

array_id(i)) )

end do

else if ( SPEC_TYPE == ’photo_rates’ ) then

call check( nf90_def_var(ncid, ’sza’, NF90_DOUBLE, dimids, sza_id) )

do i = 1, array_count

write(*,*) ’trim(selected_arrays(i)%name) (in define variables): ’, trim(

selected_arrays(i)%name)

call check( nf90_def_var(ncid, trim(selected_arrays(i)%name), NF90_DOUBLE,

dimids, array_id(i)) )

end do

! write ( ∗ , ∗ ) ’Spec_type in define variables : ’ , SPEC_TYPE

44



3.1 The Ion Chemistry Model ExoTIC

end if

[...] ! Assign attributes to the netCDF sza , eTime and specie variable
! End define mode.
call check( nf90_enddef(ncid) )

! Write the coordinate variable data . This will put the latitudes
! and longitudes of our data grid into the netCDF f i l e .
call check( nf90_put_var(ncid, lat_varid, lats) )

call check( nf90_put_var(ncid, lon_varid, lons) )

call check( nf90_put_var(ncid, lvl_varid, zlev) )

! These settings t e l l netcdf to write one timestep of data . (The
! setting of start (4) inside the loop below t e l l s netCDF which
! timestep to write . )
count = (/ NLONS, NLATS, NLVLS, 1 /)

start = (/ 1, 1, 1, 1 /)

! Write the pretend data . This will write our surface pressure and
! surface temperature data . The arrays only hold one timestep worth
! of data . We will just rewrite the same data for each timestep . In
! a real : : application , the data would change between timesteps .
start(4) = 1

call check( nf90_put_var(ncid, temp_id, temp_out, start = start,count = count) )

call check( nf90_put_var(ncid, den_id, den_out, start = start,count = count) )

call check( nf90_put_var(ncid, sza_id, sza_out, start = start,count = count) )

call check( nf90_put_var(ncid, eTime_id, eTime) )

call check( nf90_put_var(ncid, pl_id, pl_out) )

[...] ! Put in the values for the different variables .

! Close the f i l e . This causes netCDF to flush al l buffers and make
! sure your data are really written to disk .
call check( nf90_close(ncid) )

[...]

end subroutine create_netcdf_file

Code 3.3: Creation of a netCDF file. This snippet provides the code used to create a netCDF file for the
different outputs of ExoTIC. The source code has been shortened for better explanation as an example.

After creating the netCDF files with all used variables, the output has to be written after
each specific time step, defined in the initialization file. Therefore, a similar subroutine is
applied to append the new calculated values to the existing netCDF files. This is repeated
until the model reaches the end.

With the newly implemented netCDF and MPI routines, it is now possible to run multiple
energetic particle events in a row, setting the corresponding variable in the initialization
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file to ’.true.’. This forces ExoTIC to create a new netCDF file after each particle event. For
bigger events with a longer runtime, ExoTIC can then be restarted with the last output
file via the netCDF read-in routine. It is based on the same principle as the file creation
process, but uses slightly different commands from the netCDF library. This is also a safety
feature if the model crashes or reaches the time limit of the HPC-Cluster for one job.

3.2 Description of the INCREASE Workflow

ExoTIC is part of a bigger framework, called INCREASE. The abbreviation stands for
INfluence of Cosmic Rays on Exoplanetary AtmoSpherEs. It consists of four different
models, the atmospheric climate chemistry model 1D-TERRA (DLR-Berlin), the ion chem-
istry model ExoTIC (KIT), the Atmospheric Radiation Interaction Simulator (AtRIS, CAU)
and the Generic Atmospheric Radiation Line-by-line Infra-red Code (GARLIC, DLR)
(Herbst et al., 2022; Herbst et al., 2019a).

Since 1D-TERRA does not include an ion chemistry scheme, ExoTIC has to take over
this part of the model chain. Figure 3.1 shows the current INCREASE workflow of the
different models involved. The chemistry-climate model 1D-TERRA (green box) provides
the vertical atmospheric composition, the pressure and temperature profile, and feeds it to
AtRIS (magenta box) and ExoTIC (blue box). AtRIS computes the ionization rates with the
respective atmosphere and provides them to ExoTIC. Together with the stellar spectrum
and the atmospheric profiles, it calculates the ionchemical impact and the corresponding
production rates, which are fed back to 1D-TERRA. The chemical composition of the
atmosphere after the ion-chemistry is used as input to calculate transmission spectra with
GARLIC (red arrow in Fig. 3.1, and light green box). Compared to Herbst et al. (2019a),
where the entire workflow is iterated until the results converge, this is not done in the
context of this thesis due to personnel fluctuations at DLR. In the following subsections,
the other models besides ExoTIC (section 3.1) will be described in more detail.
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Figure 3.1: Models and workflow of the INCREASE project. This figure provides the interplay between
the different models used in the INCREASE project. The magenta boxes show the part used at the University
of Kiel (CAU), which provide the partner with ionization rates. The dark green boxes highlight the part
used at DLR Berlin, calculating the atmospheric composition. The blue box represent work done at KIT,
which compute the impact of ion chemistry on the atmospheric composition. Lastly, the light green boxes
show the point, where spectra or dose rates are obtained. Compared to the full model suite (Herbst et al.,
2019a), the red outlines indicate changes made since Herbst et al. (2019a) and the transparent boxes show
unused models. The figure is from Herbst et al. (2024), licensed under CC BY 4.0. No changes were made.

3.2.1 1D-TERRA

1D-TERRA is a global-mean, stationary, cloud-free coupled convective-climate-photo-
chemical column model. The model extends from the surface to ∼100 km for modern
Earth with 100 vertical grid cells. 1D-TERRA features two main modules: The climate
module with the radiative transfer scheme REDFOX (Scheucher et al., 2020, and references
therein) and the chemistry module including the chemistry / photochemistry scheme
BLACKWOLF (Wunderlich et al., 2020). REDFOX computes radiative heating and cooling
rates from the radiative transfer equation for discrete levels. It uses the stellar spectrum,
initial temperature/pressure profiles and an initial atmospheric composition as inputs.

According to Scheucher et al. (2020), the calculations of the cross sections are based on
the correlated-k approach to save computational resources, where the wavelengths are
binned into larger spectral bands (128). The used spectrum ranges from 105 cm−1 to 0
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cm−1 (100 nm – ∞) and includes 20 different absorbers (HITRAN 2016)2 in the infrared
and 81 in the visible / UV spectral range. The pressure and temperature range extends
from 103 bar - 10−2 Pa and from 100 - 1000 K. REDFOX also considers Rayleigh scattering
and collision-induced absorption (CIA). With all these parameters and the source function
(blackbody emission based on Planck’s law), the radiative transfer is solved with the
two-stream approximation (Meador & Weaver, 1980). This results in the gradient 𝑑𝐹 (𝑧)

𝑑𝑝 (𝑧) ,
which is then used to calculate the temperature profile by equation 3.11, where c𝑝 is the
heat capacity and 𝑔(𝑧) the gravitational acceleration for each level.

𝑑𝑇 (𝑧)
𝑑𝑡

=
−𝑔(𝑧)
𝑐𝑝 (𝑇, 𝑧)

· 𝑑𝐹 (𝑧)
𝑑𝑝 (𝑧) (3.11)

The chemistry module consisting of BLACKWOLF (Wunderlich et al., 2020) includes 1127
reactions for 128 different species. These are divided into termolecular, bimolecular, pho-
tolysis and thermodissociation (unimolecular) reactions. The photolysis regime consists
of 81 absorbers and uses spectral data between 100 and 800 nm, which is binned to 133
bands. More information about the included reactions can be found in Wunderlich et al.
(2020) and references therein. Vertical mixing is added via eddy diffusion.

With these reactions and parameters, BLACKWOLF solves the chemical continuity equa-
tion 3.12

𝑑𝑛

𝑑𝑡
=
𝜕

𝜕𝑧

(
𝐾 · 𝜕

𝜕𝑧

)
+ 𝑃 − 𝑛𝐿, (3.12)

with the eddy diffusion coefficient K, the production term P and the loss term L (Wun-
derlich et al., 2020). An overview of 1D-TERRA and the interaction between the two
modules is shown in Fig. 3.2. The climate module runs until it converges and feeds the
temperature, pressure and water profile to the chemistry to compute the atmospheric
composition (Grenfell et al., 2012). Since stellar energetic particle events are short-lived,
their atmospheric impact is masked due to mixing into an equilibrium state.

2 HITRAN 2016 based on Gordon et al. (2017)

48



3.2 Description of the INCREASE Workflow

Figure 3.2: Schematic overview of 1D-TERRA. The figure shows the different input parameters needed
for the calculation as well as the interaction between the two modules (climate and chemistry) of 1D-TERRA
(Scheucher et al. (2020), reproduced with permission of the authors).

3.2.2 AtRIS

AtRIS was developed by Banjac et al. (2019) andmodels the interaction of energetic particles
and electromagnetic radiation with the surrounding planetary atmosphere. It is based
on the GEneration ANd Tracking of particles version 4 (GEANT4) code and provides
the needed ionization rates used in ExoTIC (Herbst et al., 2019a). It uses a Monte Carlo
approach to simulate the path of energetic particles through matter (Agostinelli et al.,
2003; Banjac et al., 2019). AtRIS opens up the possibility of using any kind of atmosphere
(also exoplanetary), produced by chemistry climate models. It also includes features for
calculating the effect of galactic cosmic ray induced interactions (Banjac et al., 2019).

As already mentioned, AtRIS relies on the GEANT4 code and uses primary particles,
described by their quantities energy, position and direction. The propagation of the
particles through the atmosphere follows a step-by-step method and uses probability
density functions (PDFs) of the physical processes to evaluate the effect on the surrounding
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atmosphere. This continues until the particles have nonzero kinetic energy. In the end,
AtRIS provides the ionization rate of these particles dependent on the altitude levels
(Banjac et al., 2019).

3.2.3 GARLIC

GARLIC stands forGenericAtmosphericRadiation Line-by-line InfraredCode and is used
for calculating synthetic transmission or emission spectra of the modeled atmospheres
by taking as input the atmospheric composition, pressure and temperature profiles from
1D-TERRA infrared code. It is a line-by-line infrared code and uses molecular data from
the HITRAN database (Herbst et al., 2019a; Herbst et al., 2022). GARLIC solves the
radiative transfer, described by the Schwarzschild equation, using Beer’s law to account
for molecular absorption (Schreier et al., 2014).

In the line-by-line approach, the absorption cross sections of the molecules are given
as a superposition of many lines. Each of them is a combination of the line strength
(temperature-dependent) and the different broadening mechanisms, like pressure and
Doppler broadening. For numerical reasons the radiative transfer equations have to be
solved in discrete steps. Therefore, the atmosphere is divided into homogeneous layers
for which the transmission is calculated and the product of all layers gives the total
transmission (Schreier et al., 2014). The resulting theoretical transmission or emission
spectra provide a crucial link with observations since they can be used to calculate the
detectability (signal-to-noise ratio) of a particular absorption band for a given species (the
“signal”) against the computed net noise threshold of an instrument simulator (the “noise”)
over a given viewing period.

The method, which includes the different models and was presented in this chapter is
applied to various atmospheric scenarios in the following chapters. The model chain
shown in figure 3.1 is an efficient way to link detailed and computationally intensive
models. The development of ExoTIC plays a key role in investigating the scientific case
and forms the basis to produce transmission spectra that could be measured by current
and future missions.
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4 Sensitivity Studies – Experiments with
Modern Earth

As part of my doctoral thesis, new reaction pathways described in chapter 3 for H2/H2O
ionization and formation of N2O were implemented. A master’s thesis supervised there
also included sulfur chemistry to account for Venus-like atmospheres (Schleif, 2024). The
formation of N2O in Earth’s atmosphere has already been measured (Sheese et al., 2016).
The ionization of H2/H2O and sulfur chemistry are happening in Earth’s atmosphere as
well, but should play a minor role compared to N2O formation.

This chapter uses the well-studied solar particle event known as the Halloween storm in
2003 to examine the impact of these reactions in a familiar scenario. An important question
is whether the results are consistent with previous measurements or observations and
whether the implementation of H2/H2O ionization and sulfur chemistry leads to unrealistic
results.

4.1 Ionization Rates

To validate the new reactions, ExoTIC uses the ionization rates (IRs) of the Halloween
storm in 2003, which was a solar proton event (SPE), one of the strongest in recent
history, well documented and observed by spacecraft and satellite instruments like the
solar and heliospheric observatory SOHO (Tsurutani et al., 2005). The ionization rates of
the Halloween SPE are based on the Atmospheric Ionization during Substorm Activity
(AISstorm) model. It is the successor of the ionization model AIMOS, which computes
atmospheric ion pair production rates out of particle flux measurements (Wissing et al.,
2010). Figure 4.1 (a) shows the averaged IRs of the Halloween SPE for the period from
28th to 29th of October, where the solar storm had its peak. In the following sections, it
is thus possible to evaluate the model, in particular the reactions with the excited state
of molecular nitrogen against other models and observations (Baumgaertner et al., 2010,
Funke et al., 2011, Kelly et al., 2018).
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Figure 4.1: Ion pair production rates and solar flux. The figure shows the ion pair production rates (a) of
the Halloween storm 2003 calculated by the AISstorm model on a daily output (Borthakur, 2025). The peak
of this solar storm was on the 28th and 29th of the year 2003. The blue line in plot (a) indicates the average
over these two days. It is used as input in the ExoTIC run with atmospheric conditions of modern Earth. The
right plot (b) shows the stellar/solar flux at top of atmosphere (TOA), which is used for the photochemical
module of ExoTIC.

4.2 Simulation Setup

In this validation setup, an atmosphere with composition of modern Earth provided by
1D-TERRA (DLR) is used. Figure 4.2 (b) shows the volume mixing ratio of various selected
species like N2, O2, H2O or O3, which are comparable to the mean profiles of modern
Earth (see 2.1). The ozone profile peaks at an altitude of ∼ 30 km and ∼ 85 km, indicating
the main ozone layer in the Earth’s stratosphere and the secondary ozone layer in the
mesosphere (Evans & Llewellyn, 1972). The water profile shows a decrease of the volume
mixing ratio up to the tropopause and stays nearly constant up to the thermosphere, which
is consistent with data obtained by theMichelson Interferometer for Passive Atmospheric
Sounding (MIPAS) instrument (Stiller et al., 2012).
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Figure 4.2: Temperature and atmospheric profile of modern Earth model run. The temperature (a)
and atmospheric profile of different species (b) of modern Earth. Together with various other species –the
most important ones are shown for clarity – the profiles are used as initial values for the ExoTIC model runs.

To calculate the temperature-dependent rate coefficients of the chemical equations within
ExoTIC, a temperature profile has to be provided by 1D-TERRA (shown in figure 4.2 (b)).
After an initial decrease in temperature from ∼ 285 K at the surface layer to ∼ 210 K at
the tropopause, the profile clearly shows an increase within the stratosphere up to the
stratopause at around 50 km, followed by another decrease up to the mesopause (∼ 80 km).
Above, the thermosphere or ionosphere is characterized by an increase in temperature.

The second input needed is the ionization profile, provided by the AISstorm model (see
Figure 4.1 (a)) and peaking around 50 km with maximal values approaching 104 cm−3s−1.
This is in good agreement with previous studies of the Halloween event (Jackman et al.,
2005, Funke et al., 2011). The photochemistry is driven by the spectrum of the sun. Figure
4.1 (b) shows the input data for the flux at the top of atmosphere (TOA) within a range
from 120 to 850 nm.

ExoTIC can distinguish between different planets, whereas the Earth with its specific
orbital parameters is used in this chapter. They are listed in the table 4.1 and determine
the solar/stellar zenith angle (SZA), which is important for the photochemistry and the
calculation of the photolysis rates.
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Table 4.1: Overview of the used physical model parameters for Earth. The table shows the physical
parameters used for the model simulations of modern Earth.

Parameter Value

surface pressure (hPa) 1013.0
length of day (h) 24.0
length of year (d) 365.256
planet mass (kg) 5.9722 × 1024

planet radius (km) 6371.0
solar mass (kg) 1.988 55 × 1030

mean surface albedo 0.3

Figure 4.3 illustrates the calculated values of the SZA for Earth. Since ExoTIC is a 1D
model, there is only one latitude and longitude, which are set to 60◦ N and 0◦ for this
model run, respectively. 60◦ N is within the polar cap and directly affected by energetic
particle events. The chemistry is performed over the full range of 100 vertical levels.
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Figure 4.3: Stellar zenith angle for the Earth. The plot shows the Earth’s stellar zenith angle of the
ExoTIC output at 60◦ N, starting with nighttime conditions (SZA > 90◦).

The ionization event starts in the 24th model hour after a preceding spin-up period and
lasts for 24 hours. Due to the limited time available on the HPC cluster for one job, the ion
chemistry runs in parallel (one task for each of the 100 layers) and is restarted for every
model hour during the event. This reduces the amount of requested time for one job and
accelerates the scheduling process.
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4.3 Model Simulations

Within one model hour, ExoTIC performs 20 chemical timesteps and as soon as the
ionization event starts, the ion chemistry routine is called at every second chemical time
step (six minutes), producing the chemical production rates, which are used for the next
neutral chemistry step as well. The runs finish after∼80 model hours with a time resolution
of 15 minutes. For the actual validation of the newly implemented reactions, four different
setups have been created. Starting from a reference run with the original chemical setup,
the reactions shown in Tables 3.4, 3.5, and 3.6, as well as the sulfur chemistry, which
was implemented by Schleif (2024), are gradually added. The final result is a version that
contains all new reactions. Table 4.2 summarizes these different sensitivity cases.

Table 4.2: Overview of the performed model runs for the validation. The Table gives an overview
over the different sensitivity cases, indicating which part of the (ion)chemistry is switched on or off. The
new reactions are gradually added to the reference case, ended up in a version including all extensions.

Model Run H2/H2O ionization Sulfur Chemistry Excitation of N2

Reference (original setup) off off off
N2O formation off off on
Sulfur chemistry off on on
H2/H2O ionization on on on

To evaluate the actual effects of these reactions during an energetic particle event on the
atmosphere compared to the original chemical setup, a difference of a difference can be
calculated. Firstly, the influence of the background is eliminated by subtracting a base run
without an event from the run with a particle event. This is done for each of the individual
model setups of Table 4.2. Subsequently, one can subtract the event-adjusted model run
without newly implemented reactions from all other model runs. This kind of analysis is
used and shown in most of the upcoming plots.

4.3 Model Simulations

Firstly, this section compares the response of NO, NO2 and Ozone (O3), since these are well
known from model studies and measurements. Subsequently, the abiotic formation of N2O
is analyzed and evaluated against observations. Finally, the effects of H2/H2O ionization
on the directly affected species H2O and H are investigated.
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Nitrogen Oxides (NO, NO2) and Ozone (O3)

The composition changes of nitrogenic species and ozone during the Halloween storm in
October 2003 have been observed especially by the MIPAS instrument and have been mod-
eled by several studies (Baumgaertner et al., 2010, Funke et al., 2011). The measurements
of this energetic particle event provide a good basis to validate the new implemented
(ion)chemical reactions, mentioned in chapter 3. Figures 4.4 – 4.6 show the results of the
different sensitivity experiments for NO, NO2 and O3.
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Figure 4.4: Absolute differences in the volume mixing ratio for NO. Plot (a) of this figure shows the
absolute difference between a model run with and without ion chemistry for the original (ion)chemical
setup. The same is done for the remaining three setups whose results are indicated by the white contour
lines. For these three setups, plot (a) is additionally subtracted to obtain the actual changes when modifying
the (ion)chemical setup. This is shown by the colored contours of the modified model runs (b–d). The
vertical yellow lines indicate the start and end points of the ionization event. The spacing of the contour
lines within each order of magnitude is 1, 2, 5. For clarity, only every fourth white contour line is shown.
Note the different scale of the colorbars between (a) and (b–d).
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Figure 4.5: Absolute differences in the volume mixing ratio for NO2. Same analysis as figure 4.4 but
for NO2.

First, looking at the model run with the original chemical setup (a). The mixing ratio at
around 60 km changes within the particle event by ∼50 ppb for NO and ∼30 ppb for NO2.
This is in good agreement with the studies of Funke et al. (2011) and Baumgaertner et al.
(2010), where the changes in NO and NO2 during the particle event on October 29 are
comparable in magnitude. Additionally, the ExoTIC data show a clear diurnal cycle of the
two NO𝑥 species beginning with the first sunrise after the event start. For O3, there is
an overall decrease by about 1–5 ppm (Fig. 4.6 (a)), which corresponds to an ozone loss
of up to 60 – 90% (Fig. 4.7 (a)). This also matches the observations of MIPAS during the
Halloween storm between 50 and ∼70 km (Baumgaertner et al., 2010).
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Figure 4.6: Absolute differences in the volume mixing ratio for O3. Same analysis as figure 4.4 but for
O3.

By including the different reactions (plots (b–d)), there is an additional ∼5 ppb of NO
at the beginning of the particle event compared to the original setup in Fig. 4.4 (a). On
the other hand, NO2 is reduced by ∼5 ppb immediately after the particle event (Fig. 4.5
(b–d)), but then recovers with the onset of daylight, only showing a difference of several
ppt1. In contrast, the NO mixing ratio is reduced up to 5 ppb in all other sensitivity runs
after the first sunrise during the particle event (Fig. 4.4 (b–d)). The plots show that the
changes in the mixing ratio for the two NO𝑥 species NO and NO2 aren’t influenced by
H2/H2O ionization and sulfur chemistry, but only by N2O formation. The changes of
about 5 ppb are small compared to the original case (a) and still match the observations by
Baumgaertner et al. (2010) and Funke et al. (2011).

1 ppt: parts per trillion (10−12 mol/mol)
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Figure 4.7: Relative change (%) in the O3 mixing ratio for all sensitivity experiments.

The same holds for O3, where the mixing ratio increases by about 50 ppb compared to
the reference run, but there is still an ozone loss of 60 – 90% above ∼50 km. Here, only
N2O formation changes the mixing ratios. Overall, it also agrees with the observations by
Baumgaertner et al. (2010) and Funke et al. (2011).

This overall ozone loss during the energetic particle event is due to the enhanced production
of NO/NO2 and H/OH species, enabling the catalytic cycles R36–R38 and R39–R41. The
efficiency of the NO𝑥 catalytic cycle increases during daytime, because of the photolysis
of NO2. Now let’s have a look at the differences between the original chemical setups in
(a) and the other sensitivity experiments in plots b to d. Besides the N2O forming process
(R21 and R22), the excited state of N2 also forms additional atomic oxygen by reaction R24.
The higher amount of atomic oxygen leads to more ozone production due to R33 right
after the start of the particle event (see Fig. 4.6). Subsequently, more ozone produces more
NO via R62.

N + O3 −−−→ NO + O2 (R62)
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Thus, the balance between formation and loss of NO is at higher values compared to the
model run without excited N2, leading to a positive difference for NO seen in figure 4.4
(b–d). Regarding the NO2 mixing ratio in figure 4.5 (b)–(d), the reduction by ∼5 ppb arises
from the additional N2O producing pathway R22, which consumes NO2 molecules.

Due to the initial loss of NO2 by R22, less NO is produced during daytime by the photolysis
of NO2, which leads to less NO compared to the reference run without N2O formation
reactions. Within the NO𝑥 cycle, the equilibrium between NO and NO2 is shifted towards
NO2, reducing the initial difference caused by R22. Within the next part, the actual N2O
producing mechanism is discussed in more detail.

Abiotic production of N2O

The results by adding the N2O formation mechanism to the ExoTIC model are shown
in figure 4.8. As in the previous section, four different sensitivity experiments were
performed according to Table 4.2. The comparison between the model runs with and
without energetic particles shows differences of ∼1 ppt for the reference run without N2O
production (Fig. 4.8 (a)). These changes occur with the first sunrise after the particle event
starts. By including N2O production, the changes differ drastically compared to (a). The
sensitivity experiments (b–d) show increased N2O of 10–50 ppb above 60 km, which leads
to the conclusion that the major differences arise from the new N2O producing reactions.
Thus, H2/H2O ionization and sulfur chemistry do not have a significant influence.
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Figure 4.8: Absolute difference in the volume mixing ratio for N2O. Same analysis as figure 4.4 but for
N2O.

For the reference run, the differences can be explained by the reaction of N2O with O(1D).
Above ∼50 km, less reactive O(1D) (see Fig. 4.9 (a)) is produced by R63 during the particle
event, because O3 is destroyed by the NO𝑥 and HO𝑥 catalytic cycles.

O3 + h𝜈 −−−→ O2 + O(1D) (R63)

This is not visible for the cases (b–d), because the production of N2O is orders of magnitude
larger and slower depletion of N2O via O(1D) is insignificant. Baumgaertner et al. (2010)
compares MIPAS measurements of N2O with EMAC model output during the Halloween
storm in October 2003. The amounts of produced N2O (Fig. 4.8 (b–d)) of about 1–10 ppb at
the particle storm’s peak at an altitude of ∼60 km are in good agreement with this study.

As mentioned in chapter 2 and 3, there are different ways of producing abiotic N2O. On
the one hand, through reaction R21 and on the other hand via reaction R22.
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Figure 4.9: Absolute difference in the volume mixing ratio for O(1D). Same analysis as figure 4.4 but
for O(1D).

Kelly et al. (2018) mentioned that the production path via the excited state of N2 plays
an important role above ∼90 km. At lower altitudes, reaction R22 gains more importance
due to the production of atomic nitrogen. To verify this behavior also within ExoTIC, one
can use the reaction rates (see 2.6) of the involved chemical equations. Figure 4.10 shows
the reaction rate of these two N2O producing pathways. In 60–80 km, reaction R22 is
dominating. Above 80 km and below 60 km, the chemical reaction rate via the excited N2

is predominant.
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Figure 4.10: Reaction rates of the N2O producing reactions. The figure shows the mean reaction rate of
the N2O producing pathways (blue and orange line). The mean covers the period of the Halloween event in
the ExoTIC model runs.

Impact on H and H2O

Lastly, the influences of H2 and H2O ionization are briefly discussed in this part. Figure
4.11 shows the changes of atomic hydrogen for the different sensitivity setups given in
table 4.2. Compared to the sensitivity runs without H2 and H2O ionization (Fig. 4.11 (a–c)),
there is an increase of H by about 10 ppb in the thermosphere above 90 km. In this context,
additional sulfur chemistry and N2O formation have no significant influence on H in this
altitude region, as the changes are in the ppt range (Fig. 4.11 (b+c)).

The energetic particles for example form H+
2 ions, which can then recombine with sur-

rounding electrons to atomic hydrogen. This happens in the lower thermosphere above
∼90 km and can explain the additional H when H2/H2O ionization is included. Since the
concentration of atomic hydrogen on Earth is in the ppm range, H2 ionization could have
a significant impact on planets with H2-dominated atmospheres.
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Figure 4.11: Absolute difference in the volume mixing ratio for atomic hydrogen (H). Same analysis
as figure 4.4 but for atomic hydrogen.

Regarding the H2O ionization, there is a similar effect in the lower thermosphere. Above
90 km, the water vapour vanishes by a few ppt (Fig. 4.12 (d)) compared to the model
run without water vapour ionization (b+c). The ionizing particles lead to the dissociative
ionization of water vapour and reduce its amount. This small difference can be explained
by the fact that the water mixing ratio at this height is rather small.
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Figure 4.12: Absolute difference in the volume mixing ratio for water vapour (H2O). Same analysis
as figure 4.4 but for H2O.

At ∼75 km and below, there is an enhancement of water vapor in the model runs with
additional N2O chemistry of ∼2 ppb. The additional atomic oxygen by R21 and R22 reduces
the hydroxyl radical OH (R64). The produced hydrogen in Fig. 4.11 (b–d) then forms water
via reaction R65.

OH + O −−−→ O2 + H. (R64)

H + HO2 −−−→ H2O + O. (R65)

These changes are at least an order of magnitude smaller than thewater loss and subsequent
HO𝑥 production during the actual particle event between ∼50 and ∼70 km (Sinnhuber
et al., 2012) (Fig. 4.12(a)). In the next chapter, the latest setup will be applied with all new
reactions to more exotic atmospheres in order to investigate their effects on atmospheric
composition in more detail.
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5 Particle Precipitation in Exoplanetary
Atmospheres

The model versions described in chapter 3 and evaluated in chapter 4, are used for perform-
ing different model simulations with various planets orbiting around M-dwarf stars. Since
current knowledge about the exact composition of exoplanetary atmospheres is limited, it
is a good approach to start by investigating Earth-like atmospheres around M-type stars.
The favored target TRAPPIST-1 (Gillon et al., 2016), which is a particular active M-dwarf
star with enhanced particle fluxes, motivates the investigation of the effects of energetic
particle events on the composition of such planets.

In addition to quite active stars, stars with lower activity are also observed, including
the red dwarf LHS 1140. Here, galactic cosmic rays are a more important component
of energetic particles. Since the planet around LHS 1140 is bigger than Earth, there is
the possibility to investigate more exotic atmospheres compared to the planets around
TRAPPIST-1. Hence, this chapter presents the ion-chemical impact on the atmospheres
of two planets within those planetary systems and discusses the influence on observable
transmission spectra.

5.1 TRAPPIST-1 e – Planet around an active M-dwarf Star

The TRAPPIST-1 planetary system was discovered by Gillon et al. (2016) using the TRAP-
PIST telescope (TRAnsiting Planets and PlanestIsimals Small Telescope), which also
gives the system itself its prominent name. First, the authors reported three Earth-sized
planets around an already known and classified cool M8 star, located at a distance of 12 pc1

(Gillon et al., 2016). Later it turned out that this planetary system consists of seven almost
Earth-sized planets, three of which are close to or in the habitable zone and potentially
harbor liquid water (Gillon et al., 2017). They are referred to as TRAPPIST-1 e, f and g.

1 Parsec: 1 pc = 3.26 ly = 3.09 × 1013 km
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Figure 5.1 shows a comparison between the solar terrestrial planets (blue-dotted circles)
and the TRAPPIST-1 system with its seven rocky Earth-sized planets. The habitable zone
of the planetary system is indicated by the brown band at the top edge of the inner picture.
As already mentioned, the luminosity of M-dwarf stars is lower than for G-type stars (Fig.
2.1), the habitable zone is much closer to the host star in order to get almost the same
amount of irradiation.

Figure 5.1: Comparison of the Trappist-1 system with the solar system. This figure compares the sizes
of the rocky solar system planets to the TRAPPIST-1 system. All seven planets (b–h) are almost Earth-sized
and receive 4 to ∼0.15 times the solar irradiation S⊙ . The figure is taken from2(credit: NASA/JPL-Caltech).

The focus in this section is on the planet TRAPPIST-1e, located at the inner edge of the
habitable zone around TRAPPIST-1. Table 5.1 gives an overview of the main physical
properties of TRAPPIST-1e and its host star, which are used in the model simulations with
ExoTIC. The upcoming section describes the simulation setup in more detail.

2 https://www.jpl.nasa.gov/images/, last visited on December 9, 2025.
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5.1 TRAPPIST-1 e – Planet around an active M-dwarf Star

Table 5.1: Overview of the physical parameters for the TRAPPIST-1e system. This table shows the
physical parameters of the TRAPPIST-1 system. The planet TRAPPIST-1 (e) is an Earth-sized planet in the
habitable zone of TRAPPIST-1 (see Fig. 5.1). The same values for day and year indicate the most likely tidally
locked character.

Parameter Value Reference

Stellar Mass (𝑀⊙) 0.089·𝑀⊙ Grootel et al. (2018)
Stellar Radius (𝑅⊙) 0.121·𝑅⊙ Grootel et al. (2018)
Stellar Temperature (K) 2516 Grootel et al. (2018)
Length of Day (Earth days) 6.1 Agol et al. (2021)
Length of Year (Earth days) 6.1 Agol et al. (2021)
Planet Mass (𝑀⊕) 0.692·𝑀⊕ Agol et al. (2021)
Planet Radius (𝑅⊕) 0.920·𝑅⊕ Agol et al. (2021)
Mean Surface Albedo 0.255 Wunderlich et al. (2020)
Orbital Distance (AU) 0.029 Wunderlich et al. (2020)

5.1.1 Simulation Setup

The close orbit at a distance of 0.029AU and the same values for day and year indicate
that TRAPPIST-1e is potentially tidally locked, showing always the same side to the star.
Thus, the stellar zenith angle within the ExoTIC model runs is fixed to 60◦ to approximate
the global mean chemistry on the dayside. The orbital distance leads to an incident stellar
flux at TOA of 0.604 𝑆⊙, where 𝑆⊙ denotes the irradiation at Earth’s TOA of 1361 Wm−2

(Wunderlich et al., 2020). Figure 5.2 shows the stellar spectrum received by TRAPPIST-1e.
As alreadymentioned in chapter 2, the flux in the UV and visible part of the electromagnetic
spectrum is smaller for M-stars compared to Sun-like stars, but is stronger in the Lyman-𝛼
line (around ∼120 nm). This spectrum is used as input for the photochemistry module
within the ExoTIC model runs.
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Figure 5.2: Stellar spectral flux at top of atmosphere for TRAPPIST-1e. The figure shows the stellar
energy distribution at top of atmosphere of TRAPPIST-1e. The stellar spectrum of TRAPPIST-1 is obtained
by the Mega-MUSCLES Treasury Survey (Wilson et al., 2021) and scaled to a total integrated energy of
1361 Wm−2, corresponding to Earth’s received irradiation. Then, the incident radiation on TRAPPIST-1e is
equivalent to 0.604 𝑆⊙ .

Initial Atmospheres

Since there is currently no confirmed atmospheric composition of rocky Earth-like planets,
it is a good starting point to begin with Earth-like atmospheres. The input for ExoTIC is
calculated by 1D-TERRA (see 3.2.1) and is based on the work of Wunderlich et al. (2020).
There, the authors suggest different N2- and CO2-dominated model scenarios for the almost
Earth-sized planet TRAPPIST-1e. The different scenarios each have a CO2 partial pressure
of 0.1 or 1 bar in the lowermost atmospheric layer. In total, all model runs have a range of
100 layers from 0 to ∼100 km. The scenarios with their mass fraction in the lowermost
atmospheric layer are listed in Table 5.2. Three scenarios with varying amounts of water
and oxygen are chosen, which are called (according to their respective water and oxygen
amounts) Dry or Wet, and dead or alive.

70



5.1 TRAPPIST-1 e – Planet around an active M-dwarf Star

Table 5.2: Overview of the used model scenarios for TRAPPIST-1e. The table gives a short overview
of the different model experiments used for TRAPPIST-1e and shows the percentage amount of trace gases
in the lowermost layer that are important for the atmosphere of the selected scenarios. The CO2 partial
pressure changes from 0.1 bar to 1 bar for the different scenarios. The table is adapted from Herbst et al.
(2024).

Scenario CO2 (%) N2 (%) H2O (%) O2 (%)

Dry-dead (0.1 bar CO2) 13.3 84.0 3.47 × 10−4 2.14 × 10−1

Wet-dead (0.1 bar CO2) 13.4 85.0 1.49 × 10−1 7.01 × 10−3

Wet-alive (0.1 bar CO2) 12.8 51.7 1.95 × 10−1 34.04

Dry-dead (1 bar CO2) 61.1 34.4 2.24 × 10−3 1.14
Wet-dead (1 bar CO2) 63.0 32.0 0.3 4.27 × 10−3

Wet-alive (1 bar CO2) 61.2 1.13 3.82 32.77

The ’Dry-dead’ atmospheric cases assume only volcanic outgassing, whereas the ’Wet’ and
’dead’ scenarios also assume an ocean. ’Wet-alive’ indicates biogenic and volcanic surface
fluxes that are measured for Earth, as well as an ocean. The volcanic and/or biogenic
emissions can be found in Wunderlich et al., 2020 (Table 4+5). Figure 5.3 shows the full
vertical profile of the three different scenarios, ’Dry-dead’ (a), ’Wet-dead’ (b) and ’Wet-alive’
(c) for various atmospheric trace gases. The higher CO2 partial pressure cases are indicated
by the dashed-dotted lines. For the ’Wet’ scenarios with an additional ocean (b+c), the
water vapor content in the troposphere is much higher compared to the ’Dry’ scenario.
Due to the higher amount of O2, the ozone layer (black curve) is more pronounced for the
’alive’ atmosphere (c) in relation to plots (a) and (b).
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Figure 5.3: Initial atmospheric composition for the TRAPPIST-1e scenarios. This figure shows the
vertical profiles of various trace gases for the different atmospheric scenarios ’Dry-dead’ (a), ’Wet-dead’ (b)
and ’Wet-alive’ (c). The dashed-dotted lines indicate the scenarios with 1 bar of CO2.

In the ’dead’ scenarios, oxygen is released from the high amounts of CO2 by reaction
with O(1D) and photodissociation in the upper part of the atmosphere, forcing the abiotic
buildup of O2 (Wunderlich et al., 2020). This effect is bigger for the 1 bar scenarios, since
there is more available CO2. A higher amount of O2 corresponds to a higher amount of O3

(panels a and b, black lines). Compared to the scenarios with biogenic fluxes (panel (c) in
Fig. 5.3), the ozone layers are less pronounced (Wunderlich et al., 2020).

The corresponding temperature profiles based on the initial atmospheric composition of
Wunderlich et al. (2020) are shown in Figure 5.4. There are no major differences in the
shapes of the temperature profiles, with a very high tropopause up to ∼40 km altitude,
and a sharp transit from the strato-mesosphere into the thermosphere around 90–100 km.
However, a higher surface temperature of 15–20 K can be observed for the scenarios with
included ocean, which is attributable to the higher amount of the natural greenhouse gas
H2O (solid lines). Due to higher initial CO2 and H2O in the 1 bar scenarios, the surface
temperature increases up to 340 K (Fig. 5.4, dashed-dotted lines). Wunderlich et al. (2020)
also mentions the absent of a temperature inversion in the middle atmosphere compared
to Earth, which can be also seen in figure 5.4. This is a result of less stellar flux in the
Hartley (200—310 nm), Huggins (310—400 nm), and Chappuis (400—850 nm) bands for
M-stars. These bands are responsible for the radiative heating by photochemical depletion
of O3 (Wunderlich et al., 2020).
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Figure 5.4: Initial temperature profile for the TRAPPIST-1e model simulations. The figure illustrates
the vertical temperature profile up to ∼110 km for the different model simulations ’Dry-dead’ (blue), ’Wet-
dead’ (red) and ’Wet-alive’ (green). The surface temperature ranges from ∼250 K to ∼330 K, allowing liquid
water on the surface in particular for the ’Wet’ scenarios. The dashed-dotted lines indicate the 1bar CO2
scenarios.

Ionization Rates

In the solar system, one of the strongest recorded flares was the Carrington event in 1859
with an estimated energy of ∼1033 erg (Cliver et al., 2022). This flare resulted in a huge
geomagnetic storm, which affected the atmosphere of Earth (Herbst et al., 2024). In a
study from Vida et al. (2017), the measured light curves of the M8 dwarf star TRAPPIST-1
showed multiple flares with energies up to 1.24 × 1033 erg every ∼50 days. This is within
the order of the Carrington event and is a good benchmark for the ExoTIC model runs.

According to Herbst et al. (2024), the modeling of historical particle events is based on
the spectral profile of measured terrestrial ground level enhancements (GLE). For the
Carrington event, the reference is the spectral shape of GLE44, which was detected in
October 1989. To use this for TRAPPIST-1e, it is scaled to its orbital distance at 0.029 AU by
using the inverse-square law 1/𝑟 2. Subsequently, it is referred to as a Carrington-like event.
Thus, it forms the basis for calculating ionization rates using AtRIS, which are required
by ExoTIC for computing the ion chemistry in addition to the stellar spectrum, initial
temperature, and atmospheric profiles (Herbst et al., 2024). The results for the different
atmospheres (’Dry-dead’ (a), ’Wet-dead’ (b), ’Wet-alive’ (c), solid/dashed-dotted lines) are
shown in Figure 5.5. All cases show a similar structure with a maximum of ∼ 2 × 108 Ions
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𝑐𝑚−3𝑠−1 between ∼30 and 50 km. The atmosphere at this altitude becomes denser, and the
energy spectrum of the particles determines the ionization peak.
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Figure 5.5: Ion pair production rates for different input atmospheres of TRAPPIST-1 (e). The
Figure shows the ion pair production rates for the energetic particle Carrington-like for the different input
atmospheres, ’Dry-dead’ (a), ’Wet-dead’ (b) and ’Wet-alive’ (c). The solid (dashed-dotted) lines indicate
the scenarios with 0.1 bar (1 bar) CO2 partial pressure. These ionization rates are published in Herbst et al.
(2024).

5.1.2 Single Ionization Event

During this doctoral thesis, results of ExoTIC model runs with its older version without
additional sulfur chemistry, H2/H2O ionization and abiotic N2O production were carried
out byme and published in the peer-reviewed publicationHerbst et al. (2024). The following
section is based on this study and focuses on the most important findings.

Figure 5.6 shows the vertical profile of the mean differences between a Carrington-like
event and a corresponding reference run without particle event for several trace gases and
different atmospheric scenarios presented in Herbst et al. (2024). In addition, the plot for
N2O (panel (f) in Fig. 5.6), which is not shown in the publication, was created with the
same dataset. The Carrington-like event starts within the 24th model hour and lasts for six
hours. For all scenarios, there is production of HO𝑥 in the ppb–ppm range throughout the
atmosphere during the particle event. The same is true for the production of NO𝑥 up to
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70 km. Ozone (Fig. 5.6, panel c) shows alternating regions with formation or loss for all
atmospheric scenarios and over all altitudes. For N2O, the most obvious change can be
seen in the Wet-alive model runs (green lines), with production up to ∼10 ppt between 20
and 70 km.
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Figure 5.6: Mean absolute differences in the mixing ratio of various trace gases for TRAPPIST-1e
during a Carrington-like event. The figure shows the mean difference in the mixing ratio of HO𝑥 (H,
OH, HO2), NO𝑥 (N, NO, NO2), O3, atomic oxygen (O), NO and N2O for the scenarios with 0.1 bar CO2 (solid)
and 1 bar CO2 (dashed-dotted) during a Carrington-like ionization event. The different colors indicate the
various atmospheric scenarios. The plots are based on the dataset, which was used for the publication of
Herbst et al. (2024).

The energetic particle event produces NO𝑥 by ionization and dissociative ionization of N2

(Sinnhuber et al., 2012) and HO𝑥 by the formation of water cluster ions with subsequent
release of HO𝑥 species (Solomon et al., 1981), leading to overall water loss shown in Fig. 6
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in Herbst et al. (2024). Ozone formation above 70 km is likely initiated by the dissociation
of O2 and CO2 during the energetic particle event (see Fig. 5.6 (d)). Subsequently, the
atomic oxygen produces O3 via reaction R33. The Ozone loss in the 0.1 bar ’Wet-alive’
scenario between 40 and 70 km is likely due to NO𝑥 and HO𝑥 catalytic cycles (R36–R41),
which is comparable to Earth. For the ’dead’ scenarios (blue and red), the alternating O3

formation and depletion between 40 and 70 km can be explained by enhanced production
of atomic oxygen (O) during the particle event (Fig. 5.6 d). Since both atmospheric cases
show production of O, overall O3 formation or depletion is determined by the initial values
of O2. They are higher for the ’Dry-dead’ cases, which lead to O3 formation compared to
the ’Wet-dead’ scenarios.

Grenfell et al. (2013) and Herbst et al. (2024) mention that for M-stars, the ozone production
via the so-called smogmechanism is more important compared to the Chapmanmechanism
on Earth due to the lower UV flux of M-stars. This mechanism is shown in reactions
R66–R71.

CO + OH −−−→ CO2 + H (R66)

H + O2 +M −−−→ HO2 +M (R67)

NO + HO2 −−−→ NO2 + OH (R68)

NO2 + h𝜈 −−−→ NO + O (R69)

O + O2 + M −−−→ O3 + M (R70)

net: CO + 2O2 −−−→ CO2 + O3 (R71)

NO2 is photolyzed in the visible and releases atomic oxygen (O) for ozone formation via R33,
which is more efficient for M-stars than photolysis of O2 (Grenfell et al., 2013). Thus, less
O is also available to enable NO𝑥 catalytic ozone loss like on Earth (Lary, 1997). Whether
ozone loss or production dominates below ∼40 km is determined by the availability of
HO𝑥 and NO𝑥 . In the ’Wet-alive’ 0.1 bar CO2 case, more NO𝑥 favors reaction R68 and
enables ozone production via the smog mechanism. This is in agreement with Grenfell et al.
(2007), which suggests O3 production via smog mechanism, stimulated by enhanced NO𝑥
during particle precipitation. For the ’Wet-alive’ 1 bar CO2 scenario, the smog mechanism
between 20 and 40 km is limited due to lower values of NO𝑥 , and the higher amount of O3

(see Fig. 5.3) in this region favors reaction R39, leading to ozone loss, rather than ozone
production. In the ’dead’ scenarios with less initial O3 in the lower atmosphere (below ∼20
km), reaction R39 is limited and the O3 production via R33 exceeds the loss. More initial
O2 in the ’Dry-dead’ scenario (blue lines in Fig. 5.6) leads to enhanced O3 production up

76



5.1 TRAPPIST-1 e – Planet around an active M-dwarf Star

to ∼20 km compared to the ’Wet-dead’ case (red lines in Fig. 5.6). Lower NO𝑥 and O2 for
the ’Wet-dead’ 1 bar CO2 scenario (red dashed-dotted) suppress the smog mechanism and
lead to ozone loss right from the ground upwards. Between 20 and 40 km, the O3 loss
within the ’Dry-dead’ scenarios is most likely due to enhanced O3 peak, which favors in
combination with more NO (Fig. 5.6 (e)) reaction R39 and exceeds O3 formation via the
smog mechanism. In general, the ozone budget is quite complex and depends strongly on
the atmospheric conditions.

The N2O production in the ’Wet-alive’ scenarios corresponds to ozone loss between 40
and 70 km. Less ozone provides less O(1D) via the photolysis reaction R34. Thus, the
destruction of nitrous oxide by reaction with O(1D) is slower. In general, the formation of
N2O is small (less than a ppt nearly everywhere) within the version without abiotic N2O
production.

5.1.3 Multiple Ionizatios Events

Compared to the previous section with the single ionization event, this section focuses
on the evaluation of model runs with multiple ionization events. For reasons of clarity,
the TRAPPIST-1e atmosphere most similar to Earth, with 0.1 bar of CO2, is shown in the
following. The ExoTIC model runs are started with the parameters and input profiles
described in section 5.1.1. In order to account for the multiple flares of TRAPPIST-1, nine
different-sized Carrington-like events are used in this work. Vida et al. (2017) suggests
that the flare frequency of TRAPPIST-1 is one Carrington-like event every ∼50 (Earth)
days. This results in a Carrington-like event at the beginning and end of a 1200 hours long
model run. The first one starts in the 24th model hour and the last one at the beginning
of day 48. In between, there is a medium-sized event (0.1 x Carrington-like), surrounded
by three small events (0.01 x Carrington-like) on either side. The interval between the
events after the first one is held to 144 model hours. As in chapter 4, ExoTIC performs
20 chemical timesteps per model hour and additionally calls the ion-chemistry routine
during the actual event in every 2nd timestep. Here, the newest version of ExoTIC with
all changes discussed in chapters 2 and 3 is used.

The frequency of the particle events is indicated in Figure 5.7 within a time series of the
water vapor mixing ratio for the three atmospheric scenarios ’Dry-dead’, ’Wet-dead’ and
’Wet-alive’. The strong and medium-sized events are highlighted by the black arrows. In all
scenarios, there is a significant reduction in the water vapor mixing ratio after each event
between 40 and ∼50 km. The decrease in the water vapor content is much stronger for
the strong and medium-sized events compared to the small events in between, especially
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for case (c). The time from one event to the next is not long enough for water vapor to
recover, and the values stay lower than the initial values throughout the whole model run
in this altitude range.
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Figure 5.7: Time series of the water vapormixing ratio. The figure shows a time series of the water vapor
mixing ratio (mol/mol) for the three atmospheric scenarios (’Dry-dead’ (a), ’Wet-dead’ (b) and ’Wet-alive’
(c)) including nine energetic particle events with various strength. A Carrington-like event starts after 23
and ∼1150 model hours (48 days), a medium-sized event (0.1 x Carrington-like) after ∼570 model hours, and
the small-sized events (0.01 x Carrington-like) are in between. The start of the strong and medium-sized
events are indicated by the black arrows. Each SEP event lasts for six hours.

Figures 5.8 to 5.10 show the vertical profile of the mean differences between various
Carrington-like events (events 1, 5 and 9) and a corresponding reference run without
particle event for several trace gases. In order to make a good comparison, the averages
are taken over the same event period of six hours for all three atmospheric cases. The
different scenarios chosen are indicated by the colors and the results for the different
events are illustrated by the solid, dashed-dotted and dotted lines.
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Regarding the different particle events in Fig. 5.8 (a), it can be seen that within a range
from 20 to 80 km, the water vapor mixing ratio decreases up to ∼5 ppm for all three model
scenarios. With further events happening, this trend continuous and shows similar values
for event nine (dotted lines). For N2O (Fig. 5.8 (c)), the positive difference in all three
atmospheric scenarios indicates higher N2O values during the energetic particle event
compared to the reference run. The peak values range from ∼2 ppm ’Dry-dead’ (blue) and
’Wet-dead’ (red) scenario to ∼10 ppm for the ’Wet-alive’ case (green). This is many orders
of magnitude higher than in the previously mentioned single ionization event, where N2O
formation due to reactions R21 and R22 was not included. The positive difference increases
with more particle events (dashed-dotted and dotted lines in Fig. 5.8) and results in the
accumulation of N2O.

For the NO𝑥 (N, NO, NO2) species shown in Fig. 5.10 (a), there is an increase up to ∼10
ppm between ∼40 and ∼70 km for all scenarios and for all events, whereby the ’Wet-alive’
scenario (green) shows the largest differences. In addition, the values for the stronger
events 1 and 9 are larger (solid, dotted). When examined individually, NO and NO2 show
alternating increase and decrease over the entire altitude range compared to the reference
run (see Fig. 5.9 a+b), in particular for the ’dead’ scenarios (red, blue). For the HO𝑥 (H,
OH, HO2) species, a similar picture emerges as for NO𝑥 . There is also an increase across
all scenarios, especially above ∼60 km. However, the increase is slightly higher for the
bigger ionization event 1 at the beginning of the multiple event model runs (solid lines in
Fig. 5.10 (c).

In Figure 5.10 (b), ozone shows alternating formation and loss during the energetic particle
event for all atmospheric scenarios and different event times. In the ’Wet-alive’ scenario
(green), there is ozone loss between 40 and 70 km, whereas below and above, ozone is
formed. However, the ’Dry-dead’ scenario (blue) shows almost exclusively ozone formation
from 15 to ∼65 km for the bigger first and last event (solid and dotted lines in Fig. 5.10
(b)). In the ’Wet-dead’ case (red) for the first particle event (solid), there is small ozone
formation of 0.1 ppm below 20 km and ozone loss above, except for a range of roughly 10
km around an altitude of 40 km. This changes after several events and leads to an ozone
loss below 40 km and ozone formation from 40 to ∼75 km (dashed-dotted and dotted line
in Fig. 5.10).
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Figure 5.8: Mean absolute differences in the mixing ratio of H2O, O and N2O for TRAPPIST-1e
during three energetic particle events. The figure shows the mean difference in the mixing ratio of H2O,
O and N2O for TRAPPIST-1e during the 1st (solid lines), 5th (dashed-dotted) and 9th (dotted) particle event
with respect to the corresponding reference run without particle event. The colored curves indicate the
different atmospheric scenarios (’Dry-dead’ (blue), ’Wet-dead’ (red) and ’Wet-alive’ (green)).
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Figure 5.9: Mean absolute differences in the mixing ratio of NO, NO2 and HO2 for TRAPPIST-1e
during three particle events. Same analysis as in Fig. 5.8, but notice the slightly different x-axis.
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Figure 5.10: Mean absolute differences in the mixing ratio of NO𝑥 , O3 and HO𝑥 for TRAPPIST-1e
during three particle events. Same analysis as in Fig. 5.8, but notice the slightly different x-axis.

82



5.1 TRAPPIST-1 e – Planet around an active M-dwarf Star

The loss of water vapor (Fig. 5.8 (a)) during energetic particle events can be explained by
the formation of water cluster ions (see sec. 2.3.1). These clusters release HO𝑥 species and
lead to their enhancement in particular above 60 km (panel (c) of Figure 5.10) (Solomon
et al., 1981). As with HO𝑥 , the NO𝑥 (N, NO, NO2) species are increasing during the particle
events for all atmospheric scenarios below ∼75 km, which is caused by the ionization and
dissociative ionization of N2 (Sinnhuber et al., 2012) in nitrogen-dominated atmospheres.
The bigger ionization events lead to higher amounts of NO𝑥 due to higher ionization rates.
This explains the differences between the big particle event (solid) and the medium-sized
event (dashed-dotted).

As mentioned in chapter 2, the formation of N2O by charged particles (Zipf & Prasad, 1980)
could play an important role, especially in N2-dominated atmospheres. The similarly high
amount of N2 in the TRAPPIST-1e model scenarios compared to Earth leads to the abiotic
production of 1 to ∼70 ppm N2O in the middle atmosphere between 25 and 60 km. There,
N2O is clearly enhanced compared to the model runs with single ionization event (see
sec. 5.1.2). The amount of N2O is even higher for the ’Wet-alive’ scenario compared to
the ’dead’ ones. There is more available O2 for forming N2O out of the excited state of N2

(N2(A3Σ+
𝑢 )). N2O is photolyzed at wavelengths 𝜆 < 170–240 nm (Selwyn et al., 1977). The

stellar flux in that wavelength range is smaller for M-dwarf stars compared to Sun-like G-
stars. Thus, the depletion of N2O is smaller, and it can accumulate in atmospheres around
M-stars with a high flaring frequency. It should be noted here that ExoTIC does not have
vertical transport and therefore accumulation could be locally overestimated, especially if
the duration between events exceeds the vertical mixing timescale. In Sanchez-Lavega
(2010), the eddy diffusion timescale is given by 𝜏 = 𝐻 2/𝐷𝑒𝑑𝑑𝑦 with scale height H and
eddy diffusion coefficient D𝑒𝑑𝑑𝑦 . For TRAPPIST-1e, Wunderlich et al. (2020) suggest that
𝐷𝑒𝑑𝑑𝑦 = 104 − 105 cm2/s between 40 and 50 km, where N2O for example has its peak.
Then the vertical mixing time scales are similar or higher than the frequency of the 1 x
Carrington-like events. Thus, the vertical mixing should have minor effects.

Starting with the ’Wet-alive’ scenario (green), the ozone formation above 70 km during all
events is likely initiated by reaction R33, after prior dissociation of mainly O2 due to the
high amount of oxygen and smaller HO𝑥 formation. This is consistent with the findings in
Herbst et al. (2024) and is also illustrated in the increase of atomic oxygen shown in Fig. 5.8
(b). Initial ozone peaks for the ’Wet-alive’ scenario between 40 and 60 km. Hence, O3 loss is
due to the additional formation of HO𝑥 and NO𝑥 during the particle event, which enables
the catalytic ozone loss cycles (R36–R38, R39–R41). As already explained for the single
ionization event (section 5.1.2), below 40 km (Fig. 5.10, (b)), enhanced NO𝑥 during the
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particle event enables the smog-mechanism (R66–R71), which results in ozone formation,
rather than O3 depletion.

The ozone formation within the first 20 km of the ’Dry-dead’ case could be also referred
to the smog mechanism (blue lines in Fig. 5.10 (b)). Although the O2 content of the
atmosphere is significantly lower than in the ’Wet-alive’ scenario, O3 formation is still
sufficient to produce a surplus. Above ∼40 km, atomic oxygen is produced likely from
CO2 dissociation during the particle event, since the initial O2 values are even smaller
compared to the ’Wet-alive’ scenario. This additional O initiates formation of O3 via R33,
which exceeds the destruction by the HO𝑥 and NO𝑥 catalytic cycles. Above ∼60 km, the
higher amount of HO𝑥 surpasses the Ozone production and leads to O3 depletion. The
situation is similar for the ’Wet-dead’ scenario (red lines in Fig. 5.10), whereby O3 loss
below 40 km dominates after several events. The initial O2 in that altitude range is at
least one order of magnitude lower compared to the ’Dry-dead’ scenario. Thus, the smog
mechanism is not sufficient anymore, which leads to overall O3 depletion. Between ∼40 to
∼70 km, HO𝑥 decreases with further events and weakens the O3 depletion via the HO𝑥
catalytic cycle. Hence, O3 production via R33 again exceeds depletion. Above ∼75 km,
the higher production of HO𝑥 compared to the ’Wet-alive’ scenario, leads to O3 depletion
in both ’dead’ scenarios despite higher CO2 and O2 dissociation. In summary, it can be
said that the results for the first particle event of the multiple event model runs with the
new chemistry setup correspond well with the findings of Herbst et al. (2024). The newly
implemented abiotic production of N2O causes significantly higher values compared to the
older model version of the single ionization event (section 5.1.2) and shows accumulation
after several energetic particle events.

Consequences for the Transmission Spectra

In this section, the influence of the changes of atmospheric trace gases presented in the
previous subsection on transmission spectra as measured, e.g., by MIRI or NIRSPEC on
the James Webb Space Telescope, are discussed by comparing two model runs with and
without (reference) energetic particle events.

In our distributed project work, the spectral data have been calculated by Ben Taysum
(DLR) using GARLIC (see 3.2.3) at a resolving power of 300 and have been visualised
here to suite the objectives of the investigation. Figures 5.11 – 5.13 show the simulated
transmission spectra (see 2.4.1) of the three atmospheric cases with and without energetic
particles (upper panels) for the ionization events 1, 5 and 9. The lower panel of these
figures illustrates the corresponding relative change within the transit depth in %.
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Important absorption bands are CO2 (4.3 𝜇m), H2O (4.9–7.7 𝜇m), CH4 (5.8–9.2 𝜇m), NO
(5–5.7 𝜇m), NO2 (6–6.4 𝜇m) and O3 (8.1–10.4 𝜇m) (Herbst et al., 2024). Furthermore, N2O
has bigger absorption bands at 3.9 𝜇m and 8.6 𝜇m (Quanz, S. P. et al., 2022a). All scenarios
show the prominent CO2 feature due to the initial high CO2 concentration and after several
ionization events, there is no significant change compared to the reference run. In contrast,
the transit depth in the most prominent water absorption band (4.9–7.7 𝜇m) is reduced by
about 0.25% (0.5%) for the two ’dead’ scenarios during the first (last) particle event, which
is consistent with the differences shown in Fig. 5.8 (a).

The ’Wet-alive’ scenario shows peaks at the NO and NO2 absorption bands masking the
decrease in the water prominent band around 6 𝜇m. During the last big ionization event
nine (Fig. 5.13), the relative difference in the transit depth of the NO and NO2 peak is bigger
compared to the earlier events. This corresponds as well with the absolute differences
shown in Fig. 5.9 (a+b). For both species, there is an increase up to ∼10 ppm above an
altitude of 50 km, where the observations are quite sensitive.

Figure 5.11: Simulated transmission spectra for TRAPPIST-1e during the first ionization event.
The upper panel of this figure shows the simulated transmission spectrum (ppm) for the TRAPPIST-1e
model runs, ’Dry-dead’ (blue), ’Wet-dead’ (red) and ’Wet-alive’ (green) and the corresponding reference runs
without particle event (dotted lines). The lower panel shows the relative deviation of the transit depth (%)
for the model scenarios. The data for the transmission spectra were calculated with GARLIC at DLR using
the output from the ExoTIC model runs at KIT. Subsequently, the results were visualised in the figure above
and in the figures 5.12–5.13 to highlight the scenario differences.
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Figure 5.12: Simulated transmission spectra for TRAPPIST-1e during the 5th ionization event. Same
as Fig. 5.11, but for the 5th ionization event.

Figure 5.13: Simulated transmission spectra for TRAPPIST-1e during the 9th ionization event. Same
as Fig. 5.11, but for the 9th ionization event.
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Regarding N2O, there is a clearly relative difference in the absorption line around 3.9 𝜇m
for all three atmospheric scenarios (Fig. 5.11–5.13) compared to the model runs without
particle event. The relative changes in the transit depth are bigger for the ’dead’ scenario in
contrast to the ’alive’ scenario. With an increasing number of particle events, these changes
increase up to 0.45%, which is consistent with the modeled absolute accumulation of N2O
over time. At 8.6 𝜇m the changes are less prominent due to the overlapping features of O3

and CH4, which contribute to the total absorption. Because of higher initial concentrations
and biogenic fluxes, the overall peak of N2O in the transit depth is higher for the ’alive’
scenarios compared to the ’dead’ ones (upper panel of Figs. 5.11–5.13). Thus, the additional
produced N2O during energetic particle events has a much smaller contribution to the
total absorption, because the band is more saturated.

Within the Ozone absorption band around 9.6 𝜇m, the ’alive’ scenario shows a relative
decrease up to ∼0.25%, which corresponds to the absolute decrease in Ozone between 40
and ∼75 km (Fig. 5.10 (b)). For the other two scenarios (blue, red), the ozone transit depth
changes up to 0.25% throughout the several events due to additional O3 formation above
∼45 km (Fig. 5.10 (b), dashed-dotted and dotted lines).

In the peer-reviewed study of Herbst et al. (2024), to which this doctoral thesis contributed,
the model runs performed with ExoTIC did not take into account the abiotic production
of N2O and only considered a single particle event. Except for the enhancement of N2O
in all model runs and the enhancement of O3 in some model runs during the particle
event, the changes in the atmospheric composition for the other trace gases and therefore
the variation in the transmission spectra are comparable. Additional N2O influences the
NO𝑥 budget, and ozone is quite sensitive to it, which could explain the differences in the
’dead’ scenarios compared to Herbst et al. (2024). Compared to a single particle event,
several events show a continuous impact on the atmospheric composition without strong
atmospheric relaxation between the particle events. As previously mentioned, frequent
events can accumulate N2O.

In general, this work shows that energetic particle events lead to significant changes
in the atmospheric composition of N2-dominated atmospheres on planets orbiting M-
dwarf stars. The abiotic production of N2O leads to differences of about 0.45%, which is
approximately 15–25 ppm in the absolute transit depth. Figure 5.14 shows a comparison
between measured and simulated transit depth (ppm) for TRAPPIST-1e. The measured
data points (black) are taken from Espinoza et al. (2025) and represent a single transit
event of TRAPPIST-1e, measured on June 22, 2023. There, the authors suggest that the
measurements are contaminated due to the high stellar activity of TRAPPIST-1.
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Figure 5.14: Comparison of simulated and measured transmission spectra for TRAPPIST-1e. The
figure shows a comparison between the measured transmission spectrum (black data points) for one transit,
which was published in Espinoza et al. (2025) and obtained on June 22, 2023 and the simulated transmission
spectra for the different atmospheric scenarios with (solid lines) and without (dotted lines) particle event.
The simulated spectrum was taken from figure 5.13 (upper panel) and plotted within the wavelength range
of the measurements. Due to the large variation of the data points, the reference run is a little bit masked.

According to Leleu et al. (2021), the signal-to-noise ratio S/N is given by equation 5.1

𝑆

𝑁
=
√
𝑛 · 𝑇𝐷

𝜎
, (5.1)

with transit depth TD, number of transits 𝑛 and measurement noise 𝜎 . In figure 5.14, the
mean measurement noise of the data between 1 and 5 𝜇m is ∼100 ppm. In an optimistic
case, one need at least 16 transit observations to reach a relevant S/N of 1𝜎 , in order to
detect changes in N2O of ∼25 ppm. Better would be 2𝜎 (3𝜎) or more, which require 64 (144)
or more transits. The detection of larger features like CO2 is easier due to a higher signal.
Hence, it needs more transits and more precise measurements in the future to improve
the current data basis. Then, the abiotic formation of N2O could be misinterpreted as a
biosignature of an exoplanet if the activity of the host star is not considered. Thus, it is
recommended to include the impact of stellar energetic particles in the analysis methods.
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5.2 LHS 1140 b – Planet orbiting an inactive M-dwarf Star

Dittmann et al. (2017) reported the detection of two planets orbiting a cool M-dwarf star,
named LHS 1140, which were found using the transit method by the MEarth telescopes in
Arizona (USA) and Chile. They are referred to as LHS 1140 b and c, with the focus on planet
b in this section. The host star is classified in spectral class M4.5 and the system is localized
at a distance of 14.993 pc from Earth (Gaia Collaboration et al., 2018). An overview of the
main physical properties of LHS 1140 (b) is given in Table 5.3. Like TRAPPIST-1e, it is
located in the habitable zone of its host star, but with a radius of approximately two Earth
radii and a mass of almost six Earth masses, it is significantly larger and heavier. This
opens up the possibility that its atmosphere could be more robust and possibly contain
larger amounts of lighter trace gases such as H2. The model setup is discussed in more
detail in the following sections.

Table 5.3: Overview of the physical parameters for the LHS 1140 system. This table shows the physical
parameters of the LHS 1140 (b) system. The planet LHS 1140 b is a super-Earth in the habitable zone of
LHS 1140 (Wunderlich et al., 2021). The same values for day and year indicate the most likely tidally locked
character.

Parameter Valuea

Stellar Mass (𝑀⊙) 0.184·𝑀⊙

Stellar Radius (𝑅⊙) 0.2159·𝑅⊙
Stellar Temperature (K) 3096
Length of Day (Earth days) 24.73
Length of Year (Earth days) 24.73
Planet Mass (𝑀⊕) 5.6·𝑀⊕

Planet Radius (𝑅⊕) 1.73·𝑅⊕
Mean Surface Albedo 0.255b

Orbital Distance (AU) 0.096

a Cadieux et al. (2024b), b Wunderlich et al. (2021)

5.2.1 Simulation Setup

As with TRAPPIST-1e, it is also likely that LHS 1140 b is tidally locked due to the close-in
orbit. Since there are no spectral data for LHS 1140 yet available, the spectral energy
distribution (SED) is a synthetic combination of Proxima Centauri for the UV wavelength
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range below 400 nm and the SED of GJ 1214 for the visible/NIR range. An orbital distance
of 0.096AU leads to a stellar Insolation of ∼0.503 𝑆⊙ (Wunderlich et al., 2021). The stellar
spectral flux of LHS 1140 is shown in figure 5.15. Compared to the cooler TRAPPIST-1,
the Planck peak due to the hotter surface temperature is slightly shifted towards smaller
wavelengths. ExoTIC uses this spectral flux with a constant stellar zenith angle of 60◦ to
calculate the photolysis rates, which are then used by the photochemical module.
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Figure 5.15: Stellar spectral flux of LHS 1140. Current measurements of the stellar flux of LHS 1140 are
not yet available. The spectrum shown here is a synthetic combination of two different M dwarf stars -
Proxima Centauri and GJ 1214, with the former spectrum used for wavelengths shorter than 400 nm and
the latter for longer than 400 nm. The flux is scaled to the top of atmosphere of LHS 1140 b, which receives
∼0.503 𝑆⊙ (Wunderlich et al., 2021).

Initial Atmospheres

Observations of LHS 1140 b suggest that there is no thick H2 dominated atmosphere
(Damiano et al., 2024). Nevertheless, due to the large mass, it is possible that an H2-
dominated atmosphere may prevail, but has low surface pressure.

Compared to the atmospheres of TRAPPIST-1e, initial atmospheres with lower biogenic
fluxes are used, which means lower O2 content. Further, to test the influence of abiotic
production of N2O within an H2-dominated atmosphere, the initial amount of molecular
nitrogen is enhanced. Furthermore, a recent study from Scherer et al. (2025) recommends
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that LHS 1140 b receive a significant flow of atomic hydrogen originating from the outside
interstellar medium (ISM) due to the small astrosphere. To investigate these different
conditions regarding the impact of energetic particles, I performed ExoTIC model runs
with four different starting atmospheres, which are grouped into more and less initial N2

and with or without hydrogen flux in the upper atmosphere. The different model scenarios
are based on initial states of atmospheric composition provided by colleagues at DLR and
can be found in Table 5.4.

Table 5.4: Overview of the used model scenarios for LHS 1140 b. The table shows the different
atmospheric scenarios for LHS 1140 b and the corresponding surface volume mixing ratios (%) of various
constituents. In addition to the standard case (S), three further scenarios were calculated. One with additional
hydrogen flux in the upper atmosphere (S-Heff), one with higher initial N2 (S-N2) and one with higher N2
and hydrogen flux (S-N2-Heff).

Scenario CO2 (%) N2 (%) H2 (%) NO (%) H2O (%)

Standard (S) 1.7 × 10−7 5.0 × 10−3 76.0 1.79 × 10−13 4.0
S-Heff 1.7 × 10−7 5.0 × 10−3 76.0 1.78 × 10−13 4.0
S-N2 1.7 × 10−7 3.0 74.5 2.31 × 10−9 2.4
S-N2-Heff 1.7 × 10−7 3.0 74.5 2.33 × 10−9 2.4

As with TRAPPIST-1e, the atmospheric output of 1D-TERRA has 100 vertical layers, but
ranging here from 0 to ∼450 km. Figure 5.16 shows the full vertical profiles for different
atmospheric trace gases. In both plots, N2 is indicated by the solid green line. Plot (a)
represents the case with less initial N2, whereas plot (b) has approximately three orders of
magnitude more N2. It can be seen that with higher initial N2 concentrations (Fig. 5.16
(b)), the N2O content is enhanced as well.
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Figure 5.16: Initial atmospheric composition of the LHS 114 b model runs. The figure shows the
vertical mixing ratio profile of various trace gases in mol/mol for atmospheric scenarios with small amount
of initial N2 (a) and higher amount of N2 (b). The dashed-dotted lines indicate the scenarios with additional
hydrogen flux in the upper atmosphere. Data were provided by DLR (same for Fig. 5.17).

The other trace gases don’t show significant changes with increased N2. Including hydro-
gen flux in the upper atmosphere (dash-dotted lines), the mixing ratio of atomic hydrogen
increases for both scenarios of N2. Methane (yellow) enhances as well, whereas O2 (orange
line) shows a small decrease.

The corresponding initial temperature profile is shown in figure 5.17, where the model
runs with less initial N2 are in the left plot (a) and the model runs with enhanced N2 in the
right plot (b). The additional hydrogen flux is indicated by different colors. Besides some
fluctuations above 200 km, the are no significant changes in the temperature profile for
the atmospheres with different initial N2. Only the surface temperature is slightly higher
in the model run with less N2 (a) compared to the model run with more N2. The additional
hydrogen in the upper atmosphere doesn’t change the temperature profile at all.
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Figure 5.17: Temperature profile for the four LHS 1140 b model simulations. The figure shows the
temperature profile for the different LHS 1140 b model runs, varying the initial N2 content (a = less N2, b =
more N2). The different colors indicate the model simulations with enhanced upper atmospheric hydrogen
flux.

Ionization Rates

As already mentioned for the previous simulations, ExoTIC uses ionization rates calculated
by Konstantin Herbst (university of Kiel/Oslo) using AtRIS. The small astrosphere of LHS
1140 leads to a bigger influence of GCRs impacting the planetary atmosphere of LHS 1140
b (Herbst et al., 2020). Scherer et al. (2025) supports this bigger influence and mentions
that a full 3D magneto-fluid dynamics simulation has to be made to get the whole picture
of GCR flux. Figure 5.18 shows the ionization rates of the GCRs (red lines) calculated by
AtRIS for the different input atmospheres (solid and dashed-dotted lines). It can be seen
that the peak due to the more energetic particles arises in the lower atmosphere of LHS
1140 b. For comparison, the blue lines show Carrington-like events, which were scaled to
the orbital distance of LHS 1140 b. Their peaks are higher up in the atmosphere and the
effects on it are much greater. Overall, the different amount of N2 in (a) and (b), as well as
the possible hydrogen flux in the upper atmosphere (dashed-dotted lines), do not have a
significant influence on the ionization rates.
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Figure 5.18: Ion pair production rates for different input atmospheres of LHS 1140 b. The figure
shows the ion pair production rates for the two energetic particle events Carrington-like (blue) and GCR
(red) with different atmospheres of LHS 1140 b. Within an H2-dominated atmosphere, the initial N2 content
is lower in case (a) compared to the right plot (b). The dashed-dotted lines represent the atmospheres with
additional hydrogen flux. Data were provided by Konstantin Herbst (Kiel/Oslo).

Even though no strong SEP events have been observed for LHS 1140 yet, they could
serve in this work as a comparison for what effects one might expect in H2-dominated
atmospheres. In these simulations as well, the particle event starts in the 24th model hour.
The Carrington-like event lasts for six hours and the galactic cosmic ray impact lasts for 24
hours to simulate a permanent effect. For both types of particle event, ExoTIC performs 20
chemical timesteps within one model hour and calls the ion chemistry routine during the
event period every 2nd timestep. The whole output is generated after every 5th chemical
timestep, which leads to a time resolution of 15 minutes. The results of the different model
runs are presented in the next part.
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5.2.2 Analysis of the Model Simulations

First, this sections starts with the results for the Carrington-like ionization event scaled
to the orbital distance of LHS 1140 b in order to evaluate the impact on H2-dominated
atmospheres. Afterwards the same is done for the galactic cosmic ray background to
account for the special small astrosphere of LHS 1140 (see previous part).

Hydrogen Species

Since hydrogen species become more important in H2–dominated atmospheres, figure
5.19 shows the time series of the water vapor mixing ratio for a first brief overview. It
includes the previous introduced model experiments (see Table 5.4) with a Carrington-like
event, which is indicated by the yellow lines. All model simulations show water vapor
depletion of several orders of magnitude, especially above 100 km, which is likely due to
the photolysis of H2O. With the beginning of the ionization event, the water vapor content
slightly increases and is photolyzed again after the end of the event.
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Figure 5.19: Absolute mixing ratio of water vapor for LHS 1140 b model simulations. The figure
shows the absolute volume mixing ratio of H2O in mol/mol for the different model simulations of LHS 1140
b (Table 5.4).

This fact is also supported by the following Figure 5.20, which shows the absolute dif-
ferences between various trace gases in a model run with and without ionization events
averaged over the event (similar analysis as in Figs. 5.8–5.10). At an altitude of ∼200
km, there is a peak in the water mixing ratio of 0.2—0.5 ppm for all four scenarios (a).
This corresponds to the formation of OH (b) and the loss of CH4 (g) in this altitude range
during the particle events. Molecular hydrogen (c) is reduced over the entire altitude
range of ∼400 km compared to the reference run. It shows also a small peak at ∼200 km of
approximately 10 ppm.
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Figure 5.20: Absolute differences in the mixing ratio of various trace gases for LHS 1140 b. The
analysis within this figure is similar to Figs. 5.8–5.10. Here, NO was replaced by H2, and atomic oxygen was
replaced by CH4.

The Carrington-like ionization event starts peaking at around 200 km. This leads to
stronger ionization, dissociative ionization and subsequent dissociation via recombination
of the H2-dominated atmosphere (see R51, R52 and Table 3.4). Therefore, atomic hydrogen
is the dominant part within the HO𝑥 (H, OH, HO2) species. In addition, oxygen and
oxygen-ions are formed, which mainly originate from the ionization of CO2, since the
initial concentration is significantly higher compared to O2. Within the denser atmosphere,
which produces higher ionization rates, the ionized hydrogen molecules and oxygen ions
can form OH+ ions more quickly. They subsequently recombine to neutral OH and explain
the OH peak at ∼200 km. The produced OH is highly reactive and influences the water
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vapor budget by oxidizing methane via R72, or reacting with the high amount of H2 (R73).
Both reactions can produce additional water vapor (Wunderlich et al., 2021).

CH4 + OH −−−→ CH3 + H2O (R72)

H2 + OH −−−→ H2O + H (R73)

In the upper atmosphere above 200 km, the additional hydrogen flux increases the amount
of OH and subsequently H2O.

Nitrogen Species

In comparison to the hydrogen species, the nitrogen species show a different behavior for
the simulations with less (blue and red lines) and more (green and orange lines) initial N2.
For NO and NO2 (Fig. 5.20 d, h), there is depletion with some smaller variations from the
surface up to ∼200 km for the model runs with higher initial N2. In contrast, the model
runs with less initial N2 show an increase of a few ppt for NO and ∼10−2 ppt for NO2

below an altitude of 100 km. Regarding N2O (Fig. 5.20 (i)), the differences show a small
additional production in the range of 1 to 10 ppt, whereas the difference is higher for the
model runs with less initial N2.

An effective loss mechanism of NO is owing to reaction R74 (Sinnhuber et al., 2012).

N + NO −−−→ N2 + O (R74)

In the model simulations with more initial N2, the NO concentration is also higher through-
out the atmosphere. With the beginning of the particle event, approximately three orders
of magnitude more atomic nitrogen is formed in the scenarios with more N2 (see Fig.
5.20 (e)). In the denser atmosphere below ∼200 km, the combination of higher N and NO
enhances the loss mechanism (R74) and lead to a fast exponential decay of NO due to the
reaction kinetics. This is illustrated in Figures 5.21 and 5.22 for the scenarios with less
N2 (’Standard’) and higher initial N2 (’S-N2’), which show the reaction rate for different
NO depleting reactions. Here, the dominant reactions with the highest reaction rates are
the photolysis reaction (e) and R74 (c), while the rest can be neglected, since the rates are
order of magnitudes smaller.
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Figure 5.21: Reaction rates of different NO reactions for the scenario with less initial N2. The figure
shows the reaction rates of various NO-depleting reactions over time for the model scenario with less initial
N2. The particle event starts within the 24th hour and lasts six hours (red vertical lines). The white artifacts
are likely due to numerical issues at higher pressure.
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Figure 5.22: Reaction rates of different NO reactions for the scenario with higher initial N2. Same
as Fig. 5.21.
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Right after the start of the particle event, the reaction rate of R74 is higher in Fig. 5.22
(c) compared to the scenario with lower initial N2 (Fig. 5.21 (c)). Above ∼200 km, the
atmosphere becomes less dense, which weakens the depletion mechanism due to less
probable particle collisions. Thus, the production of NO gains more importance and
exceeds the production for the N2-poor scenarios. In addition, less NO also means less
NO2. During the particle event, N2O is produced in an amount of up to several ppt in all
scenarios (Fig. 5.20 (i)). Despite less N2 and apart from a few layers, more N2O is produced
(blue, red lines in Fig. 5.20 (i)). Wunderlich et al. (2021) suggests that the occurrence of
OH can enhance molecular oxygen. In combination with the lower amount of NO2, the
N2O production due to the abiotic mechanism (R21–R24) is smaller within the scenarios
with lower initial N2. However, the N2O concentration of a few ppt is small compared to
strongly N2-dominated atmospheres in both cases.

As mentioned above, LHS 1140 b has a small astrosphere, and therefore GCRs, strongly
contribute to the stellar energetic particles. The impact of GCR ionization is shown in
Figure 5.23, showing a different picture compared to the stronger Carrington-like event.
The changes are order of magnitudes smaller. Water vapor, for instance, shows alternating
destruction and formation occurs up to an altitude of approximately 200 km (see Fig. 5.23
(a)). Above, there is mainly H2O production, which can be attributed to the enhanced
OH. Since, the ionization rates for galactic cosmic rays are quite small, the amount of
produced H2/H-ions is not sufficient to compensate for the water loss due to ionization.
The behavior of nitrogen compounds is similar to that observed in a Carrington-type event.
Here, a decrease in NO and NO2 can be observed in scenarios with a lower initial amount
of N2 as well. As explained above this could be assigned to the loss mechanism R74. All in
all, the changes are very small, which implies that GCRs should be simulated over longer
timescales. Thus, it is necessary to include the climate-chemistry model 1D-TERRA into
the model chain.
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Figure 5.23: Absolute differences in the mixing ratio of various trace gases for LHS 1140 b. The
figure is similar to Fig. 5.20, but for galactic cosmic ray impact.

Consequences for the Transmission Spectra

Here, it is analyzed whether the changes within the atmospheric composition have an
impact on the simulated transmission spectrum as well. The data for the plots in this
section were provided by Ben Taysum using GARLIC. Figure 5.24 shows the impact of
the Carrington-like event of six hours compared to a reference run without particle event
between 0.7–10 𝜇m. The resolution of the simulated spectrum is 𝑅 = 300. It can be seen
in the lower panel of Fig. 5.24 that the transit depth within the most prominent water
bands (around 6 𝜇m) is increased by 0.25–0.45% for all scenarios, but a little bit more for
the model simulations with less initial N2 (blue and red lines). The transit depth in the

101



5 Particle Precipitation in Exoplanetary Atmospheres

water band around 2.6 𝜇m is increased by up to 0.25%. This matches with the production
of additional water vapor during the particle event of Fig. 5.20 (a). The extra input of
atomic hydrogen above ∼180 km (Fig. 5.16 (dashed-dotted)) leads to small changes in the
transit depth (upper panel of Fig. 5.24 (red, orange)) compared to the model runs with
no hydrogen flux (blue, green). This is in good agreement with Fig. 5.20, where H2O is
greater above 200 km within the model runs with higher hydrogen flux. In contrast to the
model simulations without particle events, the changes due to the additional hydrogen
are about one order of magnitude smaller and difficult to distinguish. At this altitude, the
density decreases and weakens the contribution to the transmission spectrum.

Figure 5.24: Simulated transmission spectrum of LHS 1140 b during the Carrington-like particle
impact. The upper panel of this figure shows the simulated transmission spectrum (ppm) for the LHS 1140
b model runs, ’Standard’ (blue), ’S-Heff’ (red), ’S-N2’ (green), ’S-N2-Heff’ (orange), and the corresponding
reference runs without particle event (dotted lines). The lower panel shows the relative deviation of the
transit depth (%) for all the model scenarios. The band centers and bands of the different trace gases are
indicated by the black lines. The data for the simulated transmission spectra were calculated with GARLIC
at DLR using the output from the ExoTIC model runs at KIT. Subsequently, the results were visualised in the
figure above and in figures 5.25–5.26.

Compared to the scenarios for TRAPPIST-1e, this spectrum of a H2-dominated atmosphere
shows more prominent peaks for methane (3.3 𝜇m, 7.7 𝜇m) due to the higher initial amount
of CH4 (upper panel in Fig. 5.24). This leads to lower concentrations of CO2, because the
methane weakens the HO𝑥 cycle for CO2 reformation (Wunderlich et al., 2021, see R75).
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CO + OH −−−→ CO2 + H (R75)

Thus, the peak for carbon monoxide (CO, 4.6 𝜇m) is bigger compared to CO2. The small
visible peak at 4.3 𝜇m, which can be attributed to CO2, is likely related to the enhanced
production of OH. This increases the CO2 concentration in the atmosphere via reaction R75.
The NIRISS instrument of the James Webb Space Telescope already measured two transits
of LHS 1140 b. Figure 5.25 illustrates a comparison between the measured transmission
spectrum (gray data points from Cadieux et al. (2024a), black from Damiano et al. (2024))
and the simulated spectrum for the different model simulations within the near infrared
range from 0.7–5.0 𝜇m.

Figure 5.25: Comparison of simulated and measured transmission spectra for LHS 1140 (b). The
figure shows a comparison between the transmission spectrum measured by the NIRISS/NIRSpec instrument
(grey/black error bars) and the simulated transmission spectrum for the model simulations from table 5.4
with (solid lines) and without (dotted lines) particle event. The data is from Cadieux et al. (2024a) (grey) and
Damiano et al. (2024) (black) with resolutions of 𝑅 ≈ 100 and 𝑅 ≈ 65.

The simulated spectra fit the measured data. However, the error bars are large and
mask the influence of stellar energetic particles on the different atmospheres. The mean
measurement noise for the measurements is with ∼40 ppm lower compared to TRAPPIST-
1e. Thus, less transits would be necessary to detect changes for example in the water
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absorption band. With equation 5.1, a change in the signal of 25 ppm would require
estimated ∼24 transits for a signal-to-noise ratio of 𝑆/𝑁 = 3. The number of transits
increase for the water band around 2.7 𝜇m due to the smaller change in the transit depth.
If further observations improve the measurement precision, the activity of the star and
its impact on the spectral features should be taken into account when interpreting the
atmospheric composition.

In comparison to the stronger Carrington-like event, the effect of GCRs is rather small,
which is shown in Figure 5.26. There, the relative changes within the simulated transit
depth are at least two orders of magnitude smaller (lower panel), matching the small
absolute changes in the volumemixing ratio (see Fig. 5.23), especially in themost prominent
water band around 5.7 𝜇m. Here, the signal decreases, while it increases for the stronger
Carrington-like event.

Figure 5.26: Simulated transmission spectrum of LHS 1140 b during the GCR impact. Same as Fig.
5.24, but for the impact of galactic cosmic rays. Note the different y-axis values for the relative deviation.

However, it should be pointed out that the particle flux of GCRs is small, but nearly
constant, and is better described by a model experiment bringing the atmosphere into
equilibrium, than by a short sporadic particle forcing as shown here. Due to the missing
vertical transport and mixing in ExoTIC, such an experiment can not be carried out with
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ExoTIC on long timescales. Hence, a model like 1D-Terra needs to be used in combination
with particle forcing.
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6 Summary

In this work, I studied the impact of energetic particle events on exoplanetary atmospheres.
On Earth, such events are particularly known for depleting ozone through NO𝑥 and HO𝑥
species (Sinnhuber et al., 2012). The most common stars in the universe are red M-dwarf
stars, most of which are also significantlymore active than the Sun. This was themotivation
to expand this research area to diverse planets orbiting M-dwarf stars. Since the James
Webb Space Telescope is capable of characterizing atmospheres of Earth-sized planets, it
is also helpful to constrain the impact of energetic particles on future observations.

To quantify the influence of energetic particles, I used the ion-chemistry model ExoTIC.
Following the new technical developments, such as the use on HPC clusters and output in
netCDF format, the ion chemical framework has been extended by the abiotic production of
N2O and H2/H2O ionization. In addition, sulfur chemistry was implemented into ExoTIC
as part of a master’s thesis by Chiara Schleif (Schleif, 2024). The principle workflow
of the doctoral thesis to address the scientific questions formulated in section 1.2 is
illustrated in figure 6.1. The new developments are highlighted in green and orange within
figure 6.1. Input parameters like the stellar spectrum, ionization rates and atmospheric
profiles (upper left box) were used to calculate the changes in the atmospheric composition
during energetic particle events. Results of these model experiments formed the basis to
calculate transmission spectra of the simulations using GARLIC. The following paragraphs
summarize the results for the different experiments with the further developed ExoTIC
model.
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Figure 6.1: Summary of the workflow for the doctoral thesis. The figure illustrates the principle
workflow during the thesis to address the scientific questions. Developments made within the ExoTIC model
are highlighted in green. The sulfur chemistry (orange) was added by Schleif (2024).

Firstly, the new chemical framework was tested with modern Earth atmospheric conditions
during the energetic particle event on 28th/29th October 2003. This so-called Halloween
Event has been measured by the MIPAS instrument and provides good observations to
validate the newly implemented reactions. The abiotic production of nitrous oxide is
in good agreement to the measurements and model simulations obtained during the
Halloween event. In addition, the four different sensitivity experiments, including the
sulfur chemistry and H2/H2O-ionization showed no significant deviations that conflict with
the observations. This new chemical framework was then applied to different atmospheres
of the two M-dwarf orbiting planets TRAPPIST-1e and LHS 1140 b. While the atmospheres
assumed for TRAPPIST-1e are Earth-like, the atmosphere of LHS 1140 b is dominated by
H2.

A first step away from Earth was to investigate various atmospheric scenarios still domi-
nated by N2. These ranged from a scenario involving only volcanic outgassing, to volcanic
outgassing and ocean, to a scenario involving ocean, volcanism, and biogenic fluxes as
on Earth. The impact of stellar energetic particles from the M-dwarf star TRAPPIST-1
was then investigated for these three atmospheres of the planet TRAPPIST-1e. The results
showed that in atmospheres with high amount of O2, ozone is reduced in the upper at-
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mosphere similar to Earth, whereas in the scenarios with no biogenic fluxes mostly O3

production by the smog mechanism dominated between ∼40 and 70 km and below 40 km
(’Dry-dead’). The production of HO𝑥 and NO𝑥 was stronger for the oxygen-rich scenario.
Furthermore, it has been shown that nitrous oxide (N2O) can also be produced abiotically
during a particle event in atmospheres on planets orbiting M-stars. All these changes in
the atmosphere are reflected in the transmission spectra.

A much more ’exotic’ atmosphere was assumed for LHS 1140 b. It is bigger than TRAPPIST-
1e and could prevail a lighter hydrogen-dominated atmosphere, which wasn’t simulated
with the ExoTIC model before. It has been shown that within H2-dominated atmospheres,
water vapor is produced by strong stellar energetic particles. This leads to an increase in
the transit depth in the water bands of up to ∼0.45% (around 6 𝜇m). The effect is marginally
stronger for scenarios with additional hydrogen flux. The changes of the nitrogen species
in the range of (ppb) are too small to cause significant differences in the transmission
spectrum. The same is true for the GCR impact, where the low ionization rates lead to
differences that are orders of magnitude smaller compared to the stronger Carrington-like
particle event.

The scientific questions formulated in the introduction were answered with the help of
the further developed model and the workflow (see Fig. 6.1) – beginning with:

Q1. How do stellar energetic particles and galactic cosmic rays influence the
composition of different atmospheres of planets around M-dwarf stars?

This work shows that the influence of stellar energetic particles on atmospheres around
M-dwarf stars could be quite diverse depending on the initial atmospheric composition.
Where significant ozone depletion still occurs on Earth, ozone production may also prevail
in N2 atmospheres and is negligible in H2-dominated atmospheres with low amounts of
molecular oxygen. Especially in N2-dominated atmospheres, particle precipitation leads to
more abiotic production of nitrous oxide. In H2-dominated atmospheres, the main focus is
on the production of additional H2Oduring energetic particle events, while the composition
changes for other trace gases remain largely unchanged. Regarding the small effect of
galactic cosmic rays, it is recommended to simulate longer time scales using the 1D-TERRA
climate-chemistry model to better quantify the effect on atmospheric composition, since
galactic cosmic rays represent a continuous source of energetic particles.
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The two remaining research questions

Q2. What impact do these changes in atmospheric composition have on the
observed transmission spectra and their interpretation?

and

Q3. Does this affect the observability and interpretation of the so-called
biosignatures in current and future observations?

are closely related to each other and can be addressed together. The changes in atmospheric
composition during stellar energetic particle events as shown in the simulated transmission
spectra, influencing directly the transit depth of different absorption bands. The spectral
signature of nitrous oxide would increase by 15-25 ppm and due to the lower UV-flux of
M-Stars, the produced N2O is more stable against photolysis compared to G-Stars like
the Sun. For the detection of such changes, more than 144 transits are required for a
signal-to-noise ratio of 𝑆/𝑁 = 3, which is very much for JWST. However, changes of ∼25
ppm should be seen as a lower limit, since the model runs were limited in time and cover
just a selection of multiple events for a frequent flaring star. But with more and more
precise measurements, this could result in a clear detection of N2O in the future. Since it
is treated as a potential biosignature, this could pose the risk of incorrectly concluding a
higher biogenic activity. In particular, the risk is bigger for N2-dominated atmospheres
with no biogenic fluxes. In the vicinity of very active stars, N2O is more of a marker for
stellar activity than a good biosignature. Ozone, on the other hand, can be influenced in
different ways even in more Earth-like atmospheres and is therefore even more difficult
to interpret as a biosignature than N2O. For H2-dominated atmospheres, the simulated
influence of stronger ionization events on the transmission spectrum is also not negligible,
but only becomes relevant as the precision of themeasurement data increases. Compared to
TRAPPIST-1e, the measurement noise is smaller. Therefore, less transits (∼24) are required
according to equation 5.1. The smaller influence of galactic cosmic rays emphasizes the
need to iterate between the models of the INCREASE workflow.

In general, the findings show that energetic particles have a significant impact on potential
biosignatures. Thus, it is recommended to include stellar energetic particles into atmo-
spheric models for the interpretation of measurements and observations, particularly in
the vicinity of active stars. Otherwise, this could lead to false positives or false negatives.
It is therefore essential to consider a combination of all factors.
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Room for further Model Improvements

Technological evolution is continuously improving the ability to characterize exoplanetary
atmospheres more accurately. In the future, the resolution of available instruments will
also enable the analysis of atmospheres around Sun-like stars. This section highlights a
possible extension for the ExoTIC ion chemistry model and briefly mentions observation
missions that are planned for the near or distant future.

A recent study of Wallner et al. (2022) suggests an abiotic pathway of molecular O2 pro-
duction out of sulfur dioxide (SO2). In this process, SO2 is doubly ionized and decomposes
via the reaction R76 into ionized oxygen O+

2 and ionized atomic sulfur.

SO2
2+ −−−→ O2

+ + S+ (R76)

Due to recombination or charge exchange reactions, O+
2 can be converted to molecular

oxygen. The authors conclude that this reaction channel could be an important contribution
to the O2 budget besides the photolysis of CO2. SO2 can occur in quite large concentrations,
especially on planets or moons with high volcanic activity and subsequent outgassing,
such as Venus or the Jovian moon Io.

Since the sulfur chemistry was added into ExoTIC’s chemistry module during the Master
thesis of Chiara Schleif (Schleif, 2024), the next step would be to include this production
of O+

2 in the ion chemistry module of ExoTIC as well, in order to account for this path of
abiotic oxygen production in SO2-dominated atmospheres.

The scientific interest in observing and characterizing exoplanetary atmospheres will
continue to grow. Besides JWST, further space- and ground-based missions are planned in
the upcoming years that will pursue the scientific goals. The overarching objective is to
improve the data basis for more accurate statements about the composition of exoplanetary
atmospheres.

PLATO – PLAnetary Transits and Oscillations of stars

The PLATO mission is initiated by the European Space Agency (ESA) and will be launched
in 2026. Its aim is, in particular, to constrain atmospheric and planetary parameters for
hot Jupiters around Sun-like G-stars using the transit method (Grenfell et al., 2020). Thus,
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it will provide information about atmospheric types and targets, which could be observed
by follow-up missions like ESA’s Ariel1.

LIFE Mission and Habitable World Observatory (HWO)

In the distant future, two different approaches are currently being developed for missions
to characterize the atmospheres of exoplanets that are similar to Earth and located in
the habitable zone of Sun-like stars. These approaches are based on a direct observation
method and are therefore independent of the fortunate geometry of a transit. One is
NASA’s HabitableWorld Observatory (HWO) mission (National Academies of Sciences,
Engineering, and Medicine, 2023) and the other is the European-led Large Interferometer
For Exoplanets (LIFE) mission (Quanz, S. P. et al., 2022b). HWO will collect the reflected
light from the host stars, which contains the fingerprints of the atmospheric composition.
It operates mainly in the UV/VIS/NIR part of the electromagnetic spectrum (National
Academies of Sciences, Engineering, and Medicine, 2023).

In contrast, LIFE pursues the approach of thermal emission from exoplanets. This occurs
mainly in the mid-infrared (MIR) range, where many potential biosignatures have their
absorption bands (Kammerer, J. et al., 2022). In addition, the emission spectra provide
information about the thermal structure of the atmosphere, constraining the planets’
climate (Quanz, S. P. et al., 2022a). A recent study from Alei, E. et al. (2024) recommends a
joint use of these two missions to obtain better retrievals for the atmospheric trace gases
and the temperature profile.

In combination with ground-based star observation, the direct imaging approaches are
well suited to provide observations on changes in exoplanetary atmospheres following a
stellar particle event, because one is not dependent on a random transit. The atmosphere
of the affected planet should then be examined immediately after the recorded flares.

Even if the launch of HWO and LIFE is not planned before the 2040s, there are exciting
missions (PLATO, ARIEL) in the upcoming years that will significantly improve the data
basis for characterizing exoplanetary atmospheres.

1 https://www.esa.int/Science_Exploration/Space_Science/Ariel
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