Measurement 264 (2026) 120203

o %

ELSEVIER

journal homepage: www.elsevier.com/locate/measurement

Contents lists available at ScienceDirect

| Measurement. |

Measurement

Data-driven artificial intelligence applications for tyre-road-noise
prediction and road condition monitoring: A review and future directions

Mustafa Demetgul ©®, Sanja Lazarova-Molnar

Institute of Applied Informatics and Formal Description Methods (AIFB), Karlsruhe Institute of Technology, Kaiserstr. 89, 76133 Karlsruhe, Germany

ARTICLE INFO

Keywords:

Data-driven Al

Tyre-road noise

Road condition prediction

Deep learning

Machine learning

intelligent transportation system (ITS)

ABSTRACT

Noise is an important environmental issue that affects quality of life and health, especially in urban areas. With
the widespread adoption of electric vehicles, engine noise inside the car has decreased significantly, making tyre-
road noise the main noise source, which also accounts for a large proportion of traffic noise. The powerful tool
that is artificial intelligence (AI) has emerged in recent years for noise management and monitoring. Al-based
systems can classify noise sources, create noise maps and develop control strategies. As a result, some studies
have focused on improving road, vehicle mechanics, and tyre textures and improving the sound quality of tyre-
road noise. However, research specifically on tyre-road noise prediction is quite limited. Studies in the literature
have generally focused on predicting road damage, surface quality and weather conditions, with less emphasis on
tyre-road noise prediction. Many of these studies estimate tyre-road noise by modeling. However, it is not
possible for modeling to capture real environment data. Therefore, more data-based studies on tyre-road noise
optimization, monitoring and prediction are needed in this area. This paper focuses on data-based studies and is a
discussion of techniques such as data acquisition, feature extraction and selection, and artificial intelligence
algorithms that have been or could be used in this area. Data-driven artificial intelligence methods, such as deep
learning, are highlighted for their significant potential in tyre-road noise monitoring and prediction. As a result,
future research is expected to focus more on deep learning applications, opening new perspectives for further
development in this field..

1. Introduction

including railroads, ports and airplanes, and have evaluated mitigation
methods such as noise barriers [11-13].

Noise has been widely studied by researchers, companies and mu-
nicipalities due to its strong impact on health and environmental qual-
ity. Studies have examined acoustic comfort in cities [1], classrooms [2],
and vehicles [3-5], as well as health impacts such as sleep disturbance
and cardiovascular risks [6,7]. Environmental noise has also been
investigated in noise mapping, real-time monitoring and Al-based
assessment [8-10]. These studies have covered different sources,

Among transportation-related noise sources, engine and powertrain
noise has traditionally been the most significant source, particularly in
internal combustion engine vehicles [14]. In recent years, with the
widespread use of electric vehicles (EVs), the overall noise profile of
vehicles has changed [15]. While EVs reduce engine-related noise at low
speeds [16], other sources such as tyre and aerodynamic noise, become
more prominent as vehicle speed increases.
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Octave Frequency Spectrum; SVM, Support Vector Machine; LDA, Linear Discriminant Analysis; CNN, Convolutional Neural Networks; ANN, Artificial Neural
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When combined, these noises from vehicles present a significant
environmental noise problem in large cities. Road traffic noise is one of
the main causes of environmental noise in urban areas and is a major
issue affecting the quality of life for residents [17]. Among the various
sources of transportation noise, tyre-road interaction is considered one
of the most important causes. Research on this noise is a broad and
multidisciplinary field, and tyre-road noise and its underlying mecha-
nisms, their optimization, prediction, and reduction are being
investigated.

Since the mid-1970 s, the focus of modern research has been on tyre-
road interaction noise for the reduction of engine noise and the
improvement of car aerodynamics [18]. The goal is to understand the
effects of various parameters on noise levels, which could impact noise
management and urban planning [19]. Recent modeling studies have
investigated texture-based prediction of tyre-road noise [20]. However,
although many modeling studies have been carried out on tyre-road
noise [21,22]They are not discussed in detail here, as the present study
follows a data-driven approach. Conventional measurement techniques
are frequently laborious and time-consuming, thus necessitating the
development of more efficient methodologies [23]. To address this,
some systems provide an efficient, non-intrusive solution for monitoring
road conditions, which is crucial for vehicle safety and maintenance
planning [24].

Several factors influence tyre-road noise, including road surface
texture [25], tyre tread patterns, vehicle speed, and environmental
conditions [26]. Recent research has also examined new contexts. For
instance, Huang et al. (2023) looked at how to predict and improve the
noise made by electric cars (EVs) when they are on the road. They used a
mix of knowledge and data to deal with the noise problems [27]. The
acoustic performance of asphalt concrete in urban roads was studied by
Paje et all (2008). Researchers aim to evaluate sound absorption and
noise reduction in urban areas with significant traffic noise problems
[28]. Li et al. (2024) improved the accuracy of the structural health
monitoring system by including tyre-road noise interaction in the
acoustic emission monitoring of bridges [29].

Among various factors affecting tyre-road noise, temperature has
been particularly highlighted in recent studies. Bueno and colleagues
(2011) investigated the effect of pavement temperature on tyre-road
noise and emphasized the importance of this factor in road design and
noise management [30]. The relationship between temperature and
road traffic noise was investigated by Sanchez-Fernandez et al. (2021)
under steady traffic flow conditions. It has been shown by the study that
the propagation of road traffic noise is significantly affected by changes
in ambient temperature [19]. That's exactly why a lot of studies use
temperature as the input parameter.

When reviewing the literature, it is evident that tyre-road noise data
have been increasingly used to predict road conditions, detect surface
problems, and estimate weather-related parameters. With the increasing
availability of big data and high-volume sensor information, it is now
possible to significantly enhance algorithm performance and accuracy.
At this point, deep learning algorithms offer greater potential. When the
studies in this field are examined, a small number of deep learning al-
gorithms have been implemented in tyre-road noise. This observation
highlights a clear research gap and the need for further investigation.

This study therefore presents a comprehensive evaluation of existing
research, focusing on the monitoring part of it and discussing the
application of new deep learning, performance increase, feature
extraction and selection, and signal processing techniques. Specifically,
the primary objective of this analysis was to provide researchers with
information that would help them identify the artificial intelligence
techniques that deserve the most attention in future research on tyre-
road noise prediction and condition monitoring. These studies demon-
strate that tyre-road noise is a complex issue influenced by numerous
factors, such as environmental conditions, road structure, and vehicle-
related parameters. Despite this diversity, most studies still rely on
traditional measurement and modeling methods rather than data-driven
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approaches.

This study analyzed research based on tyre-road noise and the use of
artificial intelligence (AI) for its prediction and classification. Studies
not directly related to tyre-road noise were excluded to avoid including
irrelevant topics. The search covered the title, abstract, and keyword
fields, and data were collected from the Web of Science, Google Scholar,
and Scopus databases. To ensure data quality, duplicate and irrelevant
document types, such as short notes, some conferences, low-quality
journal publications, and editorials, were removed.

The keyword analysis was carried out using VOSviewer, based on the
following Scopus query:

TITLE-ABS-KEY(“tyre-road noise” OR “tyre pavement noise” OR
“road surface classification” OR “road condition monitoring” OR “road
texture prediction” OR “road roughness prediction” OR “road sound
absorption coefficient estimation” OR “road friction estimation”) AND
(“machine learning” OR “deep learning” OR “artificial intelligence™).
Topics such as traffic noise, urban noise, noise pollution, and the effects
of noise on health and other areas are not the main focus of this study.
Because there are many studies on these subjects, a filtering process was
applied. This work mainly concentrates on data-driven, on-board tyr-
e-road noise approaches. As indicated by the selected keywords, the
reviewed studies specifically focus on artificial intelligence applications
and tyre-road noise monitoring.

The results (Fig. 1a) showed three main research directions: (i) noise
measurement and acoustic analysis, (ii) Al-based prediction and surface
classification, and (iii) intelligent transportation and road monitoring.
While key terms such as machine learning, deep learning, and con-
volutional neural networks are seen as having central importance, tyre-
road noise, asphalt, and acoustic noise have emerged as specific appli-
cation areas. This indicates that AI techniques are becoming more
common in noise and surface analysis studies. In addition, a trend
analysis of publications between 2015 and 2025 was performed
(Fig. 1b). The number of studies increased significantly after 2020,
showing the growing interest in using Al for tyre-road noise prediction
and road condition analysis.

2. General evaluation of literature studies

Before exploring Al-based methods, it is essential to understand the
fundamental research that has been conducted on tyre-road noise and its
influencing parameters. Previous studies have investigated the tyre—-
road interaction from various perspectives, focusing on tyre-road noise,
in-vehicle noise, road texture and surface quality, macrotexture char-
acteristics, pavement materials, road anomalies, road surface classifi-
cation, tyre tread patterns, as well as signal processing and machine
learning algorithms.

Tyre-road noise is a significant concern for both companies and re-
searchers. Which is why numerous studies have been conducted on this
topic. Many review articles have been written to summarize and eval-
uate these studies. We will examine some review articles that are
directly related to this topic. Li (2018) reviewed various techniques for
measuring tyre-road interaction noise (TPIN), classifying them based on
test environments: roadside, on-board, and laboratory [18]. Li (2018)
confirmed that tyre and pavement characteristics affect tyre-road noise.
Recommendations include smoother pavements, optimized tread pat-
terns, and consideration of environmental conditions [31]. Several
studies have examined the use of Al techniques for predicting, classi-
fying, and diagnosing tyre-road noise. For example, Jia et al. (2023)
demonstrated the effectiveness of combining convolutional neural net-
works (CNNs) and support vector regression (SVR). They used this
combination for noise prediction and reduction in electric vehicles.
CNNs were used for feature extraction. SVR was used for accurate noise
level prediction [32]. The objective of the study by Hong et al. (2018)
was to predict tyre-road noise. To accomplish this, they examined the
texture characteristics of asphalt surfaces. They analyzed the relation-
ship between texture characteristics and noise levels to develop a
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Fig. 1. Publication trend and connection of Al-based studies related to tyre-road monitoring between 2015 and 2025.

predictive model [33].

In addition to research on tyre-road noise, noise inside the vehicle
cabin has also been the subject of numerous studies. In-vehicle road
noise is an important factor affecting driving comfort. In 2020, Kamineni
and Chowdary's research focused on developing methods to reduce in-
vehicle noise, particularly noise caused by the interaction between
tyres and the road surface. They noted in their study that factors such as
tyre design, road surface characteristics, and vehicle speed affect vehicle
interior noise, which in turn affects passenger comfort [34]. Pang et al.
(2024) proposed a new method for predicting and analyzing vehicle
interior road noise. They combined mechanical modeling and time se-
ries data analysis [35].

Additionally, studies have been conducted on texture and surface
quality. Vazquez et al. (2020) analyzed tyre-road noise, texture, and
vertical acceleration to evaluate urban road surfaces. Understanding
these relationships can help design better suspension systems for pas-
senger comfort and develop noise reduction strategies [36]. Yintao et al.
(2016) examined the sources and characteristics of driving noise
generated by heavy truck tyres.). The study analyzed the effect of tyre
tread designs, road surfaces, and additional elements to provide guid-
ance for minimizing noise emissions [37]. Li (2020) discussed sepa-
rating tyre-road noise into tyre tread noise, which is effected by tyre
design, and road texture noise, which is affected by surface irregularities
[38]. De Ledn et al. (2020) experimentally investigated the interaction
between pavement texture and tyre-road noise using CPX and profiling
measurements, confirming that surface characteristics strongly affect
spectral noise behaviour [39]. Further research by Pratico (2014)
demonstrated the strong relationship between pavement texture,
porosity, and overall acoustic performance, emphasizing their role in
noise emission reduction [40]. Holzmann et al. (2006) proposed a
method for predicting the tyre-road friction coefficient using noise data
[41]. Ganji et al. (2021) compared noise processing methods to assess
their effectiveness in evaluating pavement macrotexture [42]. Re-
searchers evaluated road quality, road material, and weather conditions
as input parameters and examined their effects on noise. However, most
research in this field has been conducted without the use of Al

Macrotexture is an additional variable that affects tyre-road noise. It
is very important in terms of road safety, fuel efficiency, and noise
pollution. Since traditional measurement methods are labor-intensive
and costly, researchers have investigated acoustics-based approaches

[43]. Over time, factors such as traffic load, weather conditions, and
material wear degrade the noise reduction capability of road surfaces
[44]. Ohiduzzaman et al. (2017) investigated how the texture, material,
and condition of the road surface affect tyre-road noise. They found that
open-graded asphalt reduces noise most effectively, while dense-graded
asphalt and concrete produce significantly higher noise levels [45].
Wang et al. (2022) presented a method using 3D imaging technology to
predict tyre-road noise. This method effectively captures the details of
the road surface and helps design quieter road surfaces [46]. De Le6n
et al. (2022) presented a CNN-based approach to reconstruct road sur-
face elevation maps from optical images and provided an innovative Al-
based framework to evaluate pavement texture and its acoustic effects
[47] However, this method requires specialized equipment and precise
calibration to ensure accurate measurements. Additionally, external
factors such as wind and temperature can also affect the results. These
factors highlight the importance of maintaining controlled test condi-
tions [48].

Researchers have sought to identify the best design and materials to
minimize noise. Initially, significant noise reduction was achieved with
crumb rubber surfacing compared to traditional asphalt surfaces. The
acoustic durability of a modified coating surface with crumb rubber to
reduce environmental noise was evaluated by Vazquez et al. (2016). The
focus was on how well the coating surface maintained its noise reduction
properties over time [49]. In a study by Merska et al. (2016)
investigatedlow-noise thin road surface coatings and reported noise
reductions of several decibels compared to conventional surfaces,and it
was found that road traffic noise could be significantly reduced with
optimized coating designs [17]. The effect of recycled crumb rubber on
reducing coating noise was investigated by Paje et al. (2013). According
to tests, crumb rubber pavements significantly reduce road traffic noise
compared to traditional materials [50]. In their 2019 study, Ganji et al.
investigated the potential of road noise to evaluate the macrotexture of
dense-graded asphalt pavements in their study. They used statistical and
machine learning methods to investigate the correlation between noise
characteristics and macrotexture [23]. The noise-reducing properties of
bituminous slurry containing dry-processed crumb rubber were inves-
tigated by Bueno et al. (2014). The slurry has shown potential in noise
reduction due to its ability to effectively minimize road traffic noise
[51].

The studies have made it possible to predict not only tyre-road noise
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but also road anomalies. Masino et al. (2017) classified road surfaces
and evaluated tyre wear using acoustic measurements of tyre void and
artificial neural networks (ANN) [52]. Li et al. (2024) investigated the
potential of using tyre-road noise to predict crack damage in asphalt
pavements. They evaluated the effectiveness of various machine
learning algorithms for this task [53]. Identifying wet road surfaces is
crucial for improving vehicle safety and preventing accidents. However,
studies typically aim to determine road conditions using noise data. An
on-board system for identifying wet road surfaces was investigated by
Alonso et al. (2014) through the analysis of the noise generated by the
interaction between tyres and the road [54]. Kalliris et al. (2019) studied
how machine learning algorithms can be used to identify wet road
surfaces using acoustic measurements [55].

Many studies have been conducted based on image or sensor data for
road surface classification. However, it is not possible to review all of
them here. Therefore, only studies closely related to tyre-road noise
have been examined. Masino et al. (2017) applied support vector ma-
chines. They also used tyre cavity acoustic measurements. They used
these to classify road surfaces. They based this classification on acoustic
signals [56,57]. The classification of urban road surfaces was explored
by Ramos-Romero et al. (2022) through the analysis of tyre-road noise.
Various surfaces were sampled, including asphalt, concrete, and
cobblestone [58]. In 2023, Lee et al. presented an artificial intelligence
(AI) model that can identify 13 different types of roads in real time. This
model uses a feature called tyre-road interaction noise to understand
how tyres and roads interact, which is particularly useful for autono-
mous vehicles. The model integrates continuous wavelet transform and
convolutional neural network (CNN) technologies [59]. In recent years,
tyre-road noise and road image together have also been used for road
surface classification. Lee et al. (2024) adopted this approach by
developing an artificial neural network model that combines tyre-road
noise with road surface images. Since the noise signal directly reflects
the roughness and material characteristics of the pavement, the study
achieved high classification accuracy (96.84 %) using MFCC-based
acoustic features [60].

Researchers have also studied how tyre patterns make noise when
the tyres are on the road. Researchers aim to provide insights into how to
design quieter tyres and reduce noise pollution by analysing the acoustic
characteristics and their relationship to human perception. By incor-
porating noise prediction early in the design process, manufacturers can
develop quieter tyres and contribute to overall noise reduction. Lee et al.
(2021) presented a method. It uses convolutional neural networks
(CNNs). The method predicts tyre pattern noise. It predicts noise during
early design stages. The aim of the study is to have tyre pattern noise be
estimated based on tread patterns so that designs for noise reduction can
be optimized before physical prototypes are created [61]. The external
noise of truck tyres was the focus of an investigation by Marin-Cudraz
et al. (2024). The study examined timbre parameters and the factors
that contribute to noise unpleasantness. Their study examines how
characteristics such as pitch, roughness, and tonal content affect the
perceived annoyance of tyre noise(external) [62].

Various sensors produce complex signals that require processing
before analysis. These sensors include accelerometers and microphones.
These signals are often difficult to interpret. These signals must be made
more understandable. Additionally, they must be prepared for analysis.
Signal processing algorithms are essential for this because they allow us
to transform signals in a way that allows us to detect and analyze specific
patterns. There are several ways to accomplish this. Examples include
time-frequency analysis, the fast Fourier transform (FFT) [63], and
analysing frequency components, amplitude, and power spectral density
[56], as well as short time fourier transform(STFT) and wavelet trans-
form [29]. Since using raw signals or data from all sensors directly is not
always feasible, feature extraction algorithms are crucial. Examples of
feature extraction techniques include time-domain features such as peak
amplitude, RMS value, energy, and statistical models [27]. Other tech-
niques include time-domain analysis [54] and signal duration analysis
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[53].

There are a lot of machine learning algorithms that are used in this
field for prediction, classification, and detection tasks. The following are
some of the commonly used methods: support vector machines (SVM)
[56], K-means, density-based spatial clustering of applications with
noise (DBSCAN) [58], decision trees [26], random forests [53], neural
networks [53], regression [23], convolutional neural networks (CNNs)
[24], K-nearest neighbors (k-NN) (Freitas et al., 2015), support vector
regression (SVR) [32], hierarchical clustering [58], and gradient
boosting machines (GBM) [53]. In recent years, the increase in available
data has led to a growing use of deep learning algorithms in vehicle
noise prediction studies. Most of these works aim to reduce interior noise
levels and improve acoustic comfort. Recent data-driven studies have
explored various deep learning architectures for tyre-road noise and
interaction prediction. Yang et al. (2025) developed a transformer-based
model for predicting and optimizing electric vehicle road noise [20],
while Yu et al. (2025) proposed an improved LSTM approach for vehicle
structural noise prediction [64]. Similarly, Ma et al. (2025) introduced
an AFW-LSTM model integrating adaptive feature weighting [65], Yoon
et al. (2025) applied a CNN-based framework for tyre-road friction
estimation [66], and Ma et al. (2025) proposed a physics-informed GRU
model combining transfer path analysis with hybrid data [67]. Other
recent approaches include an empirical-informed neural network for
tyre noise prediction (Dai et al., 2025) [68] and a ResNet-based model
for wind noise analysis (Ma et al., 2025) [69].However, many deep
learning algorithms have not yet been used in this field.

There is numerous review articles published related to tyre-road
noise. However, there is currently no comprehensive review article on
the prediction of tyre-road noise using Al. The most significant of these is
the review article examining the parameters affecting tyre-road noise.
The article is divided into sections such as driver-related, tyre-related,
tread pattern, pavement-related, and environmental parameters. Here,
it is stated that speed, tyre feature, temperature, road condition and
pavement feature are the most important parameters affecting tyre-road
noise [31]. Some articles have examined studies on modeling ap-
proaches [70]. In this study, monitoring and prediction articles based on
sensor data and tyre-road noise data were examined. There are also
some review articles examining the measurement techniques for tyre-
road noise. The test environment of the measurement techniques are
classified as roadside, on-board, and laboratory settings [18]. Another
important issue in tyre-road noise is the noise generation mechanism
and corresponding reduction techniques. There are some reviews in the
literature about these aspects [71]. Pavement macrotexture data is one
of the important parameters affecting tyre-road noise. Studies in the
literature have summarized findings on this topic [42]. Apart from
these, studies on tyre-road friction [72], road mixture composition [73],
and road condition monitoring methods [74] were evaluated. Shang
et al. (2024) reviewed various Al-based only pavement detection and
image processing techniques. Kang et al. (2025) conducted a systematic
and quantitative review, analyzing many studies (158 papers) covering
various Al techniques, pavement types, performance indicators (like
IRI), and data sources [75]. The studies covered a wide range of
methods, while our part of the work focused specifically on pavement
classification related to tyre-road noise [76]. Based on this body of
literature, this study aims to fill the gap by focusing specifically on the
sensor-based Al prediction of tyre-road noise.

2.1. Literature review and evaluation of the tyre-road monitoring

Literature on tyre-road monitoring is categorized into four tables
based on data collection techniques: Close Proximity Method (CPX), On-
Board Sound Intensity (OBSI), microphones directed at the wheel
(MDW) or placed between the car fender and body (MPBCEF), interior
microphones, and their combinations. These categories are presented in
Tables 1-4. Among these methods, OBSI and CPX are the most exten-
sively studied and are the most frequently applied techniques in existing
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Table 1
Summary of studies using OBSI and CPX methods for tyre-road noise data collection.
Sensors/Data Signal Processing Feature Extraction, Al Algorithm Estimated/Predict/
Selection Classification
[28], OBS], sound absorption FFT — — 3 different road surface
classifications
[36] TAcceleration,CPX,, Semi Anechoic FFT — — Road/noise, texture, Surface
Chamber assessment relation prediction
[49] OBSI Dynamic stiffness, Sound FFT — — Predict sound absorption
absorption, Odometer
[23] OBSI BPF PSD, HW, FFT PCA, CA — 4 different Macro structure
prediction
[23] OBSI MFCC,. CA — SVM Road surface prediction
[136] GPS, Speed, Accelerometer, Weather Statistic models DAE Road surface classification
info, Tyre Pressure, CPX, OBSI
[86,85] OBSI, CTWIST laser scanning, optical ~ FFT, Power Spectrum Gaussian curve fitting NN Predict Tread Pattern-Related
sensor Tyre-Road Noise
[44] CPX 1/3 OCT, Global Sensitivity Analysis SVM, ANN, Modelling of the pavement
(GSA) acoustic longevity
[217] OBSI CPX Index _—_ Regression Macrotexture classification
Table 2

Studies employing microphone directed at the wheel (MDW) or placed between the car fender(MPBCF) for external tyre-road noise measurement.

Reference Sensors/Data Signal Processing Feature Extraction, Selection  AI Algorithm Estimated/Predict/Classification
[128] MPBCF MFCC, STFT — SVM, RNN-LSTM, NN 2 Class Road condition(dry, wet)
classification
[134] MDW 1/3 OCT—speed —_—_— K-Means, HC, SVR, GAM Road surface classification
[218] Tyre Cavity 1/3 OCT Statistic model — Road surface classification
Microphone
[55] MPBCF Infinite Impulse Statistic model LD, LR, SVM, KNN, Road condition(dry, wet)
Response (IIR) classification
bandpass
Butterworth filter,
FFT
[54] MPBCF 1/3 OCT RFE, LO SVM 2 Classes Road surface condition
prediction using Tyre-Road noise
(dry, wet)
[58,124,219] MPBCF, smartphone High-pass Filter, t-SNE KNN, Hierarchical clustering Road surface classification
GPS FFT, 1/3 OCT
speed, acceleration, geo ~ MFCC — SVM, KNN Road problems detection
reference
[59,88] PBCF CWT — — Gaussian CNN 13
curve fitting different road types classification
[220] Camera, GPS, MDW, FFT PCA Statistic models Macrotexture Estimation
tyre pressure,
accelerometer, lazer
height sensor
[43] MDW Signal Energy — Linear Regression Pavement Macrotexture Monitoring
Correlation
[221] MDW PDF Pavement condition index Road surface condition monitoring
(PCD
[129] MDW DWT Thresholding Road surface classification
[222] MDW PSC, MFCC, LPC ANN Road type classification
Table 3

Studies using in-vehicle microphones for interior tyre-road noise analysis and feature extraction.

Reference  Sensors/Data Signal Feature Extraction, AI Algorithm Estimated/Predict/ Classification
Processing Selection
[27,98] Interior microphone FFT — CNN (Resnet), Genetic Algorithm, Tyre-road airborne noise quality
Multi-Objective Optimization prediction, predict vehicle interior sound
[35] Interior microphone, FFT — CNN, LSTM, AE-LSTM Prediction interior noise

outside accelerometer

research. Studies employing these techniques are discussed in detail in
Table 1. In this paper, studies that did not utilize artificial intelligence or
signal processing were excluded from evaluation.

In addition, other sensors such as Acceleration, Sound Absorption,
Odometer, GPS, Speed, Laser Scanning, Optical Sensor, Smartphone
Sensors, Georeferenced Data, Tyre Pressure, Camera, and Laser Height
Sensor have been used to detect or predict tyre-road noise and identify

road problems. Many long technical abbreviations are employed, and
descriptions for these abbreviations can be found below the table. In
these studies, the most commonly used signal processing techniques
include FFT, MFCC, and 1/3-octave (OCT) analysis, which were applied

to process the raw tyre-road noise

signals. The Feature Extraction and

Selection column shows the methods used to identify and select the most
relevant features, including PCA, statistical models, and Gaussian curve
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Table 4
Studies integrating multiple sensing techniques for tyre-road noise estimation and road condition analysis.
Reference Sensors/Data Signal Processing Feature Extraction, AI Algorithm Estimated/Predict/
Selection Classification
[223] Microphones installed inside MFCC — CNN 2-classes road roughness
and outside the car
[224,225,225-227] Interior noise, interior CWT — — Predicting interior noise
vibration, lab mic different
pos.
[135] No information MFCC Statistic models, LBP, CNN Road surface classification
PCA
[127] Internal micro and PBCF STFT, Mel Frequency - Siamese CNN Road surface classification by
tyre-road noise
[53] Outside-microphones Frequency Bands — Stacking, R F, NN and Crack damage detection using
GBM, AdaBoost, SVC tyre-road noise
[228] Internal micro and PBCF LP, MFCC, PSC LPC ANN, SVM 4 classes Road surface
classification by tyre-road
noise
[132] Internal micro and PBCF STFT, 1/3 OCT, Overall sound - Bayesian 8 classes Asphalt type

level Sound energy based
feature

prediction

fitting. The AI Algorithm column presents the artificial intelligence and
machine learning techniques applied, such as SVM, ANN, NN, and
regression models. The Estimated/Predict/Classification column sum-
marizes the main objectives of the studies, such as tyre-road noise
estimation, road surface prediction, or macrotexture classification.

Table 2 presents studies that evaluated a microphone directed at the
wheel (MDW) or placed between the car fender(MPBCF). Thedefinations
of theabbreviations are provided before the introduction. Upon
reviewing the literature studies, various signal processing algorithms
were applied, including FFT, FIR, Bandpass Filter, Hamming Window,
MECC, Cepstral Signal Processing, STFT, Narrowband Analysis, Power
Spectrum, Mel Frequency Scale, Bandpass, Butterworth Filter, High Pass
Filter, IIR, CWT, Signal Energy Correlation, PDF, and DWT. Among all
the methods reviewed across four tables, FFT was used most frequently.
When considering filter techniques, approximately one-third of the
studies employed OCT. Unfortunately, many studies have not used or
mentioned feature extraction and selection algorithms. The Sensors/
Data column includes additional sensors such as cameras, GPS, tyre
pressure, and accelerometers. The Feature Extraction and Selection
column presents techniques such as PCA, t-SNE, RFE, and Gaussian
curve fitting.. The AI Algorithm column lists models such as SVM, KNN,
CNN, and ANN, while the Estimated/Predict/Classification column
summarizes the study objectives, mainly focused on road condition and
surface classification.

Table 3 includes studies that used interior microphones to measure
tyre-road noise and vehicle cabin sound. The most commonly used
signal processing technique was FFT, applied to analyse interior noise
characteristics. The main objectives focused on predicting tyre-road
airborne noise quality and estimating interior sound levels. Feature
extraction or selection methods were rarely mentioned in these works.
Based on the available information, the most commonly used methods
for feature extraction and selection are PCA and various statistical
methods. Specifically, PCA, LPC, t-SNE, Statistical Models, RFE, L0, GSA,
and Gaussian Curve Fitting were applied. When analyzing machine
learning and artificial intelligence algorithms, the following were
commonly used: CNN, Linear Regression (LR), ANN, Genetic Algorithm,
Multi-Objective Optimization, LSTM, AE-LSTM, SVM, KNN, Hierarchi-
cal Clustering, GAM, SVR, K-Means, RNN, Decision Trees (DT), Random
Forest (RF), AdaBoost, Correlation Analysis, and RVM. Among these, the
most frequently used algorithms are SVM, NN, and CNN.

In Table 4, Studies integrating multiple sensing techniques for tyr-
e-road noise estimation and road condition analysis are examined.
There are relatively few studies in the literature focused on estimating
tyre-road noise. As a result, all studies that involve this noise were
included in this review. These studies estimated various factors such as
tyre-road noise quality, vehicle interior noise, road roughness, road

surface, crack damage, road type, macrostructure, and road weather
conditions. Among these, road surface prediction has been the most
extensively studied. In terms of the Sensor/Data used, most studies rely
on microphones positioned either inside the tyre cavity or outside the
vehicle to capture tyre-road or interior noise. Some studies combine
acoustic data with vibration or acceleration signals to represent road
roughness and structural response more accurately. The sensor position
and type directly influence the noise characteristics and play an essential
role in the accuracy of prediction and classification models.

Tables 1-4 provides a comprehensive overview of studies on tyre-
road monitoring, categorizing them based on tyre-road noise measure-
ment techniques. These studies cover a range of topics, including road
roughness, road surface, crack damage, road type, road macrotexture,
road condition, and sound absorption estimation/classification. Addi-
tionally, some studies classify different road types using 3D texture
images in combination with tyre-road noise data [20]. Another notable
study focuses on performing road terrain recognition through tyre-road
noise analysis [77].

2.2. Evaluation of the tyre-road noise prediction

Tyre-road noise-based estimation has been the focus of various
studies, many of which have utilized data obtained by modeling
[26,78,79]. However, this review study specifically examines research
that relies on sensor-based data. For example, Ongel et al. (2008)
collected data from 72 field pavement sections of different ages of
asphalt types using the OBSI technique and used principal components
regression for tyre-road noise estimation. They investigated the effect of
pavement parameters on noise level [80]. In a different approach, tyre-
road noise measurement is done with an internal microphone that
measures the noise inside the tyre cavity instead of external micro-
phones. Researchers such as Pinay et al. (2018) investigated the influ-
ence of driving speed, tyre load, inflation pressure, and air temperature
on tyrecavity noise [81]. The study found an estimated correlation of
1.4 dB(A) between tyre cavity noise and outer tyre-road noise [81].

Many studies use tyre characteristics, tyre-road contact information,
and tyre texture as input parameters for noise prediction. The effect of
tyre-road contact on noise was investigated by Cesbron et al. (2009),
who estimated 1/3 octave band noise. They conducted their study on six
different road surfaces and at speeds ranging from 30 to 50 km/h [82].
Using a unique approach, Rapino et al. (2023) collected noise data in a
semi-anechoic chamber and trained a neural network with 3D tread
patterns and footprint data. They obtained an RMSE of 2.3 dB(A) for 1/3
octave noise estimates [83]. Some researchers integrate additional pa-
rameters such as tyre size, rubber hardness, vehicle speed and pavement
profiles to predict 1/3 octave or narrowband noise levels. For example,
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Spies et al. (2023) focused on separating and analysing tyre-road noise,
while integrating additional parameters such as tyre size, rubber hard-
ness, vehicle speed, and pavement profiles to predict 1/3 octave or
narrowband noise levels. For example, Spies et al. (2023) focused on
separating and analysing tyre-road noise [84], while T. Li et al. (2016,
2017) used power spectra from different tread profiles to estimate noise
[85,86]. In this field, noise prediction using neural networks (NN) based
on tyre parameters only has also been performed [87]. Design-oriented
studies have also emerged, such as a study by Lee et al. (2021) in which
Gaussian Curve Fitting was used to extract the tread profile pattern
feature. Images of 28 different tyres were scanned using a semi-anechoic
chamber and CNN structures were used for prediction [88].

Tyre-road noise has also been used to optimize tyre conditions. One
study by Chiu & Tu (2015) utilized particle swarm optimization (PSO) to
optimize tyre conditions. In this study, parameters such as tyre weight,
tread pattern, tyre pressure and the resulting 1/3 octave noise pressure
were examined [89]. In another significant work by Mohammadi et al.
(2022), tyre-road noise estimation was used in tyre design. The tyre
tread pattern and properties are used as input parameters and the tyre-
road noise is estimated accordingly and the tyre tread groove depth,
angle, and number of transverse were optimized. Approximately 3 dB
reduction in noise is observed [90]. Furthermore, research by Dubois
et al. (2013) focused on estimating low frequency tyre-road noise from
numerical contact forces. For this, road 3d images, tyre-road noise,
speed, footprint of tyre information was used [91]. Recent advance-
ments have extended noise analysis into the vehicle interior. Studies by
H. Huang et al. (2024) and H. B. Huang et al. (2023) employed cutting-
edge methods, including knowledge graph, multitask Resnet estimate
and optimize noise levels in various parts of the car and optimization
and data collection has been done in the sound absorption chamber and
in the real car. Also, different characteristics of the sound have been
estimated [27,92]. An overview of these studies, including the types of
sensors, signal processing techniques, feature extraction methods, and
algorithms employed, is summarized in Table 5. Most studies used OBSI
or CPX systems for field measurements, while laboratory microphones
and footprint setups were used for controlled tests. Common processing
methods such as FFT and 1/3 octave analysis were applied to extract
frequency-domain information. Machine learning techniques including
SVM, RVM, NN, and CNN were then used to predict tyre-road noise or
classify road conditions. In general, the table highlights how combining
acoustic data with artificial intelligence techniques improves the un-
derstanding and prediction of tyre-road noise.

In summary, these studies underscore the importance of optimizing
tyre-road noise through both tyre design and the integration of advanced
machine learning techniques, ultimately leading to reduced noise
pollution and improved vehicle interior comfort.
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3. Study methodology
3.1. Sources and distribution of Vehicle-Borne noise

In addition to tyre-road noise, in-car noise optimization represents a
critical concern in in the automotive industry and needs to be optimized.
Interior noise is considered a key indicator of vehicle quality, as vehicles
are indispensable modes of transport in which people spend a substan-
tial amount of time [93]. The primary sources of interior noise include
motor noise [94], gearbox noise, induction and exhaust noise, road
noise, and airflow noise (see Fig. 2). The figure illustrates the sources
and distribution of sounds. Shown in red are airborne noises (tyre, en-
gine, exhaust) are marked in red, aerodynamics noises in blue, and
structure borne noises in yellow. Excessive interior noise can adversely
affect ride comfort [95].

Noise propagation in the passenger compartment of a car occurs
through two dominant mechanisms: structure-borne and airborne. The
vibration of tyres and chassis is the cause of structure-borne noise [96],
while sound waves travelling through the air are the cause of airborne
noise. Structure-borne noise decreases, and airborne noise increases as
vehicle speed increases. Significant progress has been made in the
automotive industry through research into reducing interior noise,
which has effectively reduced noise levels in the passenger compartment
[27,97-100].

3.2. Comparative analysis of vehicle noise sources

Some studies have been carried out on noise sources and their
audibility in cars. Balcombe and Crowther (1993) in their experiment on
a sports car to find the noise source of the car’s noise [101] found that
the exhaust system was the dominant noise source among the source of
noise. They found engine and transmission noise to be of minor
importance. Experiments by Gade et al (1996) with a sound-insulated
sports saloon showed that the relative level of each noise source de-
pends on the position of the vehicle on the test track. They found that

Fig. 2. Sources of sound in the car [95].

Table 5
Studies focusing on tyre-road noise prediction using sensor data, signal processing, and Al techniques.
Sensors/Data Signal Processing Feature Extraction, Selection Al Algorithm
[80] OBSI FFT Statistical techniques PCR, OLS
[133] Lab micro. different pos. FIR, FFT SVM, RVM
[26] OBSI, Speed 1/3 OCT SVM, NN
[33] OBSI, PLP Statistic model Correlation Analysis
[84] OBSI, PL, OS FFT, STFT, velocity spectrum, Narrowband, 1/3 Octave NN
Band
[82] CPX 1/3 Octave Band Statistical Correlations —
[83] Lab micro. different pos., Footprint, 3d 1/3 NN
Thread Pattern Octave Band
[90] Thread Pattern, Tyre Features 1/3 Octave Band Pixel-based method SVM, RVM, NN, CNN
[91] CPX, 3d Road Surface 1/3 Octave Band Linear Regression
[229] OBSI FGM Regression Analysis

[85,86] OBSI, CTWIST laser scanning, optical

sensor

FFT, Power Spectrum

Gaussian curve fitting NN
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powertrain noise was highest in the right microphone and exhaust noise
dominated the left microphone [102]. Other references report a
different sequence of noise sources for pass-through noise tests [103].
This is shown as the highest noise source is tyre-road noise. This was
therefore the focus of this study. It was observed that the lowest noise
source is surface radiation, load influence and powertrain. Intake system
noise, rolling noise and exhaust system noise are in the second and third
place. It can be assumed that different vehicle types with certain design
configurations lead to different rankings [104].

3.3. Analysis of tyre and road Contributions to Tyre-Road noise

The overall noise level (in dB) depends on both tyre tread and
pavement texture. Tread pattern noise is more noticeable at lower fre-
quencies, while pavement texture mainly affects higher frequencies. In
real driving conditions, both effects combine and increase the overall
sound pressure level. Periodic noise comes from the repeated contact of
tread blocks with the surface, while random noise is caused by the ir-
regularities of the road. As shown in Fig. 3, the tread pattern contributes
to tyre-road interaction noise through the interaction between the tread
blocks and the pavement texture, and through air pumping by com-
pressing and expanding the air in the tread grooves [105-107]. Another
factor is pavement texture. Noise varies depending on the condition of
the road. In tyre-road noise estimation, tyre-related factors that influ-
ence vibration behavior and sound generation include tread structure
[89,90], three-dimensional tread profile [108], internal pressure, tem-
perature [82], wear condition, material hardness, and structural layer
properties [84]. By directly influencing the frequency, intensity and
propagation of the road noise, these features play a critical role in the
estimation accuracy of the model. Various sensors are used to collect this
data. These include 3D scanners, thermal cameras, TPMS sensors, du-
rometers and state-of-the-art techniques such as ultrasound or X-ray
analysis [83].

The features of the road that have an impact on this are the rough-
ness of the road, the thickness of the pavement surface [109], the
hardness of the road surface [110], and the sound absorption of the road
[111], road texture 3D image [20], coating [112,113], surface type
[114], aggregate type [115], surface texture [116], and acoustic and
thermal properties. Sensors such as laser profilers, 3D scanners, thermal
and RGB cameras, microphone arrays, acoustic tubes and friction testing
equipment can be used to measure these. To demonstrate the relation-
ship, tyre-road footprint techniques use ink-based visualisation,
dimming, thermal and image processing methods to determine tyre-road
interaction [117]. These methods provide detailed information about
road surface type, tyre pattern and interaction by analysing the unique
characteristics of tyre tracks and the road surface.

3.4. Analysis of factors influencing Tyre-Road noise

Tyre-road noise is one of the main contributors to overall traffic
noise, especially at moderate to high speeds, where engine noise be-
comes less dominant. Tyre-road noise is influenced by a variety of fac-
tors resulting from both the vehicle and road characteristics. Key

000

Negligible noise Tread pattern noise
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parameters identified in the literature include Vehicle type, Vehicle
speed, Temperature, road properties. Among these, the condition of the
road surface plays a particularly critical role. Fig. 4 shows different road
qualities. In section (a), lower binder levels create a rougher texture,
increasing vibration and air pumping effects, which in turn leads to
increased tyre-road noise. In section (b), larger aggregates cause stron-
ger impacts and higher noise levels, while smaller aggregates provide
softer contact with the tyre, helping to reduce noise. Rough roads with
cracks, potholes, and uneven surfaces effect the smooth rolling behavior
of tyres. Another important factor is the tyre tread. The sound changes
accordingly. Aggressive, large tread blocks on tyres increase air
compression and release, generating more noise, while smaller, tightly
spaced tread blocks tend to be quieter. Additionally, softer tyre com-
pounds typically produce less noise compared to harder ones. These
variations influence the overall sound pressure level and frequency
content of tyre-road noise.

4. Developing equipment and data collection
4.1. Sensors used for data collection and their Specifications

One of the main approaches to estimating tyre-road noise is an audio-
based method that uses microphones to collect data. With this, pave-
ment properties such as evaluation of pavement texture, condition of the
road surface, road surface properties and depth properties can be esti-
mated. In addition, on the contrary, tyre-road noise can be estimated by
using these and tyre, road and other temperatures, speed, tyre pressure
and tyre vibration data. For this, many signal processing, data feature
extraction and selection, and Al algorithms have been used to achieve
this. A brief summary of these is given in the tables 1-5. Different data
acquisition systems have been developed to evaluate these various fea-
tures, and a summary of these is presented here. These are CPX, near-
the-wheel microphone, in-car microphone, OBSI, GPS information,
vehicle data (CAN)(Fig. 5).

4.2. Roadside noise measurement procedure and experimental Setup

There are several well-established methods for roadside noise mea-
surement including Statistical Pass-By, Controlled Pass-By, Coast-By,
Statistical Pass-By (SPB) [18], as defined in ISO 11819-1 (1997), is a
method used to measure the average traffic noise for a specific road
section. A method based on sensor feature extraction with live event
detection; noise and speed measurements are performed at the roadside
in real case scenarios [118]. The Controlled Pass-By (CPB) method is
used to measure the noise generated by passing vehicles [119]. These
techniques measure the far-field noise of a moving vehicle. Despite its
popularity, the applicability of CPB in urban contexts is compromised
because it depends on the conditions of the test site [58]. Some studies in
literature are conducted. However, this method is suitable for situations
where traffic flow is low, and the microphone collecting the signal is
fixed at the roadside, which is easily affected by external noise [71].
However, it should be noted that the effect of ambient noise on the test
results cannot be completely eliminated by either the traditional

Random

Both of noise

Pavement texture noise

Fig. 3. Tyre-Road Noise Generation [38].
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Fig. 4. Different road surface qualities: a) Different binder levels, b) Different rock size.
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Fig. 5. Use of different sensors for tyre-road noise experiments (Huang et al., 2023).

roadside method or the modified roadside method [71]. Therefore, we
did not use this method in the literature review in Table 1-5. Dallasta
et al. (2026) proposed an alternative approach for predicting coast-by
tyre-road noise using equivalent monopoles derived from indoor tests,
offering a practical substitute for costly and time-consuming on-road
measurements[120]. Gardziejczyk et al. (2025) evaluated the noise
levels of different road surfaces in Poland using the Statistical Pass-By
(SPB) method. The study mentions that SPB results were compared
with other methods and that both SPB and OBSI measurements can
provide complementary insights into tyre-road noise behavior[121].
The growing number of electric vehicles (EVs) is changing traffic noise
levels. Licitra et al. (2023) updated the CNOSSOS-EU model by adding
new coefficients for EV noise emission based on real measurements
[122]. These updates help improve noise prediction for modern traffic
conditions. Recent studies show that this technique has the potential to
become more widely adopted over time.

4.3. On-board noise measurement Setup and Procedure

Techniques such as Behind the Tyre, Trailer Side by Side, In-Vehicle
Sound Pressure, Sound Intensity Area, Tyre Cavity Microphone, Close
Proximity Method (CPX) Trailer, On-Vehicle Sound Intensity (OBSI)
[18], In-Vehicle, In-Vehicle Sound Intensity are used in studies of tyre-
road noise. The techniques used by studies on tyre-road noise in the
literature are shown in Fig. 6. CPX and On-Board Sound Intensity (OBSI)
[123] are the commonly used techniques. However, these methods are

far from being practical and real-life applications. The microphone
approach placed inside the car seems better, but it seems to be affected
by the noise inside the car and it is difficult to predict the noise outside.
A promising approach seems to be the microphone placed between the
car body and the fender.

5. Data processing and feature Extraction

Filtering techniques are used to filter the raw signals while preser-
ving the relationship between the sensor signals and the process vari-
ables [126]. The noise signals can be filtered using high pass, low pass or
a band pass [81] to remove the noise or unwanted signal frequency
components. Time domain features such as average, root mean square
(RMS), and peak amplitude are easy to analyse. Frequency domain
features capture important components such as peak frequency and
amplitude and are extracted using transformations such as FFT, DFT and
their variations [92]. Time-frequency analysis techniques, including
continuous and discrete wavelets, Mel Power Spectrogram [127], MFCC
[128], STFTs [84], DWT [129], and empirical modes, provide features
that can be extracted [126]. The time domain feature displays different
signals instantly and processes them quickly, but it is too noisy. The
frequency domain feature specifies the frequencies of interest (e.g.
resonance cut-off frequencies). This technique is suitable for stationary
systems. However, it is not easy to define the relevant frequency band.
The time-frequency domain feature is suitable for unstable systems
[126]. However, there is no standard procedure for selecting important
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Fig. 6. On-board noise measurement: a)Behind Tyre microphone (Alonso et al., 2014), b)OBSI [48], c¢)In Vehicle Microphone [35], d)On-Board Sound Intensity [24],

e [51], f [124], g [125].

features [126]. In recent years, graph signal processing has been used in
many studies. In addition, to estimate tyre-road noise data as sound
pressure, the data is transformed with narrow band and 1/3 octave
analysis[91].

Apart from signal processing techniques, data selection, reduction of
size, and features of image and time series data are extracted. Also,
determining the importance of the data is important to determine how
much each input variable affects the prediction. The most commonly
used techniques for image feature extraction, especially for feature
extraction from images, include CNN [83], power spectra [83], profile
spectrum [86], edge detection (Canny, Sobel), Gabor, texture analysis
(LBP, GLCM), Height Map, DWT, HOG, Gaussian curve fitting [108],
Fourier transform and morphological operations. These methods are
widely used to analyze tyre patterns, wear levels and road-surface
interaction. Classical statistical methods are used for feature extrac-
tion from time series noise data. However, new trend algorithms such as
TSFresh, Catch22, Deep Feature Synthesis, TsFel have become popular.
Instead of classical algorithms such as PCA [42], LDA and t.SNE for
reducing data size, techniques such as Autoencoder, UMAP, VAE have
been frequently used in different fields in recent years. In determining
important input variables, SHAP, attention mechanism, integrated
gradient are used in many areas instead of decision tree, lasso, ramdom
forest. When working with big data, these algorithms can be used in
noise estimation.

In tyre-road noise studies, filtering methods are used to clean raw
signals while keeping the relationship between the tyre, road, and sound
data. High-pass, low-pass, or band-pass filters help remove unwanted
frequencies, and time-domain features such as RMS or peak values
describe the general sound level. Frequency-domain methods like FFT
show main frequency ranges linked to tyre vibration and road rough-
ness, while time—frequency techniques such as STFT, DWT, or MFCC are
useful for signals that change over time. Standard analyses such as 1/3
octave and narrowband are used to calculate sound pressure levels.
Image-based methods (e.g., Gabor, HOG, LBP, CNN) can be combined
with noise features to examine the relationship between road texture,
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tyre pattern, and noise. New approaches such as TSFresh, Autoencoder,
SHAP, and attention mechanisms help identify the factors that most
influence tyre-road noise. These combined methods support a better
understanding of how tyres, roads, and environmental conditions affect
overall noise behavior.

In recent years, explainable artificial intelligence (XAI) has become
more prevalent and is now being applied in this field as well. Gupta et al.
(2024) presented an XGBoost-SHAP framework for asphalt pavement
condition assessment that combines machine learning and explainable
artificial intelligence to increase accuracy and interpretability [130].

6. Artificial intelligence and Machine learning techniques for
Tyre-Road noise analysis

6.1. Machine learning (ML)

Tyre-road noise estimation has traditionally been based on classical
statistical methods. In recent years, however, ML methods have gained
considerable popularity as a complementary approach. Compared to
classical methods, ML models are better at capturing more information
and providing more robust generalisation capabilities. There are three
main steps in traditional ML-based methods for predicting tyre-road
noise: feature extraction, feature reduction and feature classification.
Each step in this process requires careful design by experienced re-
searchers. This is because each step depends on the previous one.
However, the wide applicability of these methods is limited by the fact
that they are often task-specific. A promising direction of research to
simplify the process and improve performance across different tasks is
the development of automatic methods that simultaneously handle
feature extraction and classification, which can improve error recogni-
tion accuracy [131]. This is where deep learning comes into play. In the
literature, almost all known machine learning algorithms, such as ANN
[84], Linear Regration [55], Gradient Boosting Machines [53], Bayesian
[132], SVM [133], SVC [53], SVR [134], Relevance Vector Machine
(RVM) [133], KNN[58], K-Means [134], Decision Trees [62], Linear
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Discriminant (LD) [55], Logistic Regression [55], Hierarchical Clus-
tering[134], Linear Regression [134], Random Forest(RF) [53], Adabost
is used. It has been used in studies related to the classification of road
conditions, road surfaces, and quality. A small number of studies have
been carried out on the estimation of tyre-road noise. In recent years,
deep learning-based CNN [135], LSTM [35], Autoencoder [136], CNN
Resnet [98], Siamese CNN [127], and hybrid AE-LSTM [35] structures
have been used. As can be seen from the literature, there are few studies
on deep learning. There is a lack of research in this area. Furthermore,
due to big data and the success of these algorithms, there is a significant
increase in the number of studies in the area of prediction. For this
reason, the study concentrated more on deep learning algorithms.

In the field of machine learning, ensemble learning, a methodology
that integrates multiple machine learning algorithms, has received
considerable attention. Many machine learning algorithms are also
available, and it is sometimes very difficult to find the most appropriate
one. AutoML has been used in recent years to determine the most
appropriate machine learning algorithm [137]. AutoML is also used to
improve the performance of algorithms by finding the most suitable
algorithm for the data. AutoKeras library is also available. Using this
library, the artificial neural network algorithm suitable for the data can
be automatically selected.

6.1.1. AutoML

The increasing amount of data has made time series analysis more
important. Linear models are simple but can be less accurate. Deep
learning (DL) provides better predictions but requires expertise in
designing the model and tuning of the hyperparameters. This is indeed
an expensive and lengthy process. To overcome these problems, AutoML
methods are used [138]. AutoML is capable of automating model se-
lection and optimization, but its application to time series data is under
development and requires further investigation. AutoML aims to enable
non-experts to use machine learning without prior technical knowledge
by automating machine learning tasks with minimal manual effort
[139]. The goal is to automate model selection, hyperparameter opti-
mization, and feature selection [140,141]. In this technique, more than
20 machine learning algorithms are trained with the given data, and the
best-performing algorithms are recommended to the user. In this way,
machine learning algorithms are identified that need to be focused on
according to the data. The disadvantages are the need for a GPU and the
cost of the computer. In addition, this technique cannot yet be applied to
deep learning right now because the process takes a very long time. The
general working principle of AutoML is shown in Fig. 7.

6.2. Deep learning

Traditional techniques for time series forecasting are limited in their
ability to handle high-dimensional, large-scale data [143]. In addition,
developing an effective machine learning system requires data pro-
cessing or the use of statistical methods. Considerable data expertise is
required. More recently, deep learning has emerged. Deep learning
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identifies models using multiple layers that It represent latent features at
a higher and more abstract level. The representations are learned from
the data [144]. Although mostly image-based, in recent years deep
learning has been successfully applied to the estimation, classification,
and prediction of time series data [144]. Deep learning-based prediction
methods automate feature extraction and classification from time series
data but require time-consuming design and hyperparameters. They also
lack interpretability and require large data sets, which is a challenge in
real-world applications where data samples are limited [131]. In this
study, deep learning algorithms used for new trend prediction are
selected and information about them is provided.

6.2.1. Long Short-Term memory (LSTM) and bidirectional LSTM (Bi-
LSTM)

Artificial neural networks (ANNs) are machine learning models
designed to overcome the limitations of traditional rule-based algo-
rithms [145]. They include Feedforward Neural Networks (FFNN), in
which neurons are not connected to each other within the layer, and
information flows unidirectionally [146]. Recurrent Neural Networks
(RNNs) are neural network in which neurons are connected within the
same layer to take into account historical input data. The most important
type of algorithm in prediction is the RNNs. Many algorithms are based
on RNNs. But Hochreiter and Schmidhuber (1997), to solve the gradient
vanishing and explosion problem of RNN, proposed Long Short-Term
Memory (LSTM) [147]. In LSTM networks, memory cells are intro-
duced that can hold information over long sequences. Each memory cell
has three main components: an input gate, a forgetting gate and an
output gate [148]. These gates help to regulate the flow of information
into the memory cell and the flow out of the memory cell [148]. Fig. 8
shows the RNN structure in a, the LSTM structure in b, and the com-
parison of LSTM and Bi-LSTM in c¢. LSTM has obvious advantages in
predicting time series because it can store both long- and short-term
dependencies [149]. Bi-directional RNNs (BRNNSs), in which two inde-
pendent networks process input data in opposite order, were introduced
by Schuster and Paliwal (1997) [150]. In tyre-road noise prediction,
LSTM-based models can capture how vibration, speed, and temperature
signals evolve over time and how these variations influence the gener-
ated noise level. By learning temporal dependencies between consecu-
tive measurements, LSTMs provide more stable and accurate noise
estimation compared to traditional regression-based methods. Bidirec-
tional LSTM (Bi-LSTM) networks further improve performance by pro-
cessing data in both forward and backward directions, capturing
complete temporal patterns in tyre-road interaction. [151,152].

6.2.2. Gate Recurrent Unit (GRU) and Bi-GRU

Gated Recurrent Unit (GRU) is a type of recurrent neural network
that is similar to the long short-term memory (LSTM) network, but has a
simpler structure [154]. It has been successfully used to build produc-
tion forecasting models [155-157]. GRU has only two gates. GRU
combines the entry gate and the forget gate in LSTM into a single gate
called the update gate [158]. Unlike LSTM, GRU does not have an exit

Hyperparameters

Select Features

Performance

Fig. 7. AutoML Structure [142].
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gate, but instead uses two gates: the update gate (z) and the reset gate controlled by the update gate [158].

(r). These gates are vectors that control what information is sent to the These structures are multifaceted and also have many other features.
output [159]. The combination of new input with previous memory is The Bi-GRU model is used to analyse stimulus performance from pro-
determined by the reset gate, while the retention of past memory is duction data, capturing bidirectional relationships between inputs and
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outputs [160]. Important information is extracted from the data using a
three-dimensional tensor as input. This is done by a Bi-GRU layer rep-
resenting samples, history, window size and relevant features
[161,162]. The working structure of GRU and Bi-GRU is shown in Fig. 9.
Fig. 9a shows the general structure of GRU, and Fig. 9b shows Bi-GRU.

6.2.3. CNN and 1dCNN

Recent research has investigated the use of non-traditional deep
learning algorithms for vibration, temperature or noise estimation by
eliminating the need for manual feature extraction. Studies show that
both 1D and 2D CNNs are highly effective in detecting and localising
damage directly from raw acceleration time histories without the need
for data pre-processing or manual feature extraction [164]. The meth-
odology resulted in a satisfactory prediction performance for tyre road
noise. This was achieved using only raw vibration data. CNNs, which by
their nature are well-suited to 2D data such as images or video frames
[164]. Time series data can be converted to 2D image size, and 2D CNNs
can be used. Otherwise, direct time series data can be estimated using 1D
CNN.

In 1D CNN, both the kernel and the exploration target are typically
vectors. During the convolution process, a kernel element replaces the
source data with a weighted sum of itself and the neighboring data,
thereby extracting local features. These features form a set of feature
maps, which are reduced by down-sampling techniques such as Max,
Mean, or Probabilistic Pooling. For the fully connected layer, the pooled
maps are then transformed into a 1D vector. A comparison of different
types of CNN-based models shows that 1D CNN has the lowest
complexity, but is able to extract to extract spatio-temporal features
[165]. Fig. 10 shows 1D and 2D CNN structures. While one works with
time series 1D time series data, the other works with 2D image data.

In tyre-road monitoring, CNN-based models are useful for analyzing
different types of data such as noise, vibration, and temperature signals.
1D CNNs are suitable for time-series analysis, while 2D CNNs perform

4% (1020 x 1)
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better with spectrogram or image-based inputs. These models can
automatically capture complex patterns related to tyre-road interaction,
surface texture, and operating conditions without manual feature extr
action.In addition, CNN architectures are widely used for classifying
road surfaces and detecting pavement damage from camera or acoustic
data, supporting the development of intelligent tyre-road monitoring
systems.

6.2.4. Transformers

Given the great success of Transformer in in natural language pro-
cessing [167], and computer vision [168], time series analysis has also
benefited from powerful new tools based on Transformer architectures
[169]. Transformer-based architectures have advanced sequence
modelling, with Li et al. (2019) introducing convolutional layers and
sparse attention for expanded prediction fields [170]. Iterative methods,
which assume known variables except the target, struggle with dynamic
inputs that evolve over time [171]. Transformers, which is built on the
pure attention mechanism module, is a new network model in deep
learning. It can capture the global spatial properties of the input data
while overcoming the shortcoming that LSTM neural networks cannot
be computed in parallel [172]. An improved version of transformers is
temporal fusion transformers (TFT). TFTs are advanced time series
forecasting models that combine encoder-decoder architecture with
attention mechanisms to focus on relevant historical data (Fig. 11). In
tyre-road monitoring, these models can integrate multiple sensor inputs
such as noise, vibration, temperature, and speed to highlight important
features and their relationships over time. Temporal Fusion Trans-
formers (TFT) further enhance this by combining encoder-decoder
structures with attention mechanisms, offering higher accuracy and
interpretability compared to traditional models such as LSTM and 1D
CNN [173]. Yan et al. (2025) proposed a framework that integrates a
diffusion model and a Transformer-in-Transformer (TNT) architecture
to detect road surface friction coefficient (RSFC) from video-based road
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surface images under varying conditions [174].

6.2.5. End-to-End Tyre-Road monitoring process

Fig. 12 illustrates an end-to-end multimodal artificial intelligence
framework for tyre-road monitoring. This figure summarizes the gen-
eral structure of studies conducted in this field. The process begins with
multiple input parameters, including weather data, acoustic torus data,
sound intensity, acceleration, temperature, tyre-road characteristics,
and CAN signals. The data then undergoes cleaning, dimensionality
reduction, feature extraction, and signal processing to prepare it for
analysis. The processed data are analyzed in different domains: statis-
tical (ARIMA, AR), frequency (FFT), time-frequency (Wavelet Trans-
form, STFT), and image-based representations. Extracted features are
then used in various learning models—machine learning methods (SVM,
XGBoost, Random Forest, etc.), time-series deep learning models (LSTM,

Input Parameters (Weather data, acoustic torus

RNN, 1D CNN, etc.), and image-based deep learning architectures
(ResNet, VGG, AutoEncoder, GANSs, etc.). In the final stage, the frame-
work performs multiple prediction tasks, including tyre-road noise,
road surface roughness, road type and anomalies, road weather condi-
tions, and road surface mixture estimation.

6.2.6. Approaches to increase performance

6.2.6.1. Hyperparameter tuning and cross validation. The performance of
machine and deep learning models is highly depends on selecting
approproatehyperparameter configuration, which often requires
expertise and substantial manual effort [176]. However, researchers
have developed automated methods to make this easier for non-experts
in supervised machine learning. Model-free algorithms (grid search,
random search, gradient-based optimization), Bayesian optimization,
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multi-fidelity optimization algorithms, metaheuristic algorithms (ge-
netic algorithm, particle swarm optimization) are used for hyper-
parameter tuning (Fig. 13). Model-free algorithms are widely used.
Automatic hyper-parameter optimization methods can replace the time-
consuming and inconsistent trial-and-error approach by using tech-
niques such as resampling error estimation to achieve better results
[177]. Cross-validation is one of the most important tools used to
evaluate forecasting, prediction, classification, and regression methods
[178]. Concerns about the use of future data, serial correlation, and non-
stationarity make the evaluation of time-series models challenging.
Researchers often prefer out-of-sample testing with cross-validation.
This is because it provides multiple evaluations [179]. The aim here is
to look at the performance by automatically spliding the data from
different locations for training, testing, and validation. The principle of
operation is shown in Fig. 14. In recent years, transfer learning, hyper-
parameter tuning, cross validation have started to be used in this field.
Elshaboury et al. (2024) developed a model to predict local road pave-
ment conditions using ensemble machine learning, where the hyper-
parameters were optimized through Bayesian optimization, and cross-
validation was applied to ensure reliable model performance [180].
Liang et al. (2025) used acoustic data such as sound pressure levels and
frequency features together with tyre and road surface parameters as
input for tyre noise prediction. The model applied transfer learning to
use knowledge from other datasets and improve performance with
limited data [181].

6.2.6.2. Performance improvement with changes made to CNN structure.

To improve the performance of deep learning algorithms and achieve
better results, some changes are made to their structure[183]. Multi-
scale CNN is used to simultaneously learn small details and large
structures in the data. It extracts more comprehensive and accurate
features by working with different filter sizes[184]. This is particularly
necessary for complex data that contains information from multiple
scales (e.g., road surface, thermal image, noise). Multi-head CNN
simultaneously analyses tyre-road noise data from different perspectives
(e.g. speed, temperature, surface type). Each head learns different fea-
tures. The result is a better model of the causes of tyre-road noise and a
more accurate estimate of noise levels. Fig. 15 shows the shape of the
multi-head structure. Multi-Modal CNN separately processes and com-
bines different types of data, such as thermal images, CAN bus data, and
road temperature, to estimate tyre-road noise[185]. Multi-head CNN
learns with different filters on the same data, such as temperature and
velocity[186,187]. If there is more than one output or prediction, multi-
task learning is used. In this field, multi-head approaches have also
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started to increase in recent years. Liang et al. (2025) used multi-head
fusion, the study achieved higher accuracy in predicting tyre-road
noise [181].

Apart from the changes made in the CNN structure, there are also
techniques for connecting data. The most important of these are the
fusion and attention mechanisms. The fusion mechanism combines
features extracted from different types of data — such as images, temp,
velocity — into a common image. The attention mechanism guides the
model by focusing on the most important features among the features
that have been combined. For tyre-road noise estimation, fusion brings
all the data together, while attention gives more weight to this infor-
mation, especially in cases where speed and road temperature are more
influential. The model makes use of all the data while prioritising the
most critical issues. There is an early and a late structure in the Fusion
mechanism. In Fig. 16, there is an early structure on the left and a late
structure on the right. In addition, the attention mechanism is shown in
Fig. 17. With the attention mechanism, weights are assigned to input
variables or values with different properties. In Yang et al. (2024), the
attention mechanism was used to help the model focus on the most
important parts of the tyre noise signal in the time-frequency domain.
This made the model more accurate by highlighting key features related
to road texture and reducing the effect of irrelevant noise [77].

The new trend is the use of convolution in addition to these structural
changes. Enhanced CNN makes noise estimation more general by
increasing learning capacity with deeper networks and advanced layers.
Deformable CNN uses flexible filters to capture specific patterns, such as
road surface distortions or irregularities, for more accurate analysis
[191]. Dynamic CNN adjusts the network structure or weight dynami-
cally based on the data to adapt to changing conditions [192]. For the
estimation of tyre-road noise, the Enhanced CNN learns general noise
patterns, while the Deformable CNN is better at analysing noise changes
caused by rough road surfaces [193]. By adapting to environmental
factors such as speed and temperature, the Dynamic CNN accurately
estimates noise. Combined, these three structures accurately model both
general and special situations and provide highly accurate estimates of
tyre-road noise. In Fig. 18, the deformable convolution structure is
compared with the standard structure.

6.2.6.3. Generative learning. The biggest problem with deep learning
algorithms is that they require large amounts of data. However, in many
studies, it is difficult to obtain data. At this point, many data augmen-
tation techniques are used. However, more powerful than these, the
artificial intelligence-based GANs algorithm has been used recently. At
this point, the amount of data can be increased with GANs to improve
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the performance of tyre-road noise estimation or time series-based noise
estimation. Generative learning, exemplified by Generative Adversarial
Networks (GANs), was first proposed in [195,196], addresses data
shortages. GANs consist of two networks: a generator and a discrimi-
nator [197]. The generator creates synthetic data, while the discrimi-
nator determines whether the data is real or fake [198]. These two
neural networks are trained iteratively, with the generator helping to
generate the realistic fake samples until they are indistinguishable from

Fusion

-

Image Time
Features Series

real data samples [199]. The working principle of GANs is shown in
Fig. 19. GANs learn the data distribution and produce realistic synthetic
data. Generative Adversarial Networks (GANs) have seen rapid growth,
particularly in computer vision, where they've helped create realistic
images and videos. Beyond computer vision, the applications of GANs
have expanded into a variety of fields, including the generation of time
series and sequences. Some GAN structures used in the multiplication
time series data are as follows: SynSigGAN, DAT-CGAN, SigCWGAN,
Time GAN, NR-GAN, SC-GAN, RCGAN, C-RNN-GAN, Quant GAN,
Sequence GAN (SeqGAN)[200].In this field, there are only a few studies
that have applied Generative Adversarial Networks (GANs). For
example, Que et al. (2023) used GANs for data augmentation in pave-
ment crack classification, improving the performance of an enhanced
VGG model by generating realistic crack images for training [201].

6.2.6.4. Hybrid Structures, algorithms. Accuracy is critical when
choosing a predictive model. The performance of each algorithm de-
pends on the data, and each algorithm is better at different things. This is
because in time series forecasting, linear models capture some data
while nonlinear models are needed to more accurately represent other
data [203]. To achieve more accurate results in time series modelling
and forecasting, hybrid approaches are important and promising.
Therefore, the use of hybrid structures in time series prediction is
developing rapidly. Hybrid models have been the subject of many
studies, and there has been evidence that hybrid models can be

Image Time
Features Series

Fig. 16. Fusion Structure[189].
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successful in improving forecast accuracy [204]. Many studies have
been conducted on this topic in recent years. Listing the benefits
mentioned in the studies, the following can be noted: improving forecast
accuracy, reducing the risk of using inappropriate models, and
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simplifying the model selection process. An example of a 1D CNN-LSTM
hybrid structure is shown in Fig. 20. Using deep learning in feature
extraction, using machine learning algorithms in classification and
prediction. Or using more than one deep learning algorithm. Some of
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them are Bi-LSTM-Autoencoder, LSTM-1DCNN, Bi-GRU-Autoencoder,
GCN-Bi-LSTM etc. The purpose of these structures is to increase the
performance of the algorithm. They have achieved this in many studies.
In recent years, some studies have also been carried out in this field. Wu
(2024) used a deep ensemble learning approach for predicting pavement
performance indicators. This method combines different models in a
hybrid structure and improves prediction accuracy and stability [205].
Wu et al. (2025) used a hybrid CNN-GRU model to predict pavement
roughness (IRI). This deep learning model combines different features
and gives better accuracy than traditional methods [206].

7. Conclusion, identified research Gaps, and future works

Deep learning-based models show better accuracy when exploring
complex and large data sets. This superiority in feature learning has let
to some successful outcomes in many studies. For example, in the time
series prediction, obtaining an interpretable result is important for
measuring reliability and recent studies have increasingly focused on
this aspect. In addition, explainable machine learning has become more
widespread to make model decisions transparent and understandable.
This growing trend also provides an opportunity for traditional machine
learning models to compete with deep learning in terms of interpret-
ability and reliability.

The results of this study aim to identify the most commonly used
input parameters and measurement methods in Al-based tyre-road
studies, which are critical for accurate noise prediction and monitoring.
Finally, by analysing and comparing the studied AI and signal
processing-based techniques, the study advances the research field by
determining the best-performing Al-based technique for tyre-road noise
prediction. In addition, it proposes several future research directions
that can guide further studies in this area.

1. Methodological directions:

e One of the biggest problems in Al is speeding up of the learning
process. Working with large volumes of data leads to increased
computational costs and processing overhead.. There are studies on
computational efficiency [208-211]. The progress of deep learning
in the coming years depends partly on the developments in GPU
technologies [212]. In addition, since it is not fully known what kind
of processes are behind deep learning algorithms, this causes them
not to be preferred by researchers. For this reason, these techniques
are referred as black boxes. To overcome this problem, deep learning
algorithms can be used in the feature extraction part, and machine
learning algorithms can be used for prediction and classification,
combining accuracy with interpretability.
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e Apart from extracting features from classical time series data, new
trend algorithms such as TSFresh, Catch22, Deep Feature Synthesis
and TsFel are becoming widespread. Similarly, Autoencoder, UMAP
and VAE have frequently been used for data size reduction in
different fields in recent years. When it comes to determining
important input variables, SHAP, the attention mechanism and the
integrated gradient have become essential tools.

e When the literature is examined, many promising deep learning al-
gorithms have not yet been utilized in this field. For example,
Transformers, Graph Neural Networks (GNNs), Bio-LSTM, Bio-GRU,
1d CNN, Transfer Learning, LSTM-AutoEncoder. etc. have not been
used. In addition, Genetic Algorithms, Swarm Optimization, Ant
Colony, and also Fuzzy Logic could help identify optimal tyre-road
conditions. Feature extraction algorithms such as the Deep Autoen-
coding Gaussian Mixture Model (DAGMM) [213], which have been
successfully used in noise and anomaly detection, also show great
potential for tyre-road noise research.
There are several machine learning and tyre-road noise prediction
algorithms. At this point, AutoML promises hope for the future of
machine learning by finding the most appropriate algorithm. Addi-
tionally, if the success of ensemble learning in big data increases, it
will be able to compete with deep learning algorithms. Explainable
machine learning (XAI) has also become increasingly popular in
recent years to make model decisions more transparent and under-
standable. This growing trend also creates a new opportunity for
traditional ML algorithms to compete with deep learning models in
terms of interpretability and reliability.
2. Data-related directions
e The use of attention and fusion mechanisms to make better use of
different data in training, enhanced deformable and dynamic con-
volutions to modify the convolutional structure, and multimodal,
multitask, multiscale, and multithead structures instead of classical
CNN structures has increased in recent years.
Using tyre-road noise data, road surface, sound absorption, tread
pattern, macrotexture, road condition, and road surface condition
and anomalies can be estimated or classified. In addition to this,
studies on the estimation/classification of surface roughness, sound
absorption coefficient and road friction coefficient have become
more common.

Most studies have generally been carried out in dry and perfect en-

vironments. The sound changes in icy and wet environments. In

addition, the number of cars in the area, and the quality of the road
and road damage all affect the sound. Therefore, future research
should include more diverse and realistic environmental conditions.

e Many measurements are taken to provide road information as input
data for tyre-road noise prediction. These measurements are time-
consuming and are difficult to interpret. As an alternative, real-
time computer vision methods for road classification and weather
detection can simplify and accelerate data acquisition.

o The current designs for tyre-road noise data collection are difficult to

use real time monitoring as a product. This is because the current

designs that can work together with large wheel and rim systems that
can be affected by environmental conditions. Future designs should
focus on lightweight, adaptable, and durable structures.

The biggest problem in this area is the lack of open-source data

source regarding tyre-road noise. The TyRoN Tyre Road Noise

project, in which we are involved, and which has more than ten
partners, aims to fill this gap. It is expected to be a pioneering study
in this field.

3. Application-oriented directions

The study by [60] shows that noise-based road classification gives

better results. In this study, they compared image and sound-based

systems. This indicates that future studies will likely move toward
multi-modal and sensor fusion approaches for more reliable results.

e Moreover, unfortunately, there are few studies on its conversion into
products due to these problems. Therefore, efforts should be directed
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toward embedded card systems for real-time data collection and
evaluation.

In this area, audio, video, vibration, gyro, etc. can be recorded via
mobile phones. Many studies have been carried out to collect data
and predict road problems and conditions. However, this cannot be
applied to tyre-road noise. In order to turn this into a product, it is
necessary to collect internal voice data simultaneously with the
phone along with these mechanisms and determine the relationship
between them. Future work should explore combining interior sound
data with these signals to estimate external noise levels.

There have been several studies on detecting road conditions and
road problems using sensor data. By using computer vision and se-
mantic segmentation, it is possible to detect these problems and
conditions and convert them into numerical data and feed them as
input to machine learning algorithms. In this way, the prediction
performance of tyre-road noise can be improved.

Hardware limitations of embedded systems (e.g. mobile, robotics,
driverless cars) are still remain a challenge [214-216]. Since
embedded cards are cheap and easy to use, they should be used more
in this area. With such systems, vehicles could adjust their maneu-
vers dynamically based on road surface conditions.

It is expected that developments in Al and its adaptation to tyre-road
monitoring will lead to new developments in more environmentally
friendly road, tyre and vehicle designs.

This study contributes to broader fields such as smart cities devel-
opment, noise reduction, improved tyre and vehicle design,
advanced road construction, and control of autonomous vehicles.

Deep learning models can effectively process complex tyre-road
noise data, but challenges such as high computational cost and limited
interpretability remain. Future research should focus on developing
faster, explainable, and more efficient Al models. Explainability tools
such as SHAP values, attention mechanisms, and feature importance
analysis can reveal the factors that most influence tyre-road noise. Multi-
output prediction frameworks can also improve the joint analysis of
parameters such as road texture, temperature, and speed.

Al applications can support many areas, from analyzing road texture
and tyre behaviour to integrating sound, vibration, and image data for
better prediction. These advances will enable the development of
quieter tyres, better roads, and more sustainable vehicles, contributing
to smart and environmentally friendly transportation systems. Although
Al-based methods show strong potential for tyre-road noise analysis,
most of these applications are still at the experimental or pilot stage, and
their validation and accuracy remain limited. Future work should also
consider the increasing share of electric vehicles in road traffic, as their
reduced engine noise and altered frequency characteristics will influ-
ence both road-surface noise modeling and control strategies.
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