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ABSTRACT

Extratropical cyclones are the primary driver of midlatitude weather variabil-
ity, including extreme events with heavy precipitation and severe wind gusts,
potentially leading to widespread damage. Both baroclinicity and diabatic heat-
ing contribute to cyclone intensification. Examples of severe European winter
storms with rapid intensification enhanced through diabatic heating include
Lothar (1999), Klaus (2009), and Xynthia (2010). Diabatic heating through cloud
condensational processes in extratropical cyclones is associated with the warm
conveyor belt (WCB) airstream, among others. Focusing on European winter
storms, this study provides a comprehensive assessment of structural differ-
ences important for cyclone intensification between cyclones that intensify to
a relatively large extent through diabatic processes and cyclones that intensify
mostly through baroclinic processes. Considering 247 winter storms affecting
western and central Europe from 1979 to 2023, we combine a WCB diagnos-
tic with the pressure tendency equation to quantify the influence of diabatic
heating on deepening processes. Our results indicate that diabatic processes
have a mean contribution to cyclone intensification of 26.1% (median at 25.3%,
25th and 75th percentiles at 15.2% and 33.4%). Cyclones with a relatively large
diabatic influence (> 30.7% diabatic contribution) have similar minimum mean
sea-level pressure compared with cyclones with a small diabatic influence
(< 20.1% diabatic contribution) but exhibit steeper deepening rates, stronger
northward displacement, increased precipitation, stronger wind gusts, and more
WCB activity. Moreover, they are characterised by increased moisture and
warmer temperatures in the WCB inflow, facilitating stronger deepening rates
driven by diabatic heating. Our results suggest that WCB activity is a valuable
first indicator of the diabatic contribution to cyclone intensification. These find-
ings may be useful for predicting and estimating the risks associated with winter
storms that have a relatively large influence of diabatic processes in numerical
weather predictions and climate projections.
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1 | INTRODUCTION

Extratropical cyclones are the primary driver of weather
variability in the midlatitudes and are often associated
with extreme events, including heavy precipitation and
severe wind gusts that impact infrastructure, ecosystems,
and society (Dowdy & Catto, 2017; Fink et al., 2009;
Ulbrich et al., 2009). Given that the impacts can happen
simultaneously, these can be seen as compound events.
The North Atlantic Ocean basin is a prominent region
for the development of extratropical cyclones (Hoskins &
Hodges, 2002). Several mechanisms contribute to cyclone
intensification: a combination of dynamic and thermody-
namic processes driven by baroclinic instability, diabatic
heating, upper-level divergence, the jet stream, interac-
tions with potential vorticity (PV) anomalies, and surface
heat and moisture fluxes (Schultz et al., 2019; Wernli &
Gray, 2024). The strong temperature gradient across the
polar-front region, where warm subtropical and cold polar
air masses meet, is characterised by strong baroclinicity.
In particular, the Gulf Stream region exhibits such an
enhanced temperature gradient, creating a zone of high
baroclinicity that is essential for cyclogenesis (Gray &
Dacre, 2006; Hoskins & Hodges, 2002; Wernli et al., 2002).
Baroclinic instability, driven by strong meridional tem-
perature gradients and vertical wind shear, enables the
conversion of potential energy to kinetic energy. This
conversion and thus cyclogenesis occurs favorably in the
equatorward entrance and poleward exit regions of jet
streaks that are characterised by upper-tropospheric diver-
gence (Carlson, 1991). During their intensification, some
cyclones cross the jet stream from its warm to its cold side
and these tend to be the more rapidly deepening cyclones
(Baehr et al., 1999).

Diabatic heating from cloud condensation, that is,
latent heat release, can be a crucial energy source for storm
evolution, increasing the growth rate by reinforcing baro-
clinic instability (Chang et al., 1982; Danard, 1964; Robert-
son & Smith, 1983). The vertical distribution of latent
heating and the time a storm spends on the equatorward
side of the jet stream correlate with its diabatic contribu-
tion to deepening (Pirret et al., 2017). Europe is located
at the end of the North Atlantic storm track, with a lower
cyclone track density than the peak cyclone track density
in the central Atlantic (Wernli & Schwierz, 2006; Dacre
and Gray, 2009). The rapid development of severe Euro-
pean winter storms, such as Lothar (Wernli et al., 2002),
Kyrill (Fink et al., 2009), and Xynthia (Ludwig et al., 2014),
has been linked to diabatic heating, indicating a signifi-
cant contribution of diabatic heating to some extratropical
cyclones with severe impact over central Europe.

The airflow through extratropical cyclones can be
described in a cyclone-relative framework of airstreams

that comprises the warm conveyor belt (WCB), cold
conveyor belt, and dry intrusion (Schultz, 2001). The dry
intrusion descends behind the cyclone, characterised by
cold, dry air forming a comma-shaped cloud-free region
(Browning & Roberts, 1994). The cold conveyor belt flows
against the cyclone’s propagation direction at low lev-
els, with its cyclonic branch often linked to strong winds
(Schultz, 2001). The WCB, which is of interest for this
study, originates in the lower troposphere in the warm
sector of extratropical cyclones and typically ascends pole-
ward ahead of the surface cold front (Wernli, 1997). Due
to its large vertical extent, that is, deep ascent, the WCB
airstream connects the boundary layer and the upper
troposphere in a Lagrangian sense (Wernli, 1997). The
WCB is a major driver of cloud formation and precipita-
tion and is thus characterised by substantial latent heat
release (Browning, 1990; Madonna et al., 2014). Latent
heat release leads to the production of cyclonic PV below
the level of maximum heating and a PV reduction above
(Madonna et al., 2014; Wernli, 1997). If the PV production
occurs close to the cyclone centre, it contributes to cyclone
intensification (Binder et al., 2016). In terms of baroclinic-
ity, the latent heat release is associated with a steepening
of isentropic surfaces, which leads to locally increased
baroclinicity (Joos & Wernli, 2012; Madonna et al., 2014;
Wernli, 1997).

Extratropical cyclones can be classified according to
different development mechanisms. Cyclone classifica-
tion includes Type A, driven by frontal wave amplification;
Type B, initiated by upper-tropospheric disturbances
(Deveson et al., 2002); and Type C, where initial devel-
opment is dominated by pre-existing upper-level PV
anomalies, with mid-tropospheric latent heating sustain-
ing growth (Plant et al., 2003). Primary cyclones generally
form along the polar front and are often associated with
Type B cyclones (Priestley et al., 2020), while secondary
cyclones undergo slightly different mechanisms of cyclo-
genesis; they can be classified as Type C cyclones (Dacre
and Gray 2009; Priestley et al, 2020). While primary
cyclones originate from the eastern coast of North Amer-
ica, secondary cyclones typically develop further east of
the primary cyclone, over the central and eastern Atlantic,
particularly along trailing cold fronts of pre-existing
cyclones (Dacre and Gray 2009; Priestley et al., 2020). Such
secondary cyclones frequently form during so-called clus-
tered storm periods (Pinto et al., 2014). These cyclones are
often associated with pre-existing downstream cyclones,
a strong polar jet, and upper-tropospheric cyclonic
PV anomalies and lead to extreme events (Stankovi¢
et al., 2024). In a warmer climate, the processes involved
in cyclone intensification change in different ways that
may counteract each other (Catto et al, 2019), but the
importance of diabatic processes relevant to cyclone
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intensification is expected to increase. This study aims
to quantify the mean contribution of diabatic heating to
cyclone intensification in the recent climate, and exam-
ines the characteristic structure of cyclones influenced
strongly by this process.

The pressure tendency equation (PTE) approach is
one way to quantify the diabatic heating contribution to
cyclone deepening relative to baroclinic processes (Fink
et al., 2012). Diabatic contributions can be substantial
in some cases, accounting for up to 60% of deepening
and exceeding effects of temperature advection (Pirret
et al,, 2017). Also, using the PTE approach, Stankovi¢
et al. (2024) found an increase in the diabatic contribution
to cyclone intensification for cyclones associated with
extreme wind events over the eastern North Atlantic. How-
ever, the relative importance of diabatic and baroclinic
processes can vary between storms (Fink et al., 2012; Pirret
etal., 2017). As diabatic processes often intensify cyclones
(Wernli & Gray, 2024), understanding their relative contri-
bution compared with baroclinic processes systematically
is essential for understanding cyclones impacting Europe.
Alternative approaches to distinguishing the diabatic and
baroclinic contributions to cyclone intensification have
been proposed, for example, by Flaounas et al. (2021) in
the context of Mediterranean cyclones. A key advantage
of this method compared with the pressure tendency
equation approach is that the diabatic contribution is cal-
culated explicitly rather than as a residual. However, a
limitation is that the method requires the implementation
of online tracers in the model, making it unsuitable for
analyses based on reanalysis data such as the European
Centre for Medium-Range Weather Forecasts (ECMWF)
Reanalysis Version 5 (ERAS5). In addition to diabatic and
baroclinic forcing, Flaounas et al. (2021) also consider
momentum forcing, which can occasionally play a signifi-
cant role. Also, as WCBs constitute regions of strong latent
heat release in extratropical cyclones, studies have empha-
sised the link between diabatic heating and WCB strength,
measured by the number of Lagrangian trajectories that
satisfy the criterion of more than 600 hPa ascent within
48h and cyclone intensification (Binder et al, 2016).
Quinting and Grams (2022) have recently developed the
machine-learning model (ML-model) EuLerian Identifi-
cation of ascending AirStreams (ELIAS), which identifies
regions of WCB inflow, ascent, and outflow masks on the
basis of different atmospheric predictors. The method
can be applied to numerical weather prediction and
climate model data and offers a computationally effi-
cient alternative to trajectory-based approaches to detect
WCBs (Quinting et al., 2022). In this study, we use the
PTE approach and combine it with ELIAS to explore the
diabatic contribution to cyclone intensification. We inves-
tigate systematically the structural differences important
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for cyclone intensification between cyclones with a rela-
tively large diabatic influence versus a small one. Since
cyclones with a relatively large diabatic influence are
associated with stronger precipitation, we also con-
sider compound characteristics in terms of wet and
windy extremes (Hénin et al., 2021; Pfahl, 2014; Xoplaki
et al., 2025; Zscheischler et al., 2020). With a detailed anal-
ysis of 247 winter storms impacting central Europe from
1979 to 2023, we address the following research questions.

1. What is the magnitude of the diabatic heating contri-
bution to cyclone intensification in European winter
storms?

2. What distinguishes cyclones with a relatively large dia-
batic influence versus a small one?

3. Do cyclones with a relatively large diabatic influence
exhibit stronger WCBs, and can WCB strength indi-
cate the diabatic contribution to cyclone intensification
effectively?

The structure of this article is as follows. Data and
methods are presented in Section 2. The results are pre-
sented in Section 3, followed by a summary and discussion
in Section 4.

2 | METHODS

2.1 | Tracking method

To derive cyclone tracks, we apply the algorithm
described by Pinto et al. (2005) based on Murray and
Simmonds (1991) to six-hourly ERAS5 reanalysis data from
1979 to 2023 (Hersbach et al., 2020). For the cyclone track-
ing, we remap from 0.28° to a regular 1° latitude-longitude
grid, as the tracking algorithm is optimised for a 1° resolu-
tion, and this setup was used in this study. The algorithm
is run for the Northern Hemisphere (20°N-90°N) and
first identifies the maximum Laplacian of mean sea-level
pressure (MSLP), and then finds the MSLP minima clos-
est to it and combines them into a cyclone track. To filter
non-synoptic relevant low-pressure centres, a minimum
lifetime of 24 h, a minimum intensity (lifetime maximum
V2MSLP > 0.6 hPa - (degree latitude)2), and a minimum
deepening rate (maximum d/dt(VMSLP)> 0.3 hPa -
(degree latitude)~2 - d™* for a 24-h period) are considered
(Pinto et al., 2009). A travel distance of at least 1000 km
is required, and cyclones over high orography (1500 m)
are discarded. The results of this method compare well
with other similar tracking methods (Neu et al., 2013). We
further consider only the extended winter season (from
September—April), and focus on the 3896 cyclones that
reach their peak intensity in the central European region,
defined from 42°N-65°N and 10°W-20°E (box in Figure 1).
Here, peak intensity is defined as the lowest MSLP during
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Cyclone Anna with peak intensity on February 26, 2002. (a) Cyclone track six-hourly and associated WCB ascent masks

(from ELIAS) shown from —36 h to O h in green, at 0 h in red, and at other times in grey. Wind speed (shading in m - s~! at 850 hPa) and mean
sea-level pressure (grey contours, every 5hPa) at 1200 UTC on February 26, 2002. 700-km radius around the cyclone trackpoint (large blue
shading around red cyclone trackpoint) and also the included cyclone track target region (black box, 42°N-65°N and 10°W-20°E). (b)
Contributions of temperature tendency (Temp, red bars), geopotential at the upper boundary (ColHeight, dark red bars), mass loss by
precipitation (Mass, dark blue bars), and residuals (grey bars) to cyclone deepening (in hPa - (6 h)~, corresponding to Equation 2; see an
explanation of the different terms in Section 2.3). Mean sea-level pressure (MSLP) of the cyclone (grey line, in hPa) peak intensity at
minimum MSLP (indicated as a red dot). (c) Horizontal temperature advection (TempAdy, blue bars), diabatic heating (Diab, yellow bars),
and vertical motion (VertMot, green bars) contributions to cyclone deepening (in hPa - (6 h)~!, corresponding to Equation 3). Total
temperature tendency (Temp, red line) is the same as Temp from (b). Ratio of diabatic contribution is shown as dashed yellow bars (in %).
Peak intensity at minimum MSLP (time marked with red dot). [Colour figure can be viewed at wileyonlinelibrary.com]

the life cycle of the cyclone track. Finally, all cyclone tracks
are evaluated relative to the time of their peak intensity,
which is defined as 0 h throughout this study. Time steps
before peak intensity are indicated as —xx h relative to peak
intensity.

2.2 | Selection of cyclone tracks
impacting Europe

We use the Meteorological Index (MI: Pinto et al., 2012)
based on the Klawa and Ulbrich (2003) approach to
quantify the severity and thus select the most impactful

storms from around 4000 wintertime cyclone tracks with
peak intensity over western and central Europe. For
the MI, we use a 98th-percentile wind-gust climatology
(98thperc) with a threshold for the minimum gust wind
speed of 17 m-s~!. This permits the identification of
cyclones prone to creating damage:

10m \°
MI = <M> , M
98thperc

where wgl0 is the maximum instantaneous 10-m
wind gust in the six-hour time period. The maximum
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instantaneous 10-m wind gusts are taken from the ERAS
within the six-hour time period. The climatology is based
on this wind gust information calculated for the extended
winter season from 1960 to 2023. For each cyclone track,
we identify the time step with the highest MI by aggregat-
ing gridpoint-wise MI values over the central European
region (42°N-65°N and 10°W-20°E). We rank the cyclone
tracks based on these MI values, filter out consecutive
daily peaks, and retain only those cyclone tracks where
the MI peak occurs within a +6h window around the
cyclone’s peak intensity (per definition also in this region).
Finally, we select the 300 highest-ranked cyclone tracks
as high-impact cyclones. Because we are interested in
physical processes responsible for cyclone intensification,
out of the 300 high-impact cyclones, we only consider
the cyclone tracks that have an intensification phase of
at least —12h relative to the peak intensity. Therefore,
our final sample for a detailed analysis of high-impact
cyclones only consists of 247 cyclone tracks. Among the
300 cyclone tracks, 247 extend at least to —12h relative
to the peak intensity, 194 to at least —24 h, and 153 to at
least —36h. One of the reasons for the high proportion
of cyclones with a short intensification phase may be
the rapid development of cyclones close to Europe (i.e.,
secondary cyclones: Parker, 1998; Priestley et al., 2020).
Moreover, tracking errors may also play a role in some
cases. It should be noted that some historical windstorms
are missing from our final sample, due to the strict selec-
tion criteria and the strong focus on the Central European
region (i.e., requiring peak intensity and MI peak within
this region). Additionally, some impactful historical cases
were excluded because they did not exhibit a —12h inten-
sification phase. Using the list from Moemken et al. (2024)
as a reference, some of the storms not included are Rugzica
(2016), as its peak intensity occurs further west outside
our defined region, and cyclone Zeynep (2022). However,
the results presented in this study show little sensitivity to
the selection criteria. We tested different variants of the
MI ranking and various time frames for the coincidence
of peak intensity and MI peak, and the overall findings
remained robust. Additionally, 200 random cyclones were
determined from the cyclone tracks. These cyclones are
selected randomly from the overall MI ranking. Out of the
200 random cyclones, 165 have an intensification phase of
at least —12 h and are taken into account.

2.3 | Diagnosing processes intensifying
cyclones: PTE

Cyclone formation is largely influenced by a combi-
nation of diabatic processes (radiation and latent heat
release) and baroclinic conversion. PTE, as formulated by
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Knippertz and Fink (2008) and Knippertz et al. (2009),
can be used to determine the different physical processes
that contribute to surface pressure drop (Equation 2). The
classical pressure tendency equation is reformulated such
that the virtual temperature is the main variable. Follow-
ing Fink et al. (2012), we calculate the PTE terms for each
cyclone track, integrate vertically, and average in a 6° X 6°
box around the cyclone centre. We apply this approach to
a vertical column from the surface to 100 hPa (as in Chen
etal.,2024). The ERAS5 reanalysis data are available for ver-
tical levels from 50 to 1000 hPa at intervals of 10 hPa. Note
that data below the surface are not considered.

) 0 P2 9T,
Pste = psfc_pz + psfcRd/ ()l’v dlnp +g(E —P)

ot ot
Dste W
N V. \ fv <4 Mass
Dp ColHeight Temp
+ RESprE, ()
P>
Temp = psicRq / -v-V,T,dInp
Pstc
Tem;Adv
P2 R.T T pT g
+/ <ﬂ—h)wd1np+/ vQ dilnp
Pstc Cpp ap Pstc Cp T
(- ¥ 7 - ~ 7
VertMot Diab
+ REStemps (3)

where py. is surface pressure, pgt. surface air density, ¢,
geopotential at p, (at 100 hPa), Rq the gas constant for
dry air, Ty the virtual temperature, and g the gravitational
acceleration. T is temperature, v and » the horizontal and
vertical wind components, C, the specific heat capacity at
constant pressure, and Q the diabatic heating rate.

The surface pressure tendency (Dp, Equation 2) is the
sum of (1) the change in the upper boundary geopotential
(ColHeight) at 100 hPa, (2) the vertically integrated virtual
temperature tendency (Temp), (3) the mass change due to
differences of precipitation and evaporation (Mass), and
(4) the residuals from errors in data, discretization, and
vertical integration. This means that, if the height of an
air column remains constant, warming causes the air to
expand horizontally, leading to divergence and a reduction
in mass within the column, resulting in a drop in sur-
face pressure. Similarly, if only the upper boundary of the
column is lowered, the pressure drops, as it must be asso-
ciated with mass evacuation by divergent winds. The verti-
cally integrated virtual temperature tendency term (Temp
from Equation 2) itself is the sum of (1) horizontal temper-
ature advection (TempAdy, that is, baroclinic conversion),
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(2) vertical motion (VertMot, typically associated with
rising surface pressure), (3) diabatic heating (Diab), and
(4) a residual term. Since ERA5 reanalysis does not pro-
vide diabatic heating tendencies explicitly, the Diab term
is estimated as the residual by subtracting TempAdv and
VertMot from Temp. As a result, the Diab term inevitably
includes not only diabatic heating but also residual com-
ponents arising from the closure of the Temp tendency
equation (Equation 3). Although this approach has lim-
itations, tests using explicit heating rates (see auxiliary
material in Pohle, 2010; Fink et al., 2012) show that the
explicitly calculated Diab term and the Diab term calcu-
lated from the residual are usually fairly similar. To quan-
tify the relative contribution of the diabatic heating term
to the total virtual temperature pressure tendency (Temp),
we calculate the diabatic pressure tendency percentage
(Diabptend) following the method of Fink et al. (2012),
(Equation 4). This approach allows us to quantify the
relative contribution of diabatic processes to cyclone inten-
sification compared with TempAdv and VertMot.

|Diab|
X 100
| Temp|+|VertMot|+|Diab| ’

if sgn(Diab) = sgn(Temp) = sgn(VertMot),
|Diab)

|Temp|+|Diab| x 100,

if sgn(Diab) = sgn(Temp) A sgn(Diab)

# sgn(VertMot),
|Diab]

[VertMot|+|Diab| X 100,

if sgn(Diab) = sgn(VertMot) A sgn(Diab)

# sgn(Temp).

Diabptend = <

€]
Finally, we note that the cyclone deepening rate, defined as
the change in MSLP along the cyclone track, differs from
the quantity Dp, which represents the box-averaged sur-
face pressure change at a fixed location over a six-hour
period. As such, a direct equivalence between the two
cannot be assumed.

2.4 | WCBidentification: ELIAS

To detect WCBs and to evaluate whether cyclones with
a relatively large diabatic influence exhibit more pro-
nounced WCB activity, we use the ML-model ELIAS
(Quinting & Grams, 2022). The U-Net convolutional neu-
ral network predicts conditional probabilities of WCB
inflow, ascent, and outflow footprints from instantaneous
gridded fields, offering a computationally efficient alterna-
tive to trajectory-based approaches (Quinting et al., 2022).
In this study, we measure WCB activity in terms of WCB
inflow and ascent mask occurrences and size. The WCB
inflow is defined as the part of the WCB in the lower

troposphere, below 800 hPa, the WCB ascent as the part
of the WCB between 800 and 400 hPa, and the WCB out-
flow the region above 400 hPa. ELIAS is trained for each
WCB stage separately and uses a total of five predictors:
four are derived from temperature, geopotential height,
specific humidity, and the horizontal wind components at
1000, 925, 850, 700, 500, 300, and 200 hPa isobaric surfaces
and the fifth is the 30-day running mean trajectory-based
climatology of WCB occurrence frequency. ELIAS is veri-
fied based on ERA-Interim (Dee et al., 2011) WCB masks
retrieved from trajectories that meet the criterion of
600-hPa ascent within 48 h (for more details see Quint-
ing et al., 2022). In this study, the ML-model is applied to
ERAS reanalysis data with a 6 h temporal resolution and
remapped from 0.28° to a regular 1° latitude-longitude
grid. We repeated some of the analysis with ERA-Interim
WCB masks based on trajectories and found the results to
be consistent (not shown). To combine the WCB masks
with the cyclone tracks, we match the cyclone tracks and
WCB masks. We use a radius of 700 km around the cyclone
centre to match the WCB mask with the cyclone (aver-
age cyclone influence radius: Rudeva & Gulev, 2007, see
Figure 1 for an example). Suppose the WCB mask overlaps
with at least one grid cell of the radius around the cyclone
centre at a given time; this WCB mask is matched to the
cyclone trackpoint at that time. The average area of the
WCB mask and the averages of different variables in the
masks are calculated.

2.5 | Cyclone composites

We use cyclone composites to explore the spatial structures
of the cyclones. A radial coordinate system is created for
a spherical cap with radii of 9° and 18°. This system is
then rotated to align with the cyclone trackpoint at a given
time. Following Bengtsson et al. (2007) and many others
(e.g., Catto et al., 2010; Dacre et al., 2012; Dolores-Tesillos
etal.,2022; Priestley & Catto, 2020; Sinclair et al., 2020; Sin-
clair & Catto, 2023), we interpolate atmospheric variables
from the longitude-latitude grid to the radial grid and aver-
age over all cyclones in the given cyclone sample group.
Cyclones are not rotated in the propagation direction, as
we obtained qualitatively similar results when rotating
(not shown). In addition, cyclones considered in this study
exhibit a similar propagation direction (see Figure 4b).

3 | RESULTS

3.1 | Pressure tendency equation
for high-impact cyclones

As a representative case, we investigate the cyclone track
of Anna from February 2002 with a high MI over central
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Europe, ranking at 70th out of the 300 high-impact cyclone
sample. This is indicated by the strong winds (Figure 1a)
at 1200 UTC on February 26, 2002, when the cyclone
reaches its peak intensity (defined as the lowest MSLP
value) of 966 hPa (dot in Figure 1a). The total pressure ten-
dency (Dp in Figure 1b) is highest, with —8.7 hPa - (6 h)~!,
at —12h before peak intensity. As shown in Figure 1a,
Anna is matched (see Section 2.4) with a WCB ascent
mask during the entire deepening phase. As described in
Section 2.3, the PTE identifies the main processes con-
tributing to cyclone pressure drop. The PTE captures the
combined effect of the upper-level lid height changes (Col-
Height), mass changes due to precipitation and evapora-
tion (Mass), and vertically integrated changes in virtual
temperature (Temp). The amounts of precipitation and
evaporation are within a typical range and not unusually
small; however, they do not lead to substantial changes
in surface pressure. Similar findings regarding these rel-
atively small mass contributions have also been reported
by other studies applying the PTE (Fink et al., 2012; Pirret
et al., 2017). For this cyclone track, the main contribu-
tion to the total pressure change originates from temper-
ature changes (Temp), with values of up to —6.8 hPa-
(6 h)~! (Figure 1b). The Temp contribution can be divided
further into three components (Figure 1c): temperature
advection (TempAdv, baroclinic contribution), diabatic
processes (Diab), and vertical motion (VertMot). For this
cyclone, the diabatic heating is comparably large, with a
maximum contribution of 47% (Figure 1). The WCB ascent
masks that can be found continuously during cyclone
intensification also reflect the large contribution of dia-
batic processes, as WCB ascent is associated with diabatic
heating in line with Binder et al. (2016) and Biieler and
Pfahl (2017).

Now we consider all 247 cyclones of our high-impact
cyclone sample, where the average pressure tendency, that
is, deepening rate (Dp in Figures 2a and 3a) is —7.6 hPa -
(6 h)~! at —12 h before the cyclones reach maximum inten-
sity. The average minimum MSLP of all cyclones is 972 hPa
(Figures 2a and 3a). Of the three processes contributing
to cyclone intensification, the largest average contributor
is the change in virtual temperature (Temp). After peak
intensity at 0 h, Temp becomes positive, indicating a weak-
ening effect on the cyclones, while the ColHeight and
Mass contributions remain negative, continuing to sup-
port intensification. Concerning contributions to Temp,
the vertical motion term (VertMot) is positive as expected
(i.e., weakening the cyclone), while the combined effects
of diabatic processes and horizontal temperature advec-
tion intensify the cyclone. The median ratio of diabatic
heating to the total pressure drop during the intensifi-
cation phase (from genesis to peak intensity) is 25.3%
(Figure 2d), with the 5th and 95th percentiles at 3.4% and
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52.6%, respectively. The distribution is skewed towards a
lower contribution of diabatic heating, but in some cases
exceeds 70%. While horizontal temperature advection is
generally the main driver of cyclone intensification, dia-
batic processes can play a crucial role in certain cases
(Figure 2c). The distribution is similar for the random
cyclone sample: the median ratio of diabatic heating to
the total pressure drop in the intensification phase in the
random cyclone sample is 26.1% (Figure 2c), with the 5th
and 95th percentiles at 3.3% and 54.4%, respectively. This
suggests that the average diabatic contribution of cyclones
affecting Europe applies to a wider range of cyclones.
In summary, the diabatic contribution to cyclone inten-
sification accounts for approximately one-quarter of the
total intensification for a broad range of impactful win-
ter cyclones over central Europe. To explore what distin-
guishes cyclones with a relatively large diabatic influence
from cyclones with a small one, we focus only on the
high-impact events.

To examine the differences between more diabatically
and more baroclinically driven cyclones, we divide the
high-impact cyclone sample into three groups based on
the lower and upper terciles of the diabatic contribu-
tion ratio distribution during the intensification phase.
From now on, we refer to the cyclones with a relatively
large contribution of diabatic processes as diabatically
driven cyclones and to the cyclones with only a small dia-
batic influence as baroclinically driven cyclones. The 247
high-impact cyclone tracks are divided into three groups,
with 83 cyclones in the lower and upper tercile categories,
representing baroclinically driven cyclones in the lower
tercile and diabatically driven cyclones in the upper tercile,
respectively. The peak intensity, measured as the mini-
mum MSLP, is similar in both groups. Diabatically driven
cyclones exhibit a higher deepening rate, with a maximum
of —8.6 hPa - (6 h)~!, compared with —6.3 hPa - (6 h)~! for
baroclinically driven cyclones (Figure 3b). Additionally,
the Laplacian of pressure (laplP), which is used to track
cyclones, is greater for diabatically driven cyclones than
for baroclinically driven ones (Figure 3b). By definition,
the diabatic contribution to the intensification of a cyclone
is larger in diabatically driven cyclones and the horizontal
temperature contribution is smaller (Figure 3c), and vice
versa for baroclinically driven cyclones (Figure 3d).

3.2 | Cyclone structures and dynamics

Diabatically driven cyclones develop further south in a
warmer and more humid environment along the Gulf
Stream front region (Figure 4a). They propagate faster,
with an average cyclone propagation speed (—36 h to peak
intensity) of 17.1 m-s™' compared with baroclinically
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FIGURE 2 (a)Average contributions of temperature tendency (Temp, red bars), geopotential at the upper boundary (ColHeight, dark

red bars), mass loss by precipitation (Mass, dark blue bars), and residuals (grey bars) to cyclone deepening (in hPa - (6 h)™1), corresponding to

Equation 2 (see an explanation of the different terms in Section 2.3) for all 247 high-impact cyclones (Section 2.2). The average mean

sea-level pressure (MSLP) of the cyclones (grey line, in hPa) is also shown. (b) Horizontal temperature advection (TempAdy, blue bars),

diabatic heating (Diab, yellow bars), and vertical motion (VertMot, green bars) contributions to cyclone deepening (in hPa - (6 h)™1)

corresponding to Equation 3 for all high-impact cyclones. Total temperature tendency (Temp, red line) same as Temp from (a). Ratio of

diabatic contribution shown as dashed yellow bars (in %). (c) Distribution of the average diabatic to total temperature tendency ratio during

the cyclone intensification phase of high-impact cyclones. Median (black solid vertical line), terciles (black dashed vertical line), and 5th and

95th percentiles (grey dashed vertical line). Separation into diabatic (orange) and baroclinically driven (blue) cyclones at the lower and upper

terciles. (d) Same as (c) but for random cyclones. [Colour figure can be viewed at wileyonlinelibrary.com]

driven cyclones with an average propagation speed of
9.6 m-s~1 (Figure 4b). This holds for each relTime
(Figure 4c). Based on this, we can conclude that diabat-
ically driven cyclones are faster and displaced further
north. Overall, diabatically and baroclinically driven
cyclones differ significantly in location and dynamics. In
the cyclone composites (see Section 2.5), a primary cyclone
is visible in MSLP contours to the northeast between
—36 and —24h before peak intensity in the diabatically
driven cyclone composite (Figure 5b-c), suggesting that
the cyclones are secondary cyclones. Diabatically driven

cyclones are slightly smaller in size, that is, the region
of closed contours is smaller (Figure 5a-d). They experi-
ence a more pronounced northward displacement than
baroclinically driven cyclones (Figure 4b). Additionally,
the composites suggest that they cross the jet stream
more often (Figure 5a), whereas baroclinically driven
cyclones typically develop and intensify on the polar side
(Figure 5e-h). Moreover, diabatically driven cyclones
exhibit stronger upper-level divergence (Figure 5b-d)
and are characterised by stronger vertical velocities (not
shown). All cyclones develop along strong temperature
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FIGURE 3 (a)Average mean sea-level pressure (MSLP in hPa, grey lines), average pressure tendency (in hPa - (6 h)~!, black lines),

average Temp term (in hPa - (6 h)~!, red lines), and average Laplacian of MSLP (laplP, in hPa - (6 h)~!, blue lines) for all 247 high-impact
cyclones. (b) same as (a) but for diabatically driven tercile (solid lines) and baroclinically driven tercile (dashed lines) cyclones. (c,d) Same as

Figure 2b, but for diabatically driven and baroclinically driven cyclones, respectively. [Colour figure can be viewed at wileyonlinelibrary.com]
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(a) Cyclone track density (contours at 30, 45, 60, 75, 90%), for diabatically driven (Diab, orange contours) and

baroclinically driven (Baro, blue contours) cyclones. Sea-surface temperature extended wintertime climatology from 1979 to 2023
(shading, in K). Cyclone track target region (black box, 42 to 65°N and 10°W to 20°E). (b) Cyclone propagation speed and direction (absolute
speed in m - s~ and direction from —36 h to peak intensity) for diabatically driven (orange) and baroclinically driven (blue) cyclones. (c)

6

Cyclone propagation speed and direction (speed in m - s™! and direction) for diabatically driven (orange) and baroclinically driven (blue)

cyclones. [Colour figure can be viewed at wileyonlinelibrary.com]
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Diabatically driven cyclones Baroclinically driven cyclones

(a)

-36h

(b)

gradients. During the deepening phase, the equivalent
potential temperature contours are closer to each other in
the diabatically driven cyclone composites compared with
the baroclinically driven cyclone composites (Figure 6a-c).

FIGURE 5 Cyclone composites of
jet stream (shading in m - s71 at 300 hPa),
mean sea-level pressure (black contours,
every 5hPa), and divergence at 300 hPa
(green contours at 1, 2, 3x10° s71) for
diabatically driven (left column) and
baroclinically driven (right column)
cyclones at —36, —24, —12, and 0 h relative
to peak intensity with a 18° radius around
the cyclone centre. [Colour figure can be
viewed at wileyonlinelibrary.com]

FaN
S
Jet stream (m s71)

Baroclinically driven cyclones develop in regions with
a lower temperature gradient; despite our expectation
that they would form in areas with strong horizontal
temperature gradients, their development in areas with
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FIGURE 6 Cyclone composites for
specific humidity at 850 hPa (shading, in
g - kg™"), equivalent potential temperature
at 850 hPa (red contours, every 5K),
moisture flux convergence at 850 hPa
(blue contours at —1.5, —1,

—0.5x107* g-kg™! s71), and mean
sea-level pressure (black contours, every
5hPa) for diabatically driven (left column)
and baroclinically driven (right column)
cyclones at —36, —24, —12, and 0 h relative
to peak intensity with a 9° radius around
the cyclone centre. [Colour figure can be
viewed at wileyonlinelibrary.com]
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lower temperature gradients may explain their lower  diabatically driven cyclones develop in the Gulf Stream
deepening rates. Higher potential temperature gradients  region, characterised climatologically by a higher potential
would be expected for baroclinically driven cyclones  temperature gradient. Additionally, enhanced diabati-
with similar deepening rates. Also, a larger proportion of  cally induced heating in the diabatically driven cyclones
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may have steepened the isentropic surfaces and enhanced
baroclinicity. Furthermore, the warm core at peak inten-
sity time in Figure 6 suggests that diabatically driven
cyclones are primarily Shapiro-Keyser cyclones, in con-
trast to baroclinically driven cyclones, which appear to be
closer to the Norwegian cyclone structure. These differ-
ences emphasise the contrasting dynamics driving the evo-
lution of diabatically and baroclinically driven cyclones.

3.2.1 | Moisture availability

Moisture availability is an important precondition for
latent heat release and cyclone intensification (Chen
et al, 2024; Demirdjian et al, 2023). In our study,
diabatically driven cyclones evolve in a significantly more
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humid environment (Figure 6a—c). This is particularly evi-
dent during the deepening phase at —36 and —12 h, when
diabatically driven cyclones exhibit higher specific humid-
ity compared with baroclinically driven cyclones. In the
warm sector of diabatically driven cyclones, the average
specific humidity exceeds 5 g-kg™'. The differences in
specific humidity (not shown) between diabatically driven
and baroclinically driven cyclones are statistically signif-
icant at all time steps tested with bootstrapping. This
enhanced humidity is likely due to their development fur-
ther south, often over warmer sea-surface temperatures in
the Gulf Stream region. Additionally, diabatically driven
cyclones show stronger moisture flux convergence, espe-
cially in the early stages of intensification, compared with
baroclinically driven cyclones (Figure 6a—c). In summary,
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diabatically driven cyclones develop in a more humid envi-
ronment, which likely promotes stronger diabatic heating
and cyclone intensification.

3.3 | Warm conveyor belts

Next, we analyse the area of WCB masks and the physi-
cal conditions in the WCB inflow region. We argue that
the area of the WCB masks can be used as a first proxy
for WCB strength, as the area indirectly represents the vol-
ume of ascending air, that is, the larger the WCB mask, the
more widespread the ascent. The ML-model ELIAS detects
WCBs more frequently for diabatically driven cyclones
than for baroclinically driven cyclones (Figure 7a). The
ratio of diabatically driven cyclones associated with a WCB
inflow mask reaches up to 0.71 and that for WCB ascent
up to 0.80, while baroclinically driven cyclones show lower
ratios of 0.27 and 0.46, respectively (Figure 7a). This does
not imply that there are no WCBs; rather, it suggests
that the WCB is too weak to meet the criterion for WCB
detection. As expected, the WCB inflow area peaks ear-
lier (—36 to —18 h) compared with the WCB ascent area,
which peaks between —12 and —6 h. Moreover, diabatically
driven cyclones are associated with larger WCB inflow
and ascent areas compared with baroclinically driven
cyclones, particularly during the earlier stages of inten-
sification (Figure 7c-d). This indicates stronger vertical
upward mass flux for diabatically than for baroclinically
driven cyclones. The larger WCB inflow areas in diabat-
ically driven cyclones are accompanied by higher aver-
age specific humidity (Figure 7b) and equivalent potential
temperature (not shown) within the WCB inflow mask.
The median values range from 4.75-7 g - kg~! for specific
humidity and 300-317K for equivalent potential temper-
ature, both of which are higher in diabatically driven
cyclones compared with baroclinically driven ones. These
differences are most pronounced during the early devel-
opment phase, when WCB inflow occurrence is more fre-
quent. Notably, these results include only cyclones with
an associated WCB mask (see Section 2.4). These findings
align with the more moist environments in which diabat-
ically driven cyclones are found to develop (Section 3.2.1)
and enhanced moisture availability might be a reason
for more pronounced WCB activity. Higher WCB inflow
frequencies are highlighted further in Figure 8, where
WCB inflow frequencies are more pronounced at —36
and —24h (Figure 8a-b), WCB ascent from —24 to —12h
(Figure 8b-c), and the WCB outflow peak at —12 and O h
(Figure 8c-d). Additionally, the location of the WCB inflow
downstream of the cyclone centre in Figure 8a,b indi-
cates that the inflow originates from the environment into
which the cyclone is propagating. This is consistent with
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the feeder airstream concept, in which air ahead of the
cyclone flows into the ascending WCB (Dacre et al., 2019).
In summary, diabatically driven cyclones are more fre-
quently associated with WCBs and exhibit larger WCB
areas.

This leads us to the hypothesis that WCB masks serve
as an alternative and computationally cheaper proxy for
the contribution of diabatic heating to cyclone intensifica-
tion. To test this hypothesis, we divided all 247 high-impact
cyclones into WCB and non-WCB cyclones based on the
median WCB inflow area during the intensification phase.
The median ratio of the diabatic contribution to cyclone
deepening during the intensification phase is 29% for
cyclones with WCBs, compared with 18% for cyclones
without WCBs detected by the ML-model ELIAS. For the
entire sample, the median diabatic contribution was 25.3%
(Figure 2). These results demonstrate that WCB cyclones
exhibit a greater diabatic contribution to cyclone intensifi-
cation, while non-WCB cyclones have a significantly lower
average diabatic contribution.

34 | Impacts

In this study, we analyse a sample of 247 high-impact
cyclones with strong wind gusts over central Europe. The
Pearson correlation coefficient of —0.04 of high-impact
cyclones between MI ranks (Section 2.2) and the rela-
tive contribution of diabatic heating indicates no corre-
lation. This points to a roughly equal distribution of dia-
batically driven and baroclinically driven cyclones among
the top 300 cyclones selected based on their MI rank-
ings. Thus, the diabatically driven cyclones are not the
ones with the highest MI, but rather the high-impact
cyclones exhibit both diabatically driven and baroclini-
cally driven characteristics. We assess whether the impacts
of diabatically and baroclinically driven cyclones differ
in terms of precipitation and winds. Diabatically driven
cyclones exhibit more precipitation than baroclinically
driven cyclones (Figure 9a-d), at —12h over 1.2 mm - h™*
more (Figure 9c). The differences are largest north of the
cyclone centres, reflecting the differences in WCB ascent
frequencies discussed previously. Using bootstrapping, we
tested the significance of the spatial mean precipitation
differences between diabatically and baroclinically driven
cyclones of the total composite area. The 99% confidence
interval for mean differences lies entirely above zero. Thus,
precipitation amounts associated with diabatically com-
pared with baroclinically driven cyclones differ signifi-
cantly. Diabatically driven cyclones exhibit locally stronger
surface wind speeds and gusts (Figure 9e-1), particularly
between —12 and —0 h, with wind speeds that are up to
6 m - s~ higher (Figure 9g-h) and gusts up to 8 m-s~!
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FIGURE 8 Cyclone composites for
frequencies of WCB inflow (blue, starting
at 10% every 10%), WCB ascent (green,
starting at 10% every 10%), and WCB
outflow (red, starting at 20% every 10%)
for diabatically driven (left column) and
baroclinically driven (right column)
cyclones at —36, —24, —12, and 0 h relative
to peak intensity with a 9° radius around
the cyclone centre. [Colour figure can be
viewed at wileyonlinelibrary.com]

higher (Figure 9k-1) than those of baroclinically driven = —24h to O h the wind-speed differences between diabati-
cyclones. From —36 and 0h, the 99% confidence interval  cally and baroclinically driven cyclones, lies above zero.
for the spatially averaged wind gust differences, and from  The confidence interval for wind speed at —36 h is above
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FIGURE 9 Cyclone composites for differences between diabatically (Diab) and baroclinically (Baro) driven cyclones of surface wind
speed (shading, in m - s™1), surface wind gusts (shading, in m - s™1), precipitation (shading, in mm - h™"), and diabatically driven cyclone
mean sea-level pressure (black contours, every 5hPa) at —36, —24, —12, and 0 h relative to peak intensity with a 9° radius around the cyclone
centre. Absolute composites are shown in the Supporting Information section (Figures S1-S3). [Colour figure can be viewed at
wileyonlinelibrary.com|
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zero for the 95% confidence interval. Stronger winds are
expected primarily in specific regions, such as the cold
front and the warm and cold jets. Accordingly, the differ-
ences are largest in the cyclone’s warm sector, indicating
stronger moisture transport, which may provide additional
moisture for the WCBs. Since wind gusts constitute the pri-
mary variable used to define the MI Index, this appears
to be a contradiction. We argue that the MI Index is cal-
culated within a fixed region, while the composites follow
the cyclone centre and show more directly the winds asso-
ciated with the region around the cyclone centre. In con-
clusion, diabatically driven cyclones have a higher overall
impact, driven by significantly enhanced stronger surface
winds and wind gusts. High wind speeds, in particular,
show notable differences between diabatically and baro-
clinically driven cyclones. Also, they are characterised by
greater precipitation. This potentially leads to more severe
weather events.

4 | SUMMARY AND DISCUSSION

This study examines the characteristics of high-impact
cyclones affecting Europe, specifically those with a rel-
atively large diabatic influence versus those with a
small diabatic influence. It explores a sample of 247
cyclones, identified from ERA5 cyclone tracks spanning
the extended winter seasons between 1979 and 2023. The
selection of cyclones is based on peak intensity over cen-
tral Europe, using the MI to measure impact in terms
of wind extremes. The PTE approach is used to assess
the role of diabatic processes in cyclone intensification.
We group the high-impact cyclone sample into diabati-
cally driven cyclones (with a considerable contribution
of diabatic heating to cyclone deepening) and baroclin-
ically driven cyclones (cyclone deepening dominated by
horizontal temperature advection). Furthermore, we anal-
yse the frequency and extent of WCBs associated with
these cyclones using the ML-model ELIAS to identify WCB
masks. Regarding the main research questions raised in
the Introduction (Section 1), the main findings are as
follows.

1. The magnitude of the diabatic contribution to cyclone
intensification of the high-impact cyclones affecting
Europe is quantified with the PTE approach. The rel-
ative contribution can be substantial in certain cases
(over 70%), with a median contribution of 25%, a
lower tercile of 20%, and an upper tercile of 31%. Even
though the large majority of cyclones are dominated by
baroclinic processes (with over 50% contribution), our
results show that diabatic heating can indeed be very
important for cyclone intensification.

2. Diabatically driven cyclones exhibit a faster intensi-
fication than baroclinically driven cyclones, and the
overall intensity is similar. Diabatically driven cyclones
tend to cross the jet stream, whereas baroclinically
driven cyclones typically develop on its northern side.
Diabatically driven cyclones exhibit faster propagation
speeds and greater northward displacement and tend
to form further south, particularly in the Gulf Stream
region, where temperatures are generally warmer.
Moreover, they develop in an environment with ele-
vated lower-tropospheric specific humidity in the WCB
inflow region, which is hypothesised to enhance WCB
activity and to contribute to increased precipitation,
higher wind gusts, and faster deepening rates.

3. The characteristics of the WCBs are quantified with
ELIAS, revealing clear differences between diabatically
and baroclinically driven cyclones. Of diabatically
driven cyclones, 80% are associated with WCB ascent
masks, while only 46% of baroclinically driven cyclones
are associated with WCB ascent masks. Diabatically
driven cyclones have larger WCB inflow and ascent
areas. Moreover, cyclones with more WCB activity
have a higher ratio of diabatic heating contributions
to intensification. These results suggest that WCB
masks are a good and computationally cheaper indica-
tor for the contribution of diabatic heating to cyclone
intensification.

Generally, the magnitude of the PTE terms calculated
for our cyclone sample agrees well with numbers found
in Fink et al. (2012) and Pirret et al. (2017). Our results
are in agreement with Pirret et al. (2017), who found a
dominance of baroclinic processes in most storms, with up
to 60% contribution of diabatic processes in some cases, in
agreement with our results. Also, Pirret et al. (2017) found
no correlation between storm intensity and PTE contribu-
tions, consistent with our results. However, unlike their
case-based analyses, our study provides the first system-
atic assessment of diabatic and baroclinic contributions to
cyclone deepening in combination with a WCB analysis. A
limitation of our study is that the PTE assumes a constant
background state, which means that only the eddy effects
are considered, while the influence of the background
climatology is not accounted for. Still, we argue that the
PTE is suitable for quantifying the different processes con-
tributing to cyclone intensification. We find no correlation
between the ratio of diabatic contributions to cyclone
intensification and the MI within our cyclone sample. It
is important to note that our analysis focused exclusively
on high-impact cyclones over Europe. The results might
differ if we compare the MI across all wintertime cyclones.
For example, Stankovic et al. (2024) found a higher ratio of
the diabatic contribution to the pressure drop in extreme
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windstorms compared with moderate ones in the central
North Atlantic. Nevertheless, impacts measured in terms
of surface wind speed, surface wind gusts, and espe-
cially precipitation are larger for our diabatically driven
cyclones compared with the baroclinically driven ones.
Our hypothesis that cyclones with severe impacts over
central Europe exhibit significant contributions from dia-
batic processes can thus be partly confirmed. We therefore
conclude that diabatic heating plays a critical role in rapid
cyclone intensification.

Our work systematically contrasts many aspects of the
structural differences and drivers of cyclones with a large
versus small diabatic heating influence across a large set
of cyclones. Consistent with results in Pirret et al. (2017),
a statistically significant relationship between the diabatic
contribution to cyclone intensification and the time the
storm spends on the equatorward side of the jet is found in
our results. Further northward displacement of cyclones
is attributed to latent heating, as noted by Tamarin and
Kaspi (2016). In agreement, a greater northward dis-
placement for moist compared with dry idealised cyclone
experiments was observed in Coronel et al. (2015). The
differences in lower-tropospheric winds, MSLP, and jet
stream composites between diabatically driven and baro-
clinically driven cyclones resemble those found between
cyclones with and without sting-jet precursors (Gray
et al., 2024). A further similarity is that the diabatically
driven cyclones with stronger near-surface winds exhibit
faster propagation. This consistency is not unexpected,
given that the diagnostic they used to identify precursors
selects cyclones with strong convective-type atmospheric
instabilities, which are more typical of cyclones with large
diabatically driven processes. Additionally, our findings
suggest that diabatically driven cyclones align more closely
with the Shapiro-Keyser cyclone model rather than the
Norwegian cyclone model. Consistent with findings by
Papritz and Schemm (2013) and Riviére et al. (2015),
cyclones that cross the jet are more likely to undergo
frontal fracture, which is also indicated in our study.

Previous work has shown that cyclone intensity cor-
relates with WCB strength, as PV production through
diabatic heating in WCBs contributes significantly to
the intensification of rapidly deepening cyclones (Binder
et al., 2016), and sensitivity experiments showed that
enhanced latent heat release in the WCB leads to more
intense cyclones (Booth et al., 2012). This is also reflected
in our findings, where cyclones exhibiting a stronger dia-
batic heating contribution to intensification consistently
show increased WCB activity, highlighting the WCB’s abil-
ity to indicate diabatic processes. A limitation of our anal-
ysis is that we cannot compare WCB strength directly,
which would have been possible by examining WCB

Royal Meteorological Society

trajectories. While some sensitivity to WCB strength may
already be reflected in the comparison between WCB and
non-WCB cyclones, a more explicit representation could
be achieved by training the ML-model ELIAS not only on
WCB inflow, ascent, and outflow masks but also on WCB
strength, for example, by using a trajectory-based metric
during training. This would allow the model to learn from
more detailed information, while retaining the advantage
of avoiding computationally expensive trajectory calcula-
tions when applied to new data. Moist processes and dia-
batic heating are important for the storm-track evolution
(e.g., Marcheggiani & Spengler, 2023). We find that mois-
ture availability is closely linked to enhanced WCB activity
and a stronger diabatic contribution to cyclone intensifica-
tion. This is in line with Pfahl et al. (2014) and Schifler and
Harnisch (2015), who highlighted the importance of mois-
ture availability for diabatic heating in the ascending WCB
airstream and for precipitation. Our results align with pre-
vious findings showing that increased moisture enhances
cyclone intensification rates, extreme surface winds, and
precipitation (Booth et al., 2013).

Our work builds the foundation for future work
addressing the question of how diabatic heating will affect
cyclone characteristics in a changing climate. For example,
the diagnostics described in this study enhance our under-
standing of the role of diabatic processes in cyclone inten-
sification. Specifically, an analysis of the structural dif-
ferences between diabatically driven and baroclinically
driven cyclones can help to identify how cyclone inten-
sification processes interact with each other and address
uncertainties regarding the extent to which increased
latent heating will feed back to amplify cyclone intensity
(Catto et al., 2019). Though the number of cyclones may
decrease slightly in a warmer climate (Little et al., 2023;
Priestley & Catto, 2020; Ulbrich et al., 2009), their inten-
sity distribution is expected to broaden, resulting in both
stronger and weaker storms (Sinclair et al., 2020). Dia-
batic processes are projected to play an increasingly sig-
nificant role in cyclone intensification (Chen et al., 2024;
Fink et al., 2012). This is also true for impacts, especially
in the context of their compound characteristics, namely
wet and windy extremes (Chen et al., 2024; Zscheischler
et al., 2018). However, uncertainties remain regarding the
extent to which increased latent heating will feed back
to amplify cyclone intensity (Catto et al., 2019). Addition-
ally, it is unclear how this will interact with surface and
upper-tropospheric warming and how these factors will
influence cyclone frequency and intensity in the future.
This work may also be used to validate climate models
and investigate how diabatically and baroclinically driven
cyclones are characterised in those models, and thus also
to quantify associated risks.
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