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A B S T R A C T

Uncertainties in disassembly lead to low efficiency and high disassembly costs, prohibiting remanufacturing
for economic reasons. While agile hybrid disassembly systems (AHDS) could provide a capable platform, they
require a sophisticated production planning and control (PPC). This work presents a dynamic production
planning and control approach for disassembly (D-PPC) for AHDS, consisting of a reactive control with CON-
WIP order release and an automated logically adapting Multi-Priority Rule order allocation. Results show
that the approach can handle disruptions due to process failure and leads to improved throughput and lower
costs, especially reducing delay costs.
© 2025 The Author(s). Published by Elsevier Ltd on behalf of CIRP. This is an open access article under the CC

BY-NC license (http://creativecommons.org/licenses/by-nc/4.0/)
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1. Introduction

Sustainability is becoming an increasingly pressing challenge for our
society. The circular economy can be a promising option to allow our
society to both meet its material needs and the environment impact
reduction targets [1]. Demanufacturing and remanufacturing are funda-
mental technical solutions to the circular economy [2]. Both, demanu-
facturing and remanufacturing, need disassembly processes. The low
efficiency of current disassembly systems is responsible for the low per-
formance of remanufacturing systems [3,4]. Complexities and uncer-
tainties arise due to the used products being of high variability in
variants and conditions, with small lot sizes and volatile quantities [5].
A high flexibility of the production system itself and the planning and
control is necessary [4], as focused in the Collaborative Research Center
on circular factories (CRC 1574) as acknowledged in the funding and
support. To master the inherent uncertainties flexible disassembly sys-
tems are required [6,7,8,9,10]. Accordingly, an agile hybrid disassembly
system (AHDS) is investigated in this paper. The AHDS consists of man-
ual disassembly stations (MS), flexible robotic stations (FRS) and auto-
mated stations (AS), which are characterized by a limited range of
application and deterministic process execution, but therefore have a
high productivity. It is characterized by adaptability, flexibility, reconfi-
gurability and responsiveness using a matrix structure with loosely
linked modular stations and automated guided vehicles [9]. The AHDS
needs a dynamic approach for production planning and control (PPC).
This approach combines short-term capacity adaptations, e.g. reconfigu-
ration in between shifts, and dynamic order release and order allocation
to handle the dynamics and uncertainty in product quantity, variance
and conditions as well as within the disassembly processes [11]. This
dynamic production planning and control approach proposes short-
term reconfigurations of the AHDS in order to adapt to fluctuating order
loads and varying needed disassembly processes. Based on the current
system configuration, the products to be disassembled etc. a dynamic
order release and allocation mechanism is performed. The approach
aims for a robust performance under uncertainty and the resulting dis-
ruptions which can occur due to process failures. It is based on the
work from Wurster [11].
2. State of the art

There is a great and rising interest on disassembly planning and
control in academia, with many relevant articles. However, none of
the existing works fulfill the requirements for controlling AHDS. Mul-
tiple works were identified that address reactive disassembly plan-
ning and control. Works from Zussman, as in Zussman & Zhou [12],
investigate adaptive planning of disassembly processes, such as pro-
cess modelling and product modelling, using Petri nets to model the
product structure and its associated disassembly processes. Tang et
al. [13] model a flexible disassembly system and design a disassembly
planning and control approach to optimize for system throughput.
Guide et al. [14] investigate priority rules in scheduling a remanufac-
turing system. Control approaches for hybrid disassembly systems
are presented in Kim et al. [15] and Kim et al. [16]. Duta et al. [17]
present an approach for order allocation of disassembly operations.
Hrdina and Z€ulch [4] present an adaptive and dynamic reactive disas-
sembly control approach that can handle disruptions and highlight
necessary flexibility aspects of matrix structured production systems.
Paschko et al. [18] propose an order release control approach for
remanufacturing while considering high uncertainties. On the topic
of capacity planning and the reconfiguration of production systems
in remanufacturing, Eguia et al. [19] present the vital term reconfig-
urable disassembly system and propose a methodology for designing,
scheduling and sequencing in such a system. Andersen et al. [3]
explore the challenges and enablers in designing and operating
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remanufacturing systems, presenting their reconfigurable system
approach which builds on modularity and automatability. Flexibil-
ities which constitute challenges include small lot sizes of one, devia-
tions in product condition (represented as quality classes), high
product variant variability, fluctuating product volume, individual
routing, diverging product structure and risk of failure at the stations
(stochastically modeled disturbances). None of the existing
approaches sufficiently fulfills all of the necessary flexibility require-
ments of AHDS. This work highlights an adaptive production system
control, which aims for a robust and performant AHDS.

3. Dynamic PPC approach

The dynamic PPC approach for disassembly (D-PPC) consists of two
separated aspects: system reconfiguration and dynamic-reactive sched-
uling (order release and order allocation). The system configuration is
based on a Mixed Integer Linear Programming (MILP) for capacity plan-
ning [11]. The system is reconfigured by adding, removing or substituting
stations in order to adapt to fluctuating order loads in short-term periods
(e.g. in between shifts) [20]. This paper will focus on the order release
and order allocation part of the D-PPC but will also show its effect when
combined with the system reconfiguration. The order release procedure
aims to limit and optimize the work-in-progress inventory. The order
allocation procedure is reactive in nature and employs priority rules for
decision making, using a multi-priority rule procedure and an automated
logical adaption of the rule weighting parameterization. The maximiza-
tion of the system throughput is considered as the main optimization
objective. Lead time is also examined in the experiments. The modeling
and implementation of this approach build uponWurster et al. [21]. Each
disassembly order o is an instance of exactly one product variant v of
quality class q. Main orders omain 2 Omain generate corresponding sub
orders osub, due to the disassembly operations and the resulting diverging
material flow. The complete disassembly process after inspection is con-
sidered. It is assumed that product structures and their associated possi-
ble disassembly sequences are supposed to be known. Product structure
and quality condition, which influence the required steps and the feasi-
bility and likelihood of success in executing the individual disassembly
tasks are considered. Potential fails in disassembly tasks are considered.
Backup operations on manual stations, including the required rerouting
are regarded. Feasibility and likelihood of success of disassembly tasks
therefore depend on the station type st 2 fMS; FRS; ASg, their resources
Rs, product variant v and quality class q. Employing the capability-ori-
ented reference model [22], stations have disassembly capabilities. Each
station s is of a station type st, installs resources Rs with capability-space
Cr
OP of resource r with the corresponding operation duration top and suc-

cess-probabilities psucces; op of disassembly operation op. Operation dura-
tions vary depending on the station type, disassembly task and quality
class, and are beta distributed. Each station has an input buffer ipb and
output buffer opb with capacities nmax

ipb; s and nmax
opb; s. The position of a sta-

tion l in the production system layout is fixed for each period. The sys-
tem-layout L defines these positions l including the positions of the
source, stations (posx) and sinks by L ¼ fsrc; pos1;pos2;
. . .; snk1; snk2; . . .g. The transportationmatrix is given by DL�L 2R

jLjxjLj
�0 .

3.1. Order release

In the order release, orders of the order inventory Omain are moved
to the work-in-progress order inventory Owip with jOwipj ¼ nwip. The
focus is to restrict the work in progress backlog nwip according to the
CONWIP control principle. Orders are released until the maximal allowed
work-in-progress inventory nmax

wip is reached: nwip <nmax
wip . For non-static

reconfigurable systemswith varying order loads, fixing nmax
wip to a constant

value is not advisable to prevent underload and overload, therefore in
this work we aim for a dynamic capacity-oriented approach by coupling
nmax
wip to the buffer capacities as the central parameter. We differentiate

between two approaches. In the order-centric control approach OIP
(orders in progress) the work-in-progress inventory is coupled to the
number of main orders in the system nwip ¼ nOIP (number of main orders
in progress). The alternative approach, based on the consideration of
diverging material flow, that is the resulting sub orders osub, is a
component-centric control approach CIP (components in progress)
where nwip ¼ nCIP (number of components in progress).

The upper bound nmax
xip (xip standing for x in progress) of CONWIP

is given according to the CONWIP coefficient ccw , the scaling constant
cscal and the input buffer capacity nmax

ipb;s of each station s within the
existing stations Sk:

nmax
xip ¼ ccw � cscal �

X
s2 Sk

nmax
ipb;s ð1Þ

Scaling constant cscal serves for rough tuning of OIP and CIP,
whereas conwip coefficient ccw is used for fine-tuning. An additional
criteria is that the amount of work in progress inventory (xip), must
be lower than the upper bound nxip <nmax

xip . When all release criteria
are met, matching main orders are released into the system.

3.2. Order allocation

After orders are released, the orders must be recurrently allocated/
dispatched to a station according to their disassembly operations. Heu-
ristics such as priority rules are a suitable approach that is reactive and
commonly used in scheduling production systems, due to their high
efficiency, robustness, decision-making quality and explainability [23].
However, the solitary application of individual priority rules for order
allocation may lead to short-sighted and greedy behavior. Therefore, a
Multi-Priority Rule Procedure (MPRP), including an automated logical
adaption is presented which is based on Wurster et al. [20], that com-
bines multiple rules, enabling a robust and efficient system perfor-
mance. The number and type of rules can be flexibly tailored to the
specific intricacies of the individual use case. In this work, we focus on
the following, most widely used rules: Lowest Buffer Utilization (LBU)
promotes an even distribution of operations across the stations of the
system based on the buffer capacity, Shortest Processing Time (SPT)
prioritizes operations with short execution durations, Highest Success
Probability (HSP) prioritizes effective operations with a high probabil-
ity of success, Lowest Transport Effort (LTE) focuses on avoiding trans-
port operations and Lowest Station Cost (LSC) prioritizes operations at
stations with low costs. The individual decision values vpðopÞ of each
priority rule p for an operation op are combined through a convex sum
through a weighted rule combination:

v opð Þ ¼
X
p2P

vp opð Þ �wp ð2Þ

with priority rules p2P ¼ ½LBU; SPT ; . . .�, vpðopÞ being the value of
the priority rule and wp being the weighting of the priority rule, withP

p2P wk ¼ 1 and Oppot being the action-space. According to Formula
3 the best operation cop is:

cop ¼ argmax
op2Oppot

v opð Þ ð3Þ

Further we will elaborate on the logical adaption of the order alloca-
tion. The MPRP consists of two essential components: a set of priority
rules p2P and their corresponding weightings wp of weighting vector
W ¼ ½wp1 ;wp2 ; . . .wpn �. The impact of a priority rule is inherently tied to
its corresponding weighting factor. Adjusting the weights allows a
dynamic adaption to changing conditions, such as changes in the produc-
tion program, production system configuration and system loads. The
logical adaptation allows for an automated adjustment of the weights.
This ensures the generalization of the order allocation procedure by find-
ing and adapting to the optimal rule weightings W . Finding the optimal
rule weightingsW is only possible through simulation-based techniques.
Considering a multi-dimensional search space and its search/computa-
tion time, combining the simulation-based approach withmetaheuristics
is a suitable method for the approximation and subsequent adaption of
the optimal weights. This approach uses Particle Swarm Optimization
(PSO) as themetaheuristic method for themaximization problem.

4. Results

The use case is built on remanufacturing of small electric motors
in an AHDS [9] and implemented in a discrete-event simulation



Table 1
Configuration for the experiments

Attribute MS FRS AS

Number of stations 12 12 6
Backup-station type st � MS �
Stochasticity of the operation duration beta distributed beta distributed deterministic
Capacity of input buffer nmax

ipb;s [Amount] 20 20 20
Resource costs cr;operation [MU/min] 1 0.15 (variable) 0.1
Resource integration costs cr;þ [MU/s] 50 (300) 100 (1500) 200 (1500)
Resource removal costs cr;� [MU/s] 25 (100) 50 (500) 100 (500)
Success probability psuccess [%] 100 � 100 100
operation duration top [min] 0.2�4 0.5�4 0.7�0.9

Fig. 2. Ranking of effectiveness of single-criterion priority rules in order allocation.
Considered where various cases with varying product (mixes) and a variation in num-
ber of each station type, based on [11]. RAND providing a benchmark.
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which serves as interaction environment for the D-PPC. Six product
types were defined, which specifically vary in quality classes, product
structure and disassembly sequence. All product types consist of four
to six components, that are disassembled in five to eleven disassem-
bly steps. Product types with a strict disassembly sequence and prod-
uct types with a complex and diverging disassembly sequence are
considered. For most of the regarded products many different disas-
sembly sequences are possible. Table 1 presents resource configura-
tion parameters. In the experiments a base case is considered where
all six different products are disassembled. A medium-sized disas-
sembly system is considered. It consists of 12 manual stations MS, 12
flexible robotic stations FRS, and 6 automated stations AS.

4.1. Order release

In the experiment on order release, a comparison of the two CON-
WIP-order release approaches, CIP (components in progress) and OIP
(orders in progress), was conducted in terms of average throughput
and average lead time, with the CONWIP limit varied through the
CONWIP coefficient ccw (Fig. 1).
Fig. 1. Performance comparison of CONWIP order release approaches CIP and OIP and
showing the impact of varying the CONWIP limit through CONWIP coefficient ccw [11].

Fig. 3. Performance of order allocation using the Multi-Priority Rule Procedure showing
the impact of varying weightingswp . Both triangles show the combination of 3 priority-
rules. LBU-HSP-SPT-rule combination (left) and LBU-LSC-LTE-rule combination (right).

Fig. 4. The optimal MPRP performance of order allocation indicates a shifting of the
optimal weightings wp , when increasing the number of manual stations in two exem-
plary rule-combinations [11].
According to the dilemma of process planning, a typical character-
istic curve for production systems can be observed for both metrics.
For low ccw , the potential system performance is not reachable due to
the low work-in-progress inventory, resulting in underutilization.
Continuously increasing ccw leads to a continual increase in perfor-
mance. At a certain point, the maximum system performance is
reached, representing the optimal point between under and over-
load, which is around ccw � 0:5. When comparing CIP and OIP, CIP
consistently performs better than OIP due to better throughput and
comparable lead time. This can be explained by the material flow
divergence, with CIP allowing for a more stable operation.

4.2. Order allocation

In the order allocation experiments, multiple evaluations were
conducted to validate the order allocation approach.

A preliminary experiment was performed to compare the perfor-
mance of single-criterion priority rules for order allocation. A random
(RAND) priority rule is additionally used for benchmarking, which allo-
cates operations at random. The results indicate that LBU significantly
outranks the other priority rules in terms of throughput and lead time.
Consequently, for further experiments, we focus on LBU for the multi-
criteria priority rules in terms of usage and weighting, and it will also
act as a benchmark. The detailed results can be seen in Fig. 2.

In the experiment for the proposed MPRP approach two combina-
tions of 3-priority rules were considered: the LBU-HSP-SPT combina-
tion and the LBU-LSC-LTE combination. This experiment highlights
differing performance in the same use case when using different pri-
ority rules. The impact of different weightings on the mean through-
put is shown and visualized in the form of a ternary graph, as seen in
Fig. 3. The results indicate significant potential in performance opti-
mization through rule selection and changing the weights. For the
LBU-HSP-SPT combination, the mean throughput ranged from a max-
imum of 2941.48 average finished main orders to a minimum of
1528.48. Similarly, for the LBU-LSC-LTE combination, the mean
throughput ranged from a maximum of 2799.92 average finished
main orders to a minimum of 1418.92. A high weighting of LBU con-
sistently brought the best performances for both multi-rule combina-
tions, demonstrating its effectiveness in optimizing throughput.
In the following we want to highlight the sensitivity of throughput to
changes in the number of stations, with a successive increase in the num-
ber of manual stations. The results indicate a significant shift in the opti-
mal weighting of the rule combination due to these changes (Fig. 4). For
example, for the LBU-HSP-LSC multi-criteria rule combination it can be
observed that using only 2 manual stations (green star) has a lower HSP
weighting (0.05) for the optimal performance than for 9 manual stations
(0.45 at the green bordered diamond). This shift suggests that an adapta-
tion of the weights is necessary to guarantee optimal performance. The
results further support Wurster et al. [20] and show the importance of
dynamically adjusting the weightings of priority rules in response to
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variations in the number of stations to maintain high throughput and
overall system efficiency.
4.3. Analysis of the dynamic approach

In the final experiment of the dynamic D-PPC approach, the per-
formance in terms of costs is compared between various settings in
the D-PPC. This includes CONWIP and its parameterization ccw , prior-
ity rules and their weighting W , as well as the automized logical
adaption through Particle Swarm Optimization (see Table 2). Various
use cases were considered in a multi-period experiment. In between
the individual periods, system reconfigurations were employed
according to the MILP-based capacity planning aspect of the dynamic
D-PPC. This step is completely independent of the order release and
order allocation procedure. However, changes in the system configu-
ration might influence the effectiveness of the current order release
and order allocation procedure. Only with logical adaption the con-
trol parameters will automatically be updated. A planning horizon in
capacity planning of 10 periods was regarded. Initially, an experi-
ment was conducted with immediate order release and random
order allocation (ior) as a baseline. Subsequently, CONWIP order
release was integrated with different allocation methods: random
order allocation (rnd), a single criterion priority rule approach based
on LBU (lbu), integrating the MPRP approach with a robust static
parameterization (rp), and the fully integrated approach with a logi-
cal adaptation of the weights using PSO (pso).
Table 2
Specifications of the considered D-PPC configurations

D-PPC Abbreviation D-PPC Field of action

Order release Order allocation Logical adaption

ior Immediate order release Random �
rnd CONWIP ccw ¼ 0:5 Random �
lbu CONWIP ccw ¼ 0:5 wLBU ¼ 1 �
rp CONWIP ccw ¼ 0:5 wLBU ¼ 0:55

wHSP ¼ 0:35
wSPT ¼ 0:1

�

pso CONWIP ccw ¼ 0:5 dynamic PSO
Fig. 5 shows the results of the fully integrated D-PPC approach (pso)
compared with other D-PPC configurations. The ior configuration exhib-
its the worst performance, while the pso configuration demonstrates
the best performance. Successive integration of components and opti-
mized parameterization leads to better performance. The biggest dis-
crepancy among the configurations is observed in delay costs. The
control approach lowers operation costs, when comparing random
order allocation (ior and rnd) to single criterion PR (lbu) and MPRP (rp
and pso). Between single-criterion PR (lbu) and MPRP (rp and pso), the
differentiation in performance is only significant in terms of lowered
Fig. 5. Comparison of the resulting costs for the D-PPC configurations specified in
Table 2, based on [11].
delay costs. The results highlight that the lack of a structured order
release and order allocation leads to a performance deficit and signifi-
cantly higher delay costs. The dynamic logical adaptation of MPRP
allows for optimization in a multi-period evaluation.

5. Conclusion

This work presents a dynamic D-PPC approach for hybrid disassem-
bly systems in remanufacturing, highlighting its order release and order
allocation. The reactive control consists of CONWIP order release com-
bined with a Multi-Priority Rule order allocation, incorporating auto-
mated logical adaptation of weightings. Its advantages are: reactive
nature, which is required in a remanufacturing environment with many
uncertainties; explainability due to the easy-to-understand priority
rules, real-time capable order allocation and automatic adjustment of
the control parameters (weighing W). Experiments validate the effec-
tiveness of the approach. It can be clearly stated that a CONWIP order
release based on the number of components is more effective than based
on the number of products in terms of average throughput and lead
time. Within the order allocation, different priority rules lead to signifi-
cant differences in throughput and lead time. LBU seems to perform
good overall, however, a combination of priority rules is to be preferred.
If the system configuration changes due to different order loads and
other factors, the weighing of the priority rules is to be adapted. Conse-
quently, the order allocation should not be a fixed ruleset. Especially in
the very volatile field of remanufacturing a dynamic PPC is required. The
economic results indicate that especially the delay costs can be reduced
by the dynamic D-PPC. Operation and reconfiguration costs aren’t
affected significantly. Main improvements can be made with the compo-
nent based CONWIP order release and the implementation of LBU as a
single priority rule already. Consequently, this constitutes the mini-
mal requirement of a PPC for an adaptive disassembly system. The
implementation of the fully dynamic D-PPC including logical adap-
tion would further improve the total costs by almost 10 % in the
use case and is thus recommended. Especially in very volatile set-
tings, the advantages of the logical adaption will gain importance
as can be well observed for varying system configurations (Fig. 4).
Overall, this promising approach showed that the ideal PPC
depends on the system configuration and therefore should be
adapted as the system configuration changes. Also, the ideal sys-
tem configuration likely depends on the employed control. There-
fore, the mutual influence must be taken into consideration both
in configuration and control of the AHDS, especially when the sys-
tem is reconfigured constantly. Further work in the CRC 1574 will
focus on an even stronger consideration of the control in the con-
figuration and vice versa, aiming for feedback and a strong inte-
gration of planning and configuration. An integrated procedure
could further reduce output losses and costs.
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