Explaining Themselves and Making Friends: Towards
Formalising the Sociability of Autonomous Agents

Maike Schwammberger!, Akhila Bairy!, and Barbara Bruno!

Karlsruhe Institute of Technology, Karlsruhe 76131, Germany
{schwammberger,akhila.bairy,barbara.bruno}@kit.edu

Abstract. While autonomous systems are integrated into more and more
close-to-human application domains, we investigate sociability as a nec-
essary extra-functional system property to ensure their integrability into
diverse societies. To enable formalisation and formal validation of so-
ciability of autonomous systems, we derive requirements for social rules
from interdisciplinary sources. We further discuss explainability as a tool
for understanding social actions of autonomous systems.

1 Motivation

Automated and embodied software-intensive systems are playing a more and
more central role in our everyday lives. From autonomous vacuum cleaners to
intelligent factory robots and automated cars: Ensuring the safety and reliability
of these systems is and must continue to be a central research focus. For humans
to accept autonomous systems among them in increasing numbers of application
domains, an extra-functional system property comes to the fore: sociability. Our
meaning of the term sociability encompasses an agent’s capability of appropriate
social behaviour and traits like approachability, responsiveness, and adaptability
in social contexts.

Our talk focuses on autonomous agents, a terminology comprising the soft-
ware entity steering an automated system. We identify the need to formalise and
validate the sociability of autonomous agents to ultimately ensure their integra-
bility into dynamic, close-to-human, real-life application contexts. We postulate
that formalised social rules must be embedded into existing rule books for au-
tonomous agents. Through machine-readable social rules, an autonomous agent
is enabled to reason about context-dependent social behaviour autonomously.
Further on, formalised rule sets pave the way towards formal guarantees and
proofs of social agent behaviour.

2 Key Challenges and Connection to the FMIAI Track

A key challenge for reasoning about sociability lies in its inherently non-formal
and vague nature: What is perceived as acceptable social behaviour depends on
a variety of societal and cultural structures and contexts. While formal methods
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provide the tools to validate sociability and are necessary to even begin with inte-
grating reasoning about sociability into autonomous agents, formalising human
behaviour and social norms is an unsolved problem. To tackle this challenge,
we suggest that logic- and rule-based research directions (“symbolic Artificial
Intelligence (AI)”) must join forces with human-robot interaction (HRI) and
empirical, learning-enabled and probabilistic systems’ research (“sub-symbolic
AT”). As HRI investigates the interaction of embodied autonomous systems with
humans, learning from HRI research findings is an ideal starting point for our
endeavour to formalise sociability. Furthermore, approaches on learning of social
behaviour from humans will provide more insights into characteristics of social
rules [Lel§|. Besides learning sociability from humans, it will be interesting to in-
vestigate learning of different societal contexts for formalising context-dependent
social rules.

3  Our Contribution

While formalising social norms for autonomous agents is an underexplored re-
search area in formal methods research, social behaviour is a key research focus
in learning-enabled HRI research [BB24; [BBV24]. We first review and analyse
notions of sociability that are suggested in HRI research [Da07; |[PA10]. From
this structured analysis, we derive requirements for social rules for autonomous
agents and investigate suitable formalisation means. For this, we build upon our
previous work on formalising traffic rules for autonomous traffic agents [RS23;
Scl8 |Sc25]. To enable agents to understand human actions and reactions, we
are taking approaches on formalising human behaviour through cognitive mod-
els and attention models into account [FBH23; Wil5|. Finally, we acknowledge
that communication plays a crucial role in sociability [B119]. We thus investigate
self-explainability as a crucial enabler of sociability. Through an explanation,
a human can understand the social intention of an autonomous agent, even in
opaque and dynamically shifting application contexts |Ba22; BF23; [Sced].

Our ultimate goal is to build an interdisciplinary roadmap that will allow
us to address the sketched challenges and ultimately aims to contribute to the
design of safer, more reliable and more acceptable autonomous systems.
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