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Introduction

The neutrino is an elementary particle that is described in the Standard Model of particle
physics (SM). There, it is considered massless. However, the observation of neutrino
oscillations prove that neutrinos have a mass [1]. Neutrinos exist in three flavor states
(electron muon, tau) and their masses are at least six orders of magnitude smaller than
the mass of the second-lightest particle, the electron [2]. Because the mass is so small,
no experiment at the time of writing this thesis was able to measure it yet. Different
approaches exist to determine the neutrino mass.

The Karlsruhe Tritium Neutrino (KATRIN) experiment provides the most stringent
upper limit on the neutrino mass of 0.45 eV (90 % C.L.) from direct measurements [3].
This limit is determined from the shape of the endpoint region of the 3-electron
spectrum measured from tritium 3-decay. Tritium, *H, is a radioactive isotope of
hydrogen with a lifetime of 12.3 years. In this work, it is denoted as T instead of *H.
In KATRIN, molecular tritium T, is circulated in a windowless gaseous tritium source
(WGTS).

The main measurement phase of KATRIN ended recently after 1000 days of neutrino
mass measurements [4]. From 2026 on, the so-called TRISTAN phase will explore the
full 3-spectrum to search for sterile neutrinos and new physics at the keV scale [5, 6].
Meanwhile, efforts are made to improve the sensitivity of KATRIN for a neutrino mass
experiment after TRISTAN.

Building an experiment based on (3-decay of tritium beyond KATRIN, aiming for a
sensitivity that resolves the inverted mass ordering, necessitates new technologies.
Developments on improving the detector technology are currently ongoing, and once
significant improvements are made here, the molecular tritium source will become a
limiting factor. The (3-spectrum of molecular tritium is highly complex due to electronic
and ro-vibrational excitations of the daughter molecule, compared to that of atomic
tritium. Even with the precise theoretical knowledge of the final states available [7,
8], the broadening due to the molecular final states will limit achievable statistics.
Therefore, the switch to atomic tritium is necessary for a future tritium-based neutrino
mass experiment.

The development of an atomic tritium source for neutrino mass measurements is highly
complex, as it involves the dissociation of T, cooling the atoms to a few mK, and
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trapping them [9]. A joint effort is made by the Karlsruhe Mainz Atomic Tritium
Experiment (KAMATE) to identify suitable dissociators, characterize them, and develop
cooling mechanisms. The first milestone is to characterize three commercially available
atomic sources with nonradioactive hydrogen isotopes. One of the sources is a plasma-
based RF discharge source that produces an inductively coupled plasma (ICP). The task
of this work was to commission and characterize this source with protium.

For the commissioning, the plasma source is operated in a dedicated vacuum setup
that was assembled during this work. The plasma is ignited in a cavity consisting of
pyrolytic boron nitride (PBN). In literature [10], boron contamination on SiGe samples
was observed with a similar plasma source with a PBN cavity. Thus, boron or boron
nitride contamination in the main vacuum system had to be investigated.

The cavity contains an orifice that emits a particle beam as a result of the pressure
difference between the plasma cavity and the main vacuum. The characterization of
the plasma source is demonstrated in a twofold way:

Characterization of the beam emitted from the plasma source  Graphene is utilized as
a beam sensor, and a novel method is developed to determine the beam profile. The
exposure of graphene samples to the plasma source produces vacancies and sp>-defects.
The latter corresponds to the well-known atomic/ionic adsorption of hydrogen on
graphene [11], allowing it to be used as an atomic hydrogen sensor. By performing
two-dimensional scans of the graphene samples, the profile of the defect density can be
mapped to the particle profile of the beam.

For advanced monitoring of the processes occurring on graphene, the combination of
an in-situ and an ex-situ diagnostic tool is applied.

1. As an ex-situ tool, Raman spectroscopy has been demonstrated to be a powerful
tool for the analysis of graphene [12]. The defect density can be determined as
well as the distinction between vacancy-type and sp’-type defects [13, 14, 15].
A confocal Raman microscope (CRM) was constructed at TLK [16] with which
tritiated graphene samples have been measured [17]. The CRM was used for
measurements of graphene samples in this work.

2. Asan in-situ tool, the measurement of the sheet resistance is widely used [18]. One
extension of the sheet resistance measurement that allows the distinction between
vacancy-type and sp>-type defects is thermal annealing [19]. The increase in sheet
resistance due to hydrogenation is reversible when heating the graphene sample
to 300 °C. Therefore, establishing an experimental setup that performs in-situ
sheet resistance measurements and provides reproducible values after thermal



Introduction

annealing of up to 300 °C is an important step towards the development of a novel
atomic sensor.

Characterization of the plasma with optical emission spectroscopy Optical emission
spectroscopy (OES) is a powerful noninvasive diagnostic tool that is widely used in
plasma source development in nuclear fusion research [20]. Low temperature plasmas
emit light in a visible wavelength range. The measured spectra can be compared to cal-
culations from collisional radiative (CR) models describing complex plasma chemistry.
The comparison allows the determination of plasma parameters like electron temper-
ature, electron density, atomic density and molecular density. An absolute intensity
calibration of the optical system for OES is required in order to perform such advanced
analyses [20].

This thesis is structured as follows:

First, an introduction to neutrinos and the neutrino mass is given in Chapter 1. In
particular, the KATRIN experiment and its limitations on the sensitivity are discussed.
In this scope, the transition from molecular tritium to atomic tritium for future neutrino
mass experiments is motivated, and the current status of the development of an atomic
tritium source is outlined.

In Chapter 2, the theory of low temperature plasmas and the method that allows the
determination of plasma parameters is explained.

In Chapter 3, the theory of Raman spectroscopy of graphene is presented. Further-
more, the Van der Pauw method [21] to measure the sheet resistance of graphene is
explained.

In Chapter 4, the experimental setup for the operation of the plasma source is shown.
Furthermore, a study on potential boron and boron nitride contamination in the vac-
uum system is presented. Finally, the experimental setup to load graphene with the
plasma source is shown. There, the contacting setup for the in-situ sheet resistance
measurements of the graphene is presented.

The results of the sheet resistance measurements and Raman microscopy measurements
of graphene samples that were exposed to the plasma source are presented in Chapter
5.

In Chapter 6, results on the plasma stability and the plasma mode controls are presented.
An absolute intensity calibration of the optical system for OES is shown. Furthermore,
a graphical approach is demonstrated that is based on a method from U. Fantz et al. [20]
that determines plasma parameters with OES.

Finally, a summary of the work and an outlook on future extensions of research efforts
are given.






1. Atomic tritium for neutrino mass
determination

In Section 1.1, the theory of neutrino oscillations and the resulting mass of the neutrino
is explained. Furthermore, an overview on neutrino mass experiments is given.

In Section 1.2, the focus lies on the Karlsruhe Tritium Neutrino (KATRIN) experiment
that is designed to measure the neutrino mass. Following, in Section 1.3, the limitations
of KATRIN are highlighted and the efforts that have to be made to improve the sensitivity
on the neutrino mass for future KATRIN-type experiments are outlined. One technology
that needs to be developed is an atomic tritium source rather than a molecular one. An
overview of the research on atomic tritium is given in Section 1.4.

1.1. Neutrinos and their mass

The neutrino is the most abundant particle in the universe. It is described in the Standard
Model of particle physics (SM). Neutrinos exist in three flavors that correspond to the
three generations of electrically charged leptons: electron-, muon- and tau-neutrino. In
the SM, neutrinos are considered to be massless. However, the observation of neutrino
oscillations proves that neutrinos have a mass unequal to zero (see e.g. 22, 1]). Hence,
the eigenstates of the neutrinos differ between weak force interactions and propagation
through space-time. For the former, the weak eigenstates v,, v, and v, are responsible.
For the latter, the mass eigenstates v;, v, and v3 are responsible. The physical neutrino
is defined by a non-trivial mixing of these states via the Pontecorvo-Maki-Nakagawa-
Sakata (PMNS) matrix U [23]:

[ve) Uer Uez Ues [v1)
[vi) | = Uar Up Ugl: [va) | - (1.1)
lve) Un Up Ug) \|vs)

U
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The PMNS matrix U can be parametrized as in Reference [2], resulting in four free
parameters; three mixing angles and one CP-violating phase.! For simplicity, the
neutrino oscillation is shown in the case of two flavors  and (3. The two-flavor
transition probability is given by:

Am?
P(vg — vg) = sin® @ - sin® ( 4Elz ) . (1.2)

Here, the first factor describes the oscillation amplitude, which includes the mixing
angle 6. The second factor describes the oscillation frequency, which contains the
neutrino energy E, the distance L that the neutrino has traveled from the source, and
the difference of the squared masses of the mass eigenstates Am2, = m$ — m3 [23].
Hence, the oscillations provide information about the neutrino mass, but not on the
absolute mass scale.

At the time of writing this thesis, the mass of the neutrino remains unknown. Fur-
thermore, the ordering of the masses is an open question, except that my > m; [23]. It
can be either a normal hierarchy with m3 > my > m; or an inverted hierarchy with
mz > my > ms. The JUNO experiment aims to determine the ordering [24].

Three different approaches are currently employed to investigate the neutrino mass [25].
If the neutrino is a Majorana particle, meaning it is it’s own anti-particle, a neutrinoless
double beta decay might be possible. Here, the effective mass mgg of the Majorana

neutrino
2
mpp = 'Z Ueimi -
i

is measured through the proportionality to the decay rate. The KamLAND-Zen collabo-
ration reports an upper limit of 0.036 — 0.156 eV at 90 % C.L. [26].

(13)

The second approach to determine the neutrino mass is with cosmology. The sum of
the neutrino masses
Smy =mi+ma+m3, (1.4)

is an input parameter for different cosmological models. Constraints can be derived
for Equation (1.4) by measuring cosmological observables like the cosmic microwave
background (CMB) or Baryon Acoustic Oscillations (BAO) [25]. DESI reported an upper
limit on the sum of the neutrino masses of 0.072 eV with 95 % C.L. by combining CMB
data and BAO data [27].

Both approaches named above to measure the neutrino mass are model dependent.
Hence, a third type of experiments is exploited that is model independent. It is the
direct measurement of the neutrino mass based on the kinematics of weak interactions.

!If the neutrino is a Majorana particle, two additional phases must be added.



1.2. Tritium-based neutrino mass determination

The idea dates back to E. Fermi who discussed the shape of the continuous 3-decay
spectrum near its endpoint and how it depends on the mass of the neutrino [28]. This
method determines the squared effective neutrino mass [25]:

m, = Z Uy, i*m; (1.5)
i

Two main approaches are being followed, that is 3-decay and electron capture (EC).
The isotopes utilized for this measurement require properties like a low Q value and
a high decay rate. For EC, '®*Ho is used with a very low Q value of 2.833 keV and a
lifetime of 4570 years [29]. The isotope is placed inside cryogenic microcalorimeters,
that measure the total energy released from the reaction:

"“Ho+ey . et = "Dy" + ve . (1.6)
The ECHo experiment aims to achieve a sensitivity on the neutrino mass in the sub-eV
range [30, 31].

For the 3-decay experiments, the super-heavy variant of hydrogen, tritium, is exploited.
A detailed explanation on this type of experiments is given in the next section.

1.2. Tritium-based neutrino mass determination

Tritium is a radioactive isotope of hydrogen. The decay reaction is:
Ty, — HeT" + e + ve . (1.7)

The effective mass of the electron anti-neutrino v, is determined by measuring the
energy of the electrons that are produced in the decay in Equation (1.7). More precisely,
the shape of the endpoint region depends on the mass of V. This is illustrated in
Figure 1.1.

The choice for tritium yields from its properties: Tritium has a simple structure because
it is an isotope of hydrogen. Moreover, it has a fairly low Q value of 18.6 keV with
a lifetime of 12.3 years.? Therefore, tritium naturally provides high statistics at the
endpoint region of the [3-spectrum including a simple structure [25].

There are several established methods for the measurement of the (3-spectrum. The
Karlsruhe Tritium Neutrino (KATRIN) experiment provides the most stringent upper
limit on the neutrino mass of 0.45 eV (90 % C.L) and aims to achieve a sensitivity better

20nly !37Re has an even lower endpoint of 2.6 keV but a very large lifetime of 4.3 X 10'° years which
makes it unsuitable for an experiment where high statistics is required.
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Figure 1.1.: The electron energy spectrum of tritium (-decay. (a) The full spectrum. (b) Zoom-in
into the endpoint region. It is shifted by the endpoint energy E,. The shape of the endpoint
region is compared for a hypothetical effective anti-electron neutrino mass of 1eV and 0 eV.
Reprinted from [32].
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Figure 1.2.: Experimental setup of the KATRIN experiment. A detailed explanation is given in
the main text. Reprinted from [34].

than 0.3 eV [3]. The technology exploited in KATRIN to measure the endpoint of the 3
spectrum is Magnetic Adiabatic Collimation combined with an Electrostatic filter (MAC-
E). Only electrons, with a surplus energy above a threshold, can overcome this high-pass
filter and are counted with a 148-pixel silicon-PIN-diode focal plane detector [33]. In
Figure 1.2, the experimental setup of KATRIN is presented. In a Windowless Gaseous
Tritium Source (WGTS), 40 g of tritium are circulated per day [33]. The 3-electrons
produced there, are guided through the transport system with superconducting magnets
to the MAC-E filter. On the way, the amount of tritium is reduced by 14 orders of
magnitude [33]. This is achieved with a Differential Pumping Section (DPS) followed
by a Cryogenic Pumping Section (CPS), which freezes T, by applying a cold argon frost
layer on the transport-pipe walls. The backside of the experiment is the rear system. It
consists of a gold-plated disc which absorbs (3-electrons such that they are not reflected.
Furthermore, an electron gun allows calibration and monitoring of the WGTS [34].



1.3. Future neutrino mass experiments

KATRIN sensitivity goal
Next-generation experiment
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Figure 1.3.: Sensitivity limits of the effective neutrino mass depending on the mass of the lightest
neutrino. The light shaded area is the sensitivity that KATRIN will reach. The lower bounds
on the effective neutrino mass for inverted and normal ordering are determined from neutrino
oscillation experiments [2]. To cover inverted mass ordering, a sensitivity of below 50 meV is
aimed for. The figure was kindly provided by S. Heyns. [35].

1.3. Future neutrino mass experiments

At the time of writing this thesis, no neutrino mass experiment has been able to resolve
the actual neutrino mass, only upper limits have been determined so far. The world
leading value was reported by KATRIN (see Section 1.2). To resolve inverted mass
ordering, the sensitivity on the neutrino mass mg has to be < 50meV [2].*> This
corresponds to an improvement of one order of magnitude compared to KATRIN’s
sensitivity (see Figure 1.3). Therefore, new technologies needed for this sensitivity
improvement are identified in the following.

1.3.1. Detector technology

The MAC-E filter in combination with the silicon-PIN-diode detector is an integral
measurement technology, in the sense that it counts the electrons that pass the filter. A
differential method with comparable energy resolution, that would measure the energy
of each single electron, would outperform the integral method. In combination with an
atomic tritium source, a sensitivity below the inverted mass ordering could be achieved

3In this case: m?

B,min ~ |Uﬁ1|2”l:1Z + |U32|2m§



1. Atomic tritium for neutrino mass determination

with a detector resolution of AEpwpam < 0.7 €V. Furthermore, a differential detector
would decrease the systematic uncertainty, due the distinction between spectrometer
background and signal electrons [36].

Arrays of calorimeter-based quantum sensors  One approach to a differential measure-
ment is an array of micro-calorimeters. Currently preferred are metallic magnetic
calorimeters (MMC) because they have the world’s leading resolution of ~ 1eV [37,
38]. Additional advantage of this detector-type is a near linear detector response over a
wide energy range [39] and the absence of a dead layer. Recently, it was shown that
MMCs can be used for measurements of an external electron source [40], which is a
requirement for a future neutrino mass experiment with tritium.

With the current detector geometry of 200 ym X200 ym [41] one would need to construct
an array consisting of 1 — 10 million of such detectors to cover the full KATRIN flux
tube. This endeavor is extremely challenging from the fabrication point of view, as
producing such a large number of pixels has not been done before. As a result, there are
on-going efforts to design MMCs with a larger area, decreasing the number of required
pixels to ~ 10 000. Furthermore, investigations are ongoing to operate MMCs in low
magnetic fields and improve the resolution to sub-eV.

Single electron tagging with time-of-flight measurement An alternative approach to
the differential detector is the time-of-flight (ToF) measurement using an electron
tagger [42]. Developments on possible techniques to tag electrons are ongoing. Such an
electron tagger would generate a start-signal at the entrance of the main spectrometer.
Inside the main spectrometer, the electrons flight-time depends on its surplus energy
relative to the retarding potential. A fast detector after the main spectrometer provides
a stop-signal [36].

Cyclotron radiation emission spectroscopy Another approach for single-channel elec-
tron detection is a technique called cyclotron radiation emission spectroscopy (CRES).
If the [3-electrons are placed in a magnetic field, they perform a cyclotron motion.
By measuring the emitted cyclotron frequency, the kinetic energy of the electron can
be determined [43]. The approach is currently pursued by Project 8 [44] as well as
QTNM [45].

1.3.2. Atomic tritium

For the source part, T; is currently utilized in KATRIN. However, this will become a
limiting factor in sensitivity improvements at the point where detector resolutions below
1eV are feasible. The sensitivity study in Figure 1.4 shows a leveling out of the sensitivity
above the inverted mass ordering when using molecular tritium. Improvements in

10
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Figure 1.4.: Sensitivity study for a future neutrino mass experiment. Scaling of statistical
sensitivity on the neutrino mass with the detector resolution. The column density in the
simulation is 3.78 X 10?! molecules/m?. Background rates are not considered here. At a detector
resolution AEgwym < 500 meV, the inverted mass ordering could be reached if atomic tritium is
utilized. The figure was kindly provided by S. Heyns. [35].

detector resolution would only have a positive effect on the sensitivity if atomic tritium is
used. This limitation yields from a broadening of the energy spectrum due to molecular
final states of the daughter molecule *HeT* of the T,-decay (see Equation (1.7)). The
final state distribution (FSD) of this molecule consists of electronic and ro-vibrational
excitations. Around the endpoint of the [3-spectrum only the molecules in the electronic
ground state are relevant. They cause a broadening of a full width half maximum of
FWHM = 1eV. Even with a precise theoretical knowledge of the FSDs [8, 7], the
broadening limits the statistical sensitivity. As the ro-vibrational excitations are a
purely molecular effect, the broadening vanishes for T [46]. This is shown in Figure 1.5.
Furthermore, the statistics increase for T because 70 % of the *He* daughter atoms are
in the electronic ground state, whereas only 57 % of *HeT* daughter molecules end up
in the ground state [8].

1.4. Atomic tritium source development

One approach for the construction of an atomic tritium source for neutrino mass
experiments is four staged:

1. A dissociation section that dissociates T, and provides a beam of atomic tritium
with as few remaining molecules as possible [9].

2. A cooling section that cools the atoms down to mK range. Such low temperatures
are essential for the trapping section [9].

11



1. Atomic tritium for neutrino mass determination

10 T T T T T T

Atomic T

®
—
~N
1

o
T
1

Relative probability
T
1

~n
T
1

0 1 1 1 1
10 -8 6 4 2 0 2

Relative Extrapolated Endpoint (eV)

Figure 1.5.: Comparison of the ground state FSDs for atomic (blue) and molecular (red) tritium.
The endpoint energies E, differ by ~ 8 eV due to the combination of recoil effects, and the ro-
vibrational broadening of the molecular states. Reprinted with permission from [9]. Copyright
from (© 2021 Elsevier B.V.

3. A velocity selector section Only atoms which reach the desired temperature should
enter the trap. Hence, a time-of-flight (TOF) setup should filter the atoms that are
too hot [9].

4. The trapping section provides the final stage for the atomic tritium source. Tritium
atoms can be trapped with magnetic fields [9]. In particular, the so-called ,low
field seekers” that are atoms where the magnetic moment y aligns parallel with
the magnetic field can be trapped for example in a Ioffe-Pritchard-type trap [47].

Multiple working groups are investigating all four sections in parallel (see e.g. Ref-
erence [47]). The demonstration of a dissociation section and first cooling stage is
the goal of the Karlsruhe Mainz Atomic Tritium Experiment (KAMATE) collaboration.
It is formed by scientists from the KATRIN experiment at the Karlsruhe Institute of
Technology (KIT) and Project 8 at Johannes Gutenberg-University (JGU) Mainz. The
goal is split into milestones that are described in Reference [48]. Currently, KAMATE
is approaching its first milestone: Three different commercially available dissociators
are being commissioned and characterized with hydrogen and deuterium. The sources
tectra H-flux* and HABS® are based on thermal dissociation. The third source is a RF
discharge plasma source®. The Mainz Atomic Tritium Source (MATS) test stand is used
for the characterization. The setup of MATS is described in detail in Reference [49].

‘tectra GmbH, Reuterweg 51-53, 60323 Frankfurt/M, Germany.
5© 2024 Dr. Eberl MBE-Komponenten GmbH, Josef-Beyerle-Str. 18/1, 71263 Weil der Stadt, Germany
6@© 2025 SVT Associates, Inc. 7620 Executive Drive, Eden Prairie, Minnesota 55344 USA
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1.4. Atomic tritium source development

An idea that differs from the four-stage approach was recently proposed by Semakin
et al. [50]. The concept is to perform the dissociation already at a temperature below
1K. Within a cryostat, T is frozen on the walls of the vacuum chamber. Then, a
*He-*He-mixture is placed on top of that to prevent the tritium from vaporizing. A RF
discharge in a helical configuration is located inside this chamber and dissociates Tj.
All of this is accompanied by magnetic fields with a maximal strength of 4 — 5T that
push low-field seeking atoms into a transfer line. The transfer line is intended to further
cool the atoms down to 0.1 K. The proposal of this project increases the relevance for
research on plasma based dissociators.

In the past, some efforts have been made to produce atomic tritium. E.B. Nelson and
J.E. Nafe used a DC discharge source [51], whereas A.G. Prodell and P. Kusch [52]
and B.S. Mathur et al. [53] used RF discharges. All groups reported that tritium was
lost from circulation in a matter of hours. The losses were observed from reaction
with hydrocarbons like pump oils [52] and the adsorption on the discharge tubes [53].
Mathur et al. reported that the transition from Pyrex to quartz as a tube material
reduced the adsorption sufficiently, but the signal for atomic tritium was still too short
to perform measurements with it [53]. Furthermore, the stability of the dissociation
fraction for plasma discharge sources is inconclusive. The research on atomic tritium in
the Los Alamos National Laboratory [54] observed a decrease in dissociation fraction
with protium and deuterium operation over time periods of hours to days. They used
an RF discharge device, with driving frequency of 50 MHz and a borosilicate or silica
glass tube. J.A. Formaggio et al. assume reduction of the glass tube to silicon monoxide
causing discoloration of the tube, and conversion of the hydrogen atoms to water with
the free oxygen radical [9]. The water was observed in cold traps after the operation of
the discharge. However, J. Slevin and W. Stirling constructed a similar RF discharge
source with a Pyrex tube that produced a ,(hydrogen) beam of density constant to
within a few percent over periods of several thousand hours“ [55].” Hence, not all
relevant factors have been identified to conclude whether a plasma discharge is suitable
for the production and long-term operation of atomic tritium.

The objective of this thesis is to commission and characterize the RF discharge plasma
source. This is done in a dedicated vacuum setup, before the insertion into more delicate
setups like MATS. As explained above, different observations were made concerning
the stability of the dissociation fraction. In this scope, the stability of the plasma during
long-term operation must be tested.

Due to the issues of past atomic tritium experiments concerning the plasma cavity
material, this source is equipped with a cavity consisting of pyrolytic boron nitride
(PBN). However, in a study by Lambert et al. [10] boron contamination was observed

"Neither R. G .H. Robertson et al. [54], nor J. A. Formaggio et al. [9], nor J. Slevin and W. Sterling [55]
explained how they measured the dissociation fraction in these publications.
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1. Atomic tritium for neutrino mass determination

on SiGe samples when exposed to a plasma source with a PBN cavity. Before inserting
the plasma source into a complex system like MATS and placing delicate diagnostic
tools like a quadrupole mass spectrometer (QMS) in front of it, the amount of boron
and boron nitride that is emitted from the source has to be investigated.

14



2. Low temperature hydrogen plasma

To characterize a tritium plasma it is essential to understand what a plasma is and
what the parameters are that explain the behavior of the plasma. Section 2.1 gives an
introduction into the understanding of low temperature plasma. Following that, in
Section a toolbox of plasma properties is introduced that enables an understanding
of processes in an inductively coupled plasmas (ICP) which is the type of plasma
investigated in this work. Because a low temperature plasma is a multi species gas,
plasma chemistry is relevant. This is explained in Section 2.3 and followed by the
introduction into a method that determines plasma parameters with optical emission
spectroscopy (OES) and collisional-radiative (CR) modeling.

2.1. Overview on plasma

Plasma is often called ,the fourth state of matter”, along with solid, liquid, and gas. It is
widely used in human-made products such as neon street lights, the semiconductor
industry, or in nuclear fusion experiments. Also, nature has some phenomena that are
plasma. For instance, lightning is a plasma discharge. Moreover, the occurrence of
plasma is very significant in our universe. 99% of baryonic matter is a plasma [56]. The
stars, nebulae, and most of the gas in the universe is in a plasma state. From this point
onward, the question arises as to what essentially defines a plasma and what makes it
so special. Hence, the following two sections explain the basics of plasma physics.

2.1.1. Plasma physics and low temperature plasmas

The justification for considering plasma as a different state of matter is the collective
behavior of the species inside the plasma that arises from the existence of a significant
amount of charged particles. In addition, a plasma is quasi-neutral because the following
requirement has to be met:

N, = N_ (2.1)

There are an equal number of positive and negative charges in steady-state.

15
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Figure 2.1.: Different types of plasmas categorized by T. and n.. The red selection marks the
location of the plasma source on this map used in this work.

In a neutral gas, collisions between all gas particles redistribute their kinetic energy to
give a single energy distribution and therefore a single temperature. This is called thermal
equilibrium. In a plasma, external power sources can input energy in specific plasma
species, In particular electrons (e) are much more strongly accelerated by external
electric and magnetic fields than ions (i) because m. < m;. Therefore, electrons get a
lot of energy so T. > T; which implies:

Ve >0 ., (2.2)

3k Tei

with ve; = —=me,i. Hence, the dynamics inside a plasma is strongly governed by
the electrons. The two parameters that allow for a classification of the wide variety of
plasmas are the electron temperature T, and the electron density n.. Figure 2.1 shows a
map of the different plasmas depending on those quantities.

For many plasmas, the energy gets redistributed via collisions, leading to thermal equi-
librium. This is the case for a tokamak plasma or welding arcs. However, under certain
circumstances, this equilibration mechanism is incomplete, so the system remains in a
non-equilibrium and is then called low temperature plasma . A significant advantage
of these plasmas is the production of reactive gas chemistry, driven by hot electrons,
at relatively low temperatures of 10?2 — 10> K [57]. Typical electron temperatures are
T. ~ 10! eV and electron densities of ne = 10 — 10 m™.
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2.1. Overview on plasma

2.1.2. Maxwell’s Equations

As in the previous Section described, the majority of species inside a low temperature
plasma is non-neutral. Therefore, the Maxwell’s Equations become relevant to explain
plasma dynamics. This section follows the explanations from Reference [58].

The usual macroscopic form of Maxwell’s equations are

JH
VXE = —yy— 2.3
I‘oat (2.3)

JE
VXH=¢— + 2.4
€, J (2.4)
eV-E=p (2.5)
wV-H=0. (2.6)

Here, E(r,t) and H(r, t) are the electric and magnetic field vectors and py = 47 X
1077 H/m and €y = 1/(up c®) are the permeability and permittivity of free space, respec-
tively [58]. The sources of the fields, the charge density p(r, ) and the current density
J(r, 1), are related by the charge continuity equation:

ap

—+V-J=0 2.7

L4V @)
If Equation (2.5) is integrated over a volume V, enclosed by a surface S, then Gauss’
Law is obtained:

eofE-dAzq, (2.8)
S
where g is the total charge inside a volume. Similarly, integrating Equation (2.7):
dq
— + -dA =0 2.9
2 7{3 J (29)

which states that the rate of increase of charge inside V is supplied by the total current
flowing across S into V, that is, that charge is conserved.

In Equation (2.4), the first term on the right-hand side is the displacement current
density flowing in the vacuum, and the second term is the conduction current density
due to the free charges. Thus, a total current density is defined as:

E
J= 60(;—1‘ +]. (2.10)
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Figure 2.2.: Creation of the plasma sheath. The red box indicates the edge of a plasma cavity
which is insulating. For simplicity, only charged particles are illustrated. (a) At t=0 a plasma is
ignited. (b) Because the electrons move much faster than the ions, they move towards the cavity
walls and an electron layer is built-up. (c) The electron layer attracts the positively charged
ions. (d) A positively charged ion layer is formed on top of the electron layer. The combination
of both layers is called plasma sheath.

2.1.3. Plasma dynamics

lonization degree A very basic parameter to characterize a plasma is the ionization

degree [57]:
[=—"¢_
Ne + Ny

(2.11)

where n, is the electron density and n, the neutrals density. If, for instance, I = 1
the plasma is fully ionized. This is the case for fusion reactors or the sun. For low
temperature plasma I < 1, that is, it is weakly ionized. The majority species are neutral
atoms.

Plasma sheath As a reminder, electrons move much faster than ions in a low tem-
perature plasma. Assuming a low temperature plasma in an insulating cavity' (see
Figure 2.2). The electrons cannot drain away at the cavity walls, resulting in a negative
charge build-up. This layer blocks further electrons and attracts ions until the ions form
another layer on top of the electron layer. The combination of these layers is called

leven if it is not an insulator, a plasma sheath still forms but Figure 2.2 would look differently.
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2.1. Overview on plasma

plasma sheath. The rest of the plasma is called plasma bulk. The shielding is essentially
the plasma’s way to conserve quasi-neutrality of the plasma bulk [58].

Debye length In general, in a gaseous environment where charged particles predomi-
nate, there is always a screening effect present. In a plasma, a positive ion is surrounded
by the fast-moving electrons, resulting in an ,electron cloud” around the ion. The
charge of the ion appears to be smaller to particles that are located outside of this cloud.
The Debye length Ap represents the size of this cloud. Mathematically, it is the distance
from the center of the ion to the point where the electric potential decreases by one
order of magnitude of e. Physically, it is the distance scale over which significant charge
densities can spontaneously exist. For example, low-voltage sheaths are typically a few
Debye lengths wide [58]. The cloud, illustrated in Figure 2.3, is called Debye sphere.

The Debye length for a plasma consisting of particles with electron density n., charge e
and temperature T, is given by [57]:

/1%) _ € kg Te

v (2.12)
(<

Plasma oscillations Considering an undriven motion of a plasma slab of finite width /
containing a density n, = n; = ng of cold (T, = 0) electrons and infinite mass (stationary)
ions, the electric field is zero. If the electrons get displaced to the right by a small
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Figure 2.3.: Upper Figure: Illustration of the formation of the Debye sphere. A screening effect
on a positive ion is produced by surrounding electrons. The radius of the Debye sphere is the
Debye length Ap. Lower Figure: Electrical potential depending on the distance from the central
positive ion. More details are explained in the main text. The Figure is adapted from [59].
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2. Low temperature hydrogen plasma

distance () (see Figure 2.4), this results in a harmonic oscillator [58]. The force
equation is:
dz
m dtie = —eE, (2.13)
with the electric field generated by the charge separation and derived from Equation
(2.8)

_enede

Ep = —22¢ (2.14)
€0
Substituting Equation (2.13) into Equation (2.14) yields
d?,
dtze = _a)lz)ege (2.15)
where
ne €2
Wpe = | — (2.16)
meeo

is the electron plasma frequency. It is the reciprocal of the time-scale on which the
electron population as a whole can react to a change in the potential. Typical frequencies
for discharges are in the microwave region (1-10 GHz) [58].
The Debye length and the plasma frequency are connected through the thermal velocity
Oth:

OUth

dp = (2.17)
Wpe

In reality, plasma oscillations are significantly damped in time by collisions or colli-
sionless mechanisms known as Landau damping, although the former is usually the
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Figure 2.4.: Plasma oscillations in a slab geometry of finite width /. (a) Displacement {.(t) of
the electron cloud with respect to the ion cloud. (b) Illustration of the resulting electric field.
Reprinted with permission from [58]. Copyright © 2005 John Wiley & Sons, Inc.
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2.2. Overview on inductively coupled plasmas (ICP)

dominant process [58].

Considering damping by collisions with an electron-neutral collision frequency v,, in a
uniform plasma in the presence of a background gas that is driven by a small-amplitude
time-varying electric field

Ex(t) =Re (Ex ei“’t) (2.18)
with the amplitude E,, the resulting differential equation yields:

duy

m T =—eE, —mopyu, . (2.19)

A solution for Equation (2.19) is the complex velocity amplitude

. e 1 ~
Uy = ——- E, . (2.20)
miw + oy,

Using Equation (2.10), this results in a current through the plasma:

OE
Jix = eoa—t" +Jx . (2.21)

Here, J, is the conduction current that results from the electron motion and can be
approximated as
Jx =—engiy . (2.22)

Inserting Equations (2.18), (2.22) and (2.20) into Equation (2.21) results in

Jrx = iwepEy . (2.23)

Here, the effective plasma dielectric constant €, is introduced:

2
€ =€ kp=¢€p |1 e (2.24)
A ®(w—ivy) '

where K, is the relative dielectric constant.
On the other hand, a plasma conductivity can be defined by writing Equation (2.23) in
the form Jrx = (o), + iwey) Ex, with

2
eoa)pe

op = (2.25)

iw+ oy,

Eventually, a plasma has the property of transporting currents including a dielectric
response. Depending on the regime, it is more useful to consider a;, or €.

21



2. Low temperature hydrogen plasma

2.2. Overview on inductively coupled plasmas (ICP)

A complete description of a plasma discharge requires a choice of heating mechanism
to sustain it. These mechanisms in turn play essential roles in determining the plasma
density, the voltages between the plasma and the surfaces, and the bombarding ion
energies [58]. In Figure 2.5 the types of plasmas depending on n. and the gas density
Ny are shown. The types relevant for low temperature plasma are electron cyclotron
resonance discharges (ECR), helicon discharges, electron beam discharges, capacitively
coupled plasmas (CCP) and inductively coupled plasmas (ICP). For the sake of relevance,
only the latter is explained. In particular, the coupling between RF power and plasma is
outlined.

2.2.1. Electric and magnetic fieldsin an ICP

Figure 2.6a shows one geometry for an ICP from D. Sydorenko et al. [61]. An alternating
radio frequency current is applied to the coil. Due to the Ampére-Maxwell law (Equation
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Figure 2.5.: Different types of low-temperature plasma categorized by the driving mechanism.
They are sorted on the gas density/pressure-electron density plane. The type of plasma relevant
for this work is the inductively coupled plasma (ICP). Reprinted from [60]. Reproduced with
permission from Springer Nature.
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Figure 2.6.: (a)-(c) Simulation of an ICP by D. Sydorenko et al. The cross indicate a point that is
investigated more in detail in Reference [61]. (a) two dimensional geometry of the simulation
domain. The driving current region is usually a RF coil. (b) Produced magnetic field in a late
stage of the simulation (¢ = 28 024.8 ns). Because the driving current circulates in the x-y plane,
the magnetic field lines point in z-direction. The white square marks the boundaries of the
plasma region. (c) Solenoidal electrical field at a late stage of the simulation (¢ = 28 049.6 ns).
Reprinted from [61]. (d) Sketch of the geometry of the ICP device that is characterized in this
work. The plasma (red) is ignited via an RF coil (gold) inside a cavity (grey). The plasma length
[ and the plasma radius R are indicated with the purple arrows. A detailed explanation of the
source is given in Chapter 4. Reprinted (a)-(c) from [61].

(2.4)) an alternating current produces a magnetic field (see Figure 2.6b). In contrast,
this time-varying magnetic field induces an azimuthal electric field inside the plasma
due to Faraday’s law (Equation (2.3)). The electric field forms a closed loop similar to
eddy currents. In Figure 2.18, the electric field is the largest near the plasma surface
and decreases exponentially with greater depth in the plasma bulk. This is the so-called
skin effect that describes the tendency of an AC-current to become distributed within a
conductor such that the current density is largest near the surface of the conductor and
decreases exponentially towards the bulk. This underlines the conducting properties of
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2. Low temperature hydrogen plasma

plasma explained in Section 2.1.3. The electric current flowing along the electric field
lines is located mainly at the skin layer (the most outer layer of the plasma bulk) with a

skin depth 6.

2.2.2. Equivalent transformer coupled circuit of an ICP

Due to the conductive/resistant behavior of the plasma, an equivalent transformer
coupled circuit can be derived that simplifies plasma processes with basic electronic
components. In Figure 2.7, the equivalent transformer coupled circuit of an ICP is
illustrated. The operation of the plasma source requires a matching network with
which the impedance of the equivalent circuit is minimized. In this work, the plasma is
stabilized with a network that automatically regulates the capacitors of the matching
network. Therefore, the reader is asked to refer to [62, 58] for a detailed explanation of
the equivalent circuit.

The integrated power flow into an ICP depends on the density regime of the plasma.
In this work, the high density regime that is defined by plasma length I and plasma
radius R being much larger than the skin depth &, is the most relevant. In this case
dp is called collisionless skin depth. Typical plasma dimensions are R, ~ 10 cm with a
driving frequency of @ = 13.56 MHz [58]. The integrated power flow into an ICP with
the geometry shown in Figure 2.6d is defined as:

Paps = —]—"nR 16, . (2.26)
2 Oeft

The amplitude of the induced RF azimuthal current density at the plasma edge near
r = Ris Jp. It flows in the opposite direction of the applied azimuthal current in the
coil. Furthermore, o.¢4 =
Veff = Um + Ustoc 1S the sum of collisional and stochastic heatlng The former describes
the heat deposition inside the plasma through electron-neutral collisions. However, for
low pressures, a stochastic heating can occur [58]. The accelerated electrons do not
collide with neutrals but rather with the oscillating inductive electric fields within the
skin layer.

2.2.3. Capacitive (E) and Inductive (H) coupling in an ICP

Figure 2.7 shows different voltages for the RF circuit (V;f) and the plasma circuit (V},).
From this a capacitance naturally arises to which the particles inside the plasma can
couple. The contribution of this coupling to the RF voltage depends on the plasma
density. For the high density regime, the contribution is small [58]. However, for low
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Figure 2.7.: Equivalent transformer coupled circuit of an ICP. The left circuit correspond to the
driving circuit from the RF coil. It contains a RF voltage Vi, an AC current Iy and an inductance
Ly;. The plasma circuit is contains a resistance R,,, an inductance L, and the magnetic storage
inductance Ly, that couples to L;;. A detailed explanation is given in Reference [58]. Reprinted
with permission from [58]. Copyright ©) 2005 John Wiley & Sons, Inc.

densities this is the major source of power deposition. Hence, it is very convenient
to realize this regime for start-up of an inductive discharge, as the ignition relies on a
high potential difference in the discharge chamber, before the high-density inductive
plasma is formed. A plasma that is driven by a capacitive coupling is known to be
in E-mode [63]. A plasma that is driven by the inductive process is known to be in
H-mode [63].
The capacity is created across the sheath with voltage Viy,. Assuming that the plasma
is at ground potential, the sheath voltage follows from the capacitive voltage divider
formula:

~ Sm

Yo = R
where s, is the sheath thickness, the coil radius b and the plasma radius R.
The sheath thickness can be calculated from Child law (see [58]). It shows that sp, is in
the magnitude of 1072 cm in the high density regime and it would exceed the distance
b — R in the low density regime so that eventually the voltage drops mostly across
the sheath. An increase in s,, corresponds to a decreasing density ny. Therefore, the
capacitive power absorbed increases with decreasing n.

(2.27)

To drive the plasma in a capacitive or inductive mode, the crucial parameters are the
absorbed power Py, the density ny and the RF current I 5. In Figure 2.8 the qualitative
relation between these parameters is shown. By increasing ¢ to a threshold current
Imin a transition from capacitive-to-inductive is possible. The inductive-to-capacitive
transition goes vice versa [58].

Various additional plasma and circuit effects can produce a hysteresis between the
capacitive-to-inductive transition and the inductive-to-capacitive transition. Refer-
ence [58] gives an argument for this: Considering a nonlinear Pj,s curve in Figure
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Figure 2.8.: Absorbed power versus density in an ICP. Exemplary are two curves shown for
different driving currents L. Furthermore, the power lost versus density is displayed (straight
line). The dotted curve includes the additional capacitive power at low density for Iy < Lyin.
Reprinted with permission from [58]. Copyright © 2005 John Wiley & Sons, Inc.

2.8, then there is a range of currents where there are three intersections, such that
the discharge characteristic has hysteresis. The low-density intersection is in a stable
capacitive equilibrium, the high-density intersection is a stable inductive equilibrium,
and the intermediate density intersection is an unstable equilibrium.

There can be several reasons for a nonlinear Pj,ss-curve [58]. One is the presence of
negative ions in the discharge. This can result in instabilities, in which there is no stable
discharge equilibrium. This issue can be worth it to be investigated in the scope of an
atomic tritium source. The cavity of the plasma source used in this work consists of
pyrolytic boron nitride (PBN). A tritium-plasma could form impurities such as tritiated
ammonia NT3, which eventually could result in instabilities. Hence, this could be visible
in hysteresis studies.

2.3. Determine plasma parameters by optical emission
spectroscopy (OES)

Focusing the characterization of a plasma source on the scientific goal of producing
atomic tritium, the question arises how to evaluate a dissociation fraction or, even
better, an absolute number of atoms N (H) inside the plasma. In this work, an iterative
method is chosen in which intensity measurements from the optical light emitted from
the plasma is compared to CR-model calculations. This method investigates the electron
temperature T, electron density n. and the gas temperature Ty, in addition to N (H).
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To understand this method, some fundamentals of plasma chemistry are explained,
including an introduction to Corona- and CR-models.

2.3.1. Plasma chemistry in low-temperature plasmas

Like in a gas, there are many collisions in a plasma. In a room-temperature gas, these
are almost all elastic collisions. Hence, the velocity distribution function is Maxwellian.
In a plasma there are many inelastic collisions as well, so kinetic energy converts to
internal energy of the particles. In a low temperature plasma where the ionization
degree is I < 1 (Equation (2.11)), this energy conversion results in an excitation of the
species. Essentially, the plasma consists of a ,,species-zoo”. For example, a hydrogen
plasma consists of H, H,, H™, H*, H;, Hy, H*, H,, etc., resulting in a very complex
system. It is not trivial to model this because the species have electronic excited states
and the molecules additional ro-vibrational states [57]. Therefore, every species has a
different temperature and a different distribution function.

2.3.1.1. Electron energy distribution function (EEDF)

As noted in Section 2.1.1, the electrons govern the dynamics of a plasma. Hence,
knowledge of the electron energy distribution function (EEDF) is crucial to model a
low temperature plasma . For elastic collisions the EEDF is a Maxwellian energy
distribution:

2 VE

V7 (ks T)*F*
Deviations from it arise from inelastic collisions of the electrons. A Plasma with an
ionization degree of I < 107 is considered as non-Maxwellian [64]. However, a
Maxwellian distribution is assumed in the following as it is sufficient for a first-order
description of electron dynamics in an RF discharge with small electron energies.

F(E)dE = e % dE | (2.28)

2.3.1.2. Corona model

A low temperature plasma is in an equilibrium state if the electron density is low
(ne < 10" m™3), the ionization degree is low (I < 1), each particle species has its
own temperature, electronic excitations are dominated by electrons and electronic
de-excitation is dominated by radiative decay [65]. Then, the following equations
describe the plasma fully:

1. The Planck blackbody function determines the radiation energy
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2. Low temperature hydrogen plasma

2. The Saha equation relates the number densities of atoms, ions and electrons.
3. The Boltzmann distribution describes the population among excited states
4. The Maxwell distribution describes particle velocities for all types of particles.

With the so-called Corona model these equations can be solved to determine populations
densities for any excited state a* [65]. The processes that are taken into account are

at+er— a“+eg electron impact ionization
a+hy < a" spontaneous emission
atef > i+e+es electron impact ionization
at+thv«i+e radiative recombination

Here, a and i are an atom and ion, respectively. hv corresponds to a photon, and ey, e
denote a fast and slow electron. Building upon that, the corona equation for excitation
is [65]:
ny ne Xf;c(Te) =n, ZAP”‘ , (2.29)
k

where n,, is the population density, n; the particle density in the ground state, and n. the
electron density. Xf’l‘f is the rate coefficient for electron impact excitation. It is defined
by the integral of the EEDF weighted with the cross section oy of this process [65]:

Xip (Te) = /I::.}u al,p(E),/%f(E) dE, (2.30)

where Ey,, is the threshold energy that the electron must have to contribute to this
process. Equation (2.29) balances electron impact excitation on the left-hand side with
spontaneous emission on the right-hand side. Electron impact ionization and radiative
recombination are balanced by [65]:

nz ne Szz+1(Te) = nzs1 ne a(Te) . (2.31)

Here, nz and nz4; denote the particle density in the ionization stage Z and Z + 1,
respectively. Sz z41 is the rate coefficient for electron impact ionization which is given
by Equation (2.30). @(T¢) is the radiative recombination coefficient [65].

2.3.1.3. Collisional-radiative model

For electron densities n, > 10! m™ the corona model no longer holds, and thus,
has to be extended to the so-called collisional-radiative (CR) model [65]. It takes into
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account population and depopulation processes among a set of relevant levels. The
time development of the population density is then the following [65]:

dnp exc de-exc
T Z n(k)ne Xip + Z n(k)ne Xicp
k<p k>p
= > (PN X35 = ) n(p)ne X5

k<p k>p (2-32)

= D n() Apic+ Y n(k) Ay,

k<p k>p
—n(p)neSp + ne ne n; fi + nenjayp .

The population processes by electron impact from all levels are represented by the first
two terms. The inverse depopulating process corresponds to terms 3 and 4. Terms 5
and 6 in Equation (2.32) describe the spontaneous emission from and into state p. The
last three terms take into account ionization and recombination.

In most cases, the system in state p is considered to be quasi-stationary, so that:

dnp
—=0. 2.33
T (2.33)

The set of coupled differential equations (2.32) is transformed into a set of coupled
linear equations. The quasi-steady-state solution has the form:

n, = Rypnjne + Rypnyne . (2.34)

Ry and R, denote the so-called population coefficients. They describe ionic and ground
state population and depopulation processes, respectively [65]. The second term in
Equation (2.34) can be neglected in most cases because recombination is a negligible
process in low pressure plasmas.

The construction of a CR model for atoms requires precise knowledge of several thou-
sand reactions from cross sections, rate coefficients or transition probabilities. The
complexity increases dramatically if vibrationally and rotationally excited states of
molecules have to be considered. Providing a full data base of cross sections or rate
coefficients is a common issue for CR models [65]. They can be calculated, for exam-
ple, by the Coulomb-Born or Born-Bethe approximation. Cross sections can also be
measured, mostly with electron beam experiments. When the probability of a certain
reaction is not known, the value has to be extrapolated from the known probability of
a similar reaction [66]. More details are given in Reference [65].

There are several CR models existing mainly for hydrogen and helium. The CR model
used in this work is the Yacora model.
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Figure 2.9.: Hydrogen plasma spectrum measured with a CCD spectrometer. Important spectral
features are annotated.

2.3.2. OES on hydrogen plasmas

The plasma source used in this work, has an optical port to which various diagnostics
can be applied. Here, a simple CCD spectrometer was attached with a fiber and a lens to
perform optical emission spectroscopy (OES). It measures the emitted light from the
plasma source through the port in a wavelength range of 200 — 1000 nm. This technique
has the advantage of being noninvasive.

In Figure 2.9 a typical hydrogen plasma spectrum measured with this optical system is
shown. The most prominent emission is the Balmer «-line at ~656 nm which results
from an electronic transition of n = 3 — n = 2. Other detectable atomic lines are the
Balmer 3- and y-line at ~486 nm and ~434 nm, respectively. They show the transitions
of n =4 and n =5 to n = 2, respectively. Furthermore, the molecular Fulcher-« band is
partially detectable. In Figure 2.10b, the full Fulcher-a band is shown. There are different
branches defined for transitions in the rotational quantum number AJ = J; — Jp:

P-branch AJ = -1
Q-branch AJ =0
R-branch AJ = +1.

For OES in low temperature plasma, usually the part of the Fulcher-« band that lies
within ~600-640 nm (Figure 2.9) is used because it is easily distinguishable and hardly
overlaps with other emission band lines [67]. It corresponds to the following transi-
tions:

&’ — @’y forVo=0. (2.35)
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Figure 2.10.: (a) Electronic energy level diagram of the hydrogen molecule. The ground state
is denoted as X 12;. The Fulcher-« band is marked in magenta. In the interest of clarity, the
figure depicts for these states solely the vibrational. but not the rotational levels. (b) Simulated
line emission intensities for the entire Fulcher-« spectrum with a corona model. (a) Reprinted
from [67]. (b) Reprinted from [69].

It is a relaxation from the triplet state with the principal quantum numbern = 4ton = 2
as depicted in Figure 2.10a. The X and IT are the molecular orbitals, respectively. The
subscripts g and u characterize even or odd parity of the electronic ground state (sym-
metry under electron coordinate inversion through the center of the molecule). For X
the superscripts + and - refer to the reflection symmetry of the electronic wavefunction
through a plane containing the internuclear axis. v is the vibrational quantum number.
A detailed explanation on molecular bands and the notation is given in Reference [68].

If the rate coefficients for the full Fulcher-a band are required, an extrapolation has to
performed via a fully ro-vibrationally resolved corona model. A detailed explanation is
given in [69]. In this work, an extrapolation factor of 2 is applied to the Fulcher-« band
measurement.

The measured line intensities can be linked to the population coefficients calculated
with CR models [20]. The measured intensity for a specific transition from p to k is:

Imeasured = Mo Ne ka,eff(Te’ Ne,...), (2.36)

where Xpi eff(Te, Ne, - - . ) = Rop Apk-

Ry is the population coefficient from the Ansatz in Equation (2.34). It is the output of
the CR model and has to be multiplied with the Einstein coefficients A, which can be
extracted from Reference [68]. Xy eff(Te, Ne. - - - ) is the effective emission rate coefficient.
Thus, line radiation essentially depends on n., T, and particle density ng. If T, and n,
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are not known from other diagnostics, such as Langmuir probes, an iterative approach
must be used to determine them.

2.3.3. Collisional-radiative (CR) model calculations with Yacora on the web

The CR model used in this work can be accessed via a web application developed
by D. Wiinderlich, U. Fantz et al.? It is called Yacora on the Web [70] and is based
on the flexible solver Yacora [71]. The main application range is plasma diagnostics
for low-pressure plasma. The output from Yacora are population coefficients of the
desired electronic states in m™>. Furthermore, this can be an array for different input
parameters.

Yacora provides CR models for atomic hydrogen, molecular hydrogen and helium. In
this work, only the former two are used.

2.3.3.1. Atomic hydrogen model

This model includes six possible excitation channels which are depicted in Figure 2.11a.
Essentially, Yacora solves Equation (2.32), but splits the excitation channels, depending
on the regime. The full corresponding Ansatz for the particle density n, in state p is:

np = Ne (RHp ng + RH+p nu+ + Ry,p ny, + RH; ny; + RH;p ny; + Ru-p nH-) (2.37)

The terms in parentheses denote effective excitation of H, recombination of H*, disso-
ciative excitation of H,, dissociative recombination of H; dissociative recombination
of H} and mutual neutralization of H™ and H}, respectively. If the plasma is in an
ionizing mode (Figure 2.11b), which means that T, ~ 10 eV and n, ~ 10’ m™2, the con-
tributions from recombination, dissociative recombination from H, and H; and mutual
neutralization can be neglected. On the other hand, if the plasma is recombining, which
means T, < 1€V and n. ~ 1022 m™3, the channels direct excitation and dissociative
excitation can be neglected. Yacora solves Equation (2.32) with an integration technique.
Because of stiffness of the equation system, ordinary integration techniques are too
slow. Therefore, the solver CVODE [72] was chosen instead.

Yacora includes the 40 energetically lowest lying electronic states [70]. For this work,
the states up to the y-line are of relevance. The density of the ground state H(1) is a
fixed parameter because it is quasi-constant. Thus, reactions which only change the

2Max-Planck-Insitut fiir Plasmaphysik, 85748 Garching, Germany
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Figure 2.11.: Excitation channels for atomic hydrogen included in the Yacora CR model. (a) All
channels. (b) Channels relevant for ionizing plasmas. (c¢) Channels relevant for recombining
plasma. Reprinted from [73].

ground state density and not the population densities of excited states do not need to
be considered by the model. For example, stripping of negative ions by electrons:

H+e — H(1) +2e” (2.38)

In Reference [71], the sources for the cross sections are listed. The cross sections that
are unknown are estimated as done in Reference [74]. In Figure 2.12 the cross sections
for the excitation channels H(1) — H(p) with the principal quantum number p = (2, 7)
are shown.

1020 T T T T
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Figure 2.12.: Excitation cross sections for electron collisions with hydrogen atoms in the ground
state. The relevant cross sections for this work are H(2), H(3) and H(4) corresponding to the
Balmer Hy-, Hg- and Hy-line, respectively. Reprinted from [75]
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Table 2.1.: Einstein coefficients A; for atomic Balmer lines i from NIST: https://physics.nist
.gov/PhysRefData/ASD/lines_form.html

atomic line i Ajins™!

o« 4.41078 x 107
B 8.42076 x 10°
Y 2.53115x% 10°

The validity of Yacora has been tested extensively. For instance, it was compared to
measurements from OES, langmuir probes, double probes and microwave interferometry.
A study can be found in [71, 73].

2.3.3.2. Population coefficients for atomic lines

The calculation for the atomic hydrogen model requires the excitation channel as an
input. In the case of an ionizing plasma (see Figure 2.11b), the main excitation channels
are direct excitation:

H(1)+e” — H(p) +e™, (2.39)

and dissociative excitation:
H,+e — H(p) +H(1) +e . (2.40)

Here, H(p) is a hydrogen atom in an electronically excited state p and H(1) is an
hydrogen atom in the ground state.

In this work only the contributions from direct excitation are considered. However,
for a complete picture of excitation processes, the dissociative excitation can be of
importance (see Section 6.4.5).

The Einstein coefficients A, in Equation (2.36) for the atomic lines are listed in Table
2.1:

2.3.3.3. Molecular hydrogen model

The CR model for H; solves a system of equations similar to Equation (2.32) [73, 70]:
dn
P
q#p

Xg-sp is the total rate coefficient which includes all processes from the state g to the
state p and X,,_,4 is the total rate coefficient which includes all the processes from the
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state p to the state g. The reactions considered by Yacora for the H, model are listed on
the web page®. Furthermore, there are reactions which are optional:

+ Quenching is the de-excitation from the state a® and metastable state ¢* to
the ground state by heavy particle collisions. A detailed description is given in
Reference [73].

« Dissociative attachment is the collision between an electron and a hydrogen
molecule which leads to H;, that is not a stable ion, thus it dissociates in H and
H™:

H+e — H, - H+H" (2.42)

« Charge exchange of the excited states of H, with a positive ion of H

H+H" - H; +H (2.43)

Sensitivity studies can be performed to investigate whether these processes have a
relevant contribution to the measured intensities.

The web application of Yacora provides two possible datasets for the cross sections,
namely Janev [75] and Miles [76]. However, they are in significant disagreement, in
some cases differing by an order of magnitude (see Reference [73]). Thus, a new dataset
has been published by Scarlett et al. [77] in which cross sections are calculated with the
so-called molecular convergent close-coupling (MCCC) approach. A benchmarking of
Yacora calculations with old and new datasets can be found in Reference [73]. During
the writing of this thesis, the MCCC cross sections are not available in Yacora on the
Web. Thus, the calculations for the molecular population coefficients including the
MCCC cross-sections are performed directly by D. Wiinderlich and R. C. Bergmayr.

2.3.3.4. Population coefficients for molecular bands

The Einstein coefficient for the Fulcherx-spectrum is taken from Reference [68] (Table
4, page 955). It is the effective transition probability for the d°II, — a3§1; transition:

Afulcher = 2.4551 X 107 s7! . (2.44)

As discussed in Reference [68], it is not possible to estimate uncertainties in percent
on the Einstein coefficients because they strongly depend on the underlying potential
curve that is used for the calculations. However, since the Fulcher-a-band and the
atomic Balmer lines are the most prominent parts in the hydrogen plasma spectrum,

3https://www.yacora.de/help/help-page-for-h2-model (visited on 11/21/2025).
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it would have been recognized in literature if significant errors were present in the
calculations. Furthermore, the analysis in this work includes an uncertainty of 20 %
(see Section 6.4.2) that most probably covers all uncertainties from theory.

2.3.4. Comparison of OES measurements with CR model calculations

Depending on the calibration of the optical system, there are different possibilities to
monitor and determine plasma parameters. Three types of calibration are presented
below.

2.3.4.1. Plasma species identification

A wavelength calibration is the minimum calibration required to identify the correct
plasma species (see e.g. Figure 2.9). It enables the monitoring of the plasma and plasma
stability. The measurements that are shown in Sections 6.2 and 6.3 in principle only
require a wavelength calibration. The wavelength was already calibrated when the
spectrometer was purchased.

2.3.4.2. Line ratio method

For the determination of the Balmer line ratios and the ratio of the molecular Fulcher-o-
band and the Balmer lines, a relative intensity calibration is needed. The calibration is
provided by Thorlabs* The direct dependence on particle density and electron density
of the line radiation cancels out in Equation (2.36). The measured line ratio is then
directly given by the ratio of the corresponding effective emission rate coefficients. The

resulting Equation yields:
Ii _ RoiAi
I RojAj
with emission line/band i and j for i # j. When calculating the population coefficients
for different T, and ne, this gives a n.-intensity ratio and a T.-intensity ratio plot. In
this work, the ratios of the atomic «-, [3-, y-lines are evaluated. An atomic fraction
amm, can also be evaluated if the electron temperature is known T.. The starting point

is to calculate a theoretical ratio of atomic line to molecular band emission assuming

(2.45)

n(H) = n(Hy) . (2.46)

4Calibration service: https://www.thorlabs.de/thorproduct.cfm?partnumber=CAL-CCS2 Calibration
date: 23/05/2025.
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This is, again, compared to the measured ratio. By taking n. and T, into account which
are derived before hand, a deviation can be obtained between theory and experiment.
The deviation can be transferred to a deviation from Equation (2.46). The result is
eventually the atomic fraction:

n(H)

aHH, = () (2.47)

The relative calibration enables the investigations for different plasma parameters.
However, it is limited, because the ratio depends only weakly on T, which must be
known for the atomic fraction. This is discussed in Reference [20] and also shown in
the analysis from this work in Figure 6.8d.

2.3.4.3. Absolute emission of atomic lines and molecular bands

If the optical system includes an absolute intensity calibration, the information about
the system increases. The absolute line intensities are much more sensitive to T, than
the ratios. Furthermore,ny and ny, can be evaluated without the detour via Equations
(2.46) (2.47), because they serve as a direct input in the CR-model calculations (see
Equation 2.36).

If Te, ne, np and ny, is evaluated from the absolute intensities and the intensity ratios,
the pressure inside the plasma cavity must be known. For N particles inside the plasma
volume V follows from the ideal gas law:

pV
kB Tgas '

N =Ny + Ny, = (2.48)

The particle density is then n = N /V. Because the plasma is quasi-neutral (see Equation
(2.1)), and the electron density is in the region of 10'® m~3, and the particle number is
in the region of 1022 m™ (see Section 6.4.4), the number of ions is neglected.

At this point it becomes clear, that an absolute intensity calibration is essential when
utilizing OES as a quantitative diagnostics tool for the determination of plasma pa-
rameters. Hence, a graphical method is demonstrated to determine plasma parameters
like Te, ne, nu and ny, in Chapter 6 including the absolute intensity calibration of the
optical system. Furthermore, the theoretical toolbox is now provided to understand the
processes inside the plasma source. In Chapter 4, the experimental setup is presented
that is required to operate the plasma source.

The theoretical description of the E- and H- modes is supported by measurements of
this transition in Chapter 6. However, the characterization of the plasma source in this
work includes investigations of the beam that is emitted from the source. Therefore,
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2. Low temperature hydrogen plasma

graphene is exposed to the plasma source and structural changes are measured (see
Chapter 5). Therefore, the succeeding chapter provides a theoretical introduction to
graphene and measurements of defects on graphene.
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3. Graphene as an atomic hydrogen
sensor

The interaction between condensed matter and an electromagnetic field opens in-
triguing possibilities for characterization of solid state samples. Although most of
the photons traveling through a medium are transmitted or absorbed, a very small
fraction is scattered in all directions by inhomogeneities inside the medium. These
inhomogeneities can be static or dynamic. For instance, an impurity or a vacancy is
considered as static, whereas a phonon mode or something more exotic like charge
density waves or spin waves are dynamic scatterers. There are different instruments
to investigate inhomogeneities with electromagnetic waves, for example the Fourier
transform infrared (FTIR) spectrometer, which uses light in the infrared range, or the
Raman spectroscopy, which uses light from the visible wavelength spectrum.

The working principle of the latter is explained in Section 3.1. In Section 3.2 the two-
dimensional material graphene is introduced. In this work, graphene is exposed to the
plasma source. Two diagnostic tools are utilized to investigate structural changes on the
graphene. One is Raman spectroscopy. The theory of Raman spectroscopy on graphene
is elaborated on in Section 3.3. A confocal Raman microscope (CRM) is used to scan
the graphene samples ex-situ after exposure to the plasma source. The experimental
setup of the CRM is introduced in Section 3.4. The second diagnostics tool to observe
structural changes on the graphene is the measurement of the sheet resistance of the
graphene samples. In contrast to the CRM, this approach aims to be monitored in-situ to
observe time resolved changes. In Section 3.5 the theoretical basis for sheet resistance
measurements is given and the Van der Pauw method [21] is explained.

3.1. Raman spectroscopy of solids

The inelastic scattering of light by molecular vibrations was first reported by C.V. Ra-
man [78]. In 1930 Raman was awarded the Nobel prize for his discovery of Raman
scattering. Today, Raman scattering is a fundamental spectroscopic tool in solid-state
physics. This section describes the basics of Raman scattering in condensed matter and
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3. Graphene as an atomic hydrogen sensor

primarily guides towards Raman spectroscopy of graphene. The theory explained here
is a classical and empirical description that is sufficient for the interpretation of the
measurements in this thesis. This qualitative analysis mainly follows Reference [79]. A
complete quantum mechanical derivation is to find in e.g. Reference [80].

Assuming a sinusoidal electromagnetic wave

F(r,t) = Fi(k;, ;) cos(k; -r—w;t), (3.1)

entering a crystal, a sinusoidal polarization P(r, t) will be induced. Its amplitude is
given by
P(ki, 0),') = XFi(k,', 0),') . (32)

Here, y is the electric susceptibility that describes the electrical response to the incoming
wave. y is influenced by phonons. Mathematically, phonons can be described by an
atomic displacement function Q(r,t). In an adiabatic approximation, in which the
characteristic electronic frequencies are much larger than w,, y can be expanded as a
Taylor series in Q(r, t):

x(ki, 01, Q) = y(k;, w;) + (a_x) Q(r,t)+..., (3.3)
Q/,

where y, denotes the electric susceptibility in the crystal without any distortion. The
second term in Equation (3.3) corresponds to an oscillating susceptibility induced by
phonons or other similar fluctuations in the atomic displacement. Inserting Equation
(3.3) into Equation (3.2) the polarization can be split into two contributions:

P(r,t,Q) = Py(r,t) + Ping(r, 1, Q), (3.4)

where
Po(r, t) = yo(ki, wi)Fi(kiw;) cos(k; - r — w; t) (3.5)

is a polarization vibrating in-phase with the incident radiation. Pj,q(r,t,Q) is the
polarization induced by phonons:

Pina(r,6,Q) = (j—g) Q(q, wo)Fi(ki, i 1) (3.6)
0

X {cos[(k;+q)-r— (w; +wp) t] (3.7)

+ cos[(k;—q) - ¥ — (@; — wo) 1]} . (3.8)

Here, q is the wavevector of the phonon which oscillates with frequency wy. The
induced polarization consists of two sinusoidal waves: a Stokes shifted wave with
wavevector ks = (k; — q) and frequency ws = (w; — wp) and an anti-Stokes shifted
wave with wavevector kas = (k; + q) and frequency was = (w; + @wp). The former
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3.2. Properties of graphene

corresponds to the incident photon that transfers energy to the crystal, whereas the
latter corresponds to the incident photon that gains energy from a phonon. The phonon
frequency is equal to the difference between the incident photon frequency w; and
the scattered photon frequency ws. This is referred to as the Raman frequency or
Raman shift.

For Raman spectroscopy of graphene, only the Stokes-shifted part is relevant because
all scans are performed at room temperature and therefore the energy transfer from
excited phonons is suppressed. In general, not only one phonon eigenmode can interact
with the incident photon. Hence, assuming n phonons with wavevectors q,, ..., q, to
participate in the Raman process. The energy and momentum conservation laws are

w; = ws + Z g, 3.9)

ki=ks+ ) q. (3.10)

The theoretical basics given in this section allow the understanding of the qualitative
Raman spectra of defect-free and defective graphene which are explained in detail in
Section 3.3 (see also [81]).

3.2. Properties of graphene

To understand the qualitative Raman spectra in graphene (see also [81]) electronic and
phononic properties of graphene are introduced in this section.

Graphite is a stack of atomic carbon layers that form a hexagonal honeycomb lattice.
A monoatomic layer of this three-dimensional material is called graphene (see Figure
3.2a). This planar graphene layer itself has been presumed not to exist in the free
state, being unstable with respect to the formation of curved structures such as soot or
nanotubes [82]. However, K.S. Novoselov and A K. Geim achieved the production of
few-layer graphene (FLG) in 2004 which was sufficient to investigate the peculiar prop-
erties of this material [82]. In 2010, they received the Nobel price ’for groundbreaking
experiments regarding the two-dimensional material graphene’.
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Figure 3.1.: [llustration of covalent bonds in graphene. (a) [llustration of the sp? hybridization
of a carbon atom between its nearest neighbors. (b) Illustration of the remaining electrons
forming 7 bonds in vertical orientation to the sp-plane. Reprinted from [83].

3.2.1. Electronic properties of graphene

In pristine graphene the electronic configuration of the carbon atoms is 1s%, 2s and
2p? which corresponds to a carbon atom having 4 valence electrons. Those form sp?
hybrid orbitals which form o-bonds in in-plane orientation (see Figure 3.1a). The lattice
structure results in a honeycomb pattern that is illustrated in Figure 3.2a. The remaining
electron in the vertical component of the 2p? orbital forms weaker 7-bonds (see Figure
3.1b).

The electronic band structure of graphene can be derived starting from the two basis
vectors in reciprocal space which span the unit cell [84]. The wavefunction of the
electrons is approximated with the tight binding model in which electrons are considered
to be strongly bonded to the atomic nuclei [85]. This reduces the computational cost of
solving the Schrodinger equation compared to density functional theory but preserves
the quantum mechanical nature of the wavefunctions. The solution is performed with
the Linear Combination of Atomic Orbitals (LCAO) method [85]. More intuitively, all
atomic orbitals 1s, 2s® and 2p? overlap and thus form electronic bands that are named
as 1s%, 2s? and 2p? bands. Hereby, the s- and p-bands perform an analogous mixing
which results in a sp?-band. The dispersion relation yields:

3k k,a k,a 2
E=Eyxyo (1 + 4 cos (\/—zxa) cos (yT) +4 cos® (yT)) . (3.11)

Here, ky and k, are the represent the in-plane components of the wave vector k and
a = 1.42 A the lattice constant. The tight-binding integral or the transfer integral

The Nobel Prize in Physics 2010. NobelPrize.org. Nobel Prize Outreach 2025. Fri. 29 Aug 2025.
https://www.nobelprize.org/prizes/physics/2010/summary/ (visited on 11/21/2025).
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3.2. Properties of graphene

Figure 3.2.: Electronic band structure of graphene. (a) Illustration of the graphene lattice that
consists of two sublattices that are marked in red and black, respectively. The vectors a; and
ay span the unit cell. (b) Illustration of the first Brillouin zone corresponding to the unit cell
including the high symmetry points I', K, K’ and M. (c) Plot of the electronic band structure.
Three-dimensional representation on the left side and cut along the high symmetry points on
the right side. The valence band is blue and the conduction band is red. The linear dispersion
relation at the Dirac points (K,K’) is shown in the inset. Reprinted with permission from [88].
Reproduced with permission from Springer Nature.

Yo = 2.8 eV measures the strength of exchange interaction between nearest neighbor
atoms. The density of states (DOS) in graphene can be derived from Equation (3.11)
and it is found to be zero at the Fermi level. Along with the zero band gap, this is why
graphene is a zero band gap semiconductor (see Figure 3.2c). The symmetry points
K-and K’ are also called Dirac points because the dispersion relation for graphene is
linear there and therefore the charge carriers behave like massless Dirac fermions [86,
87).
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Figure 3.3.: Phonons of graphene. (a),(b) illustration of Raman active phonon modes. (c)
illustration of breathing motion of the lattice. (d) Phonon dispersion relation obtained from
DFT-GW (density functional theory supplemented by GW) calculations from Venezuela et
al. [89]. Reprinted with permission from [88]. Copyright 2018 Springer International Publishing
AG.

3.2.2. Phonon modes in graphene

A three-dimensional crystal with r atoms in the unit cell exhibits 3 acoustic modes
and 3r — r optical modes [87]. Graphene has two atoms in the unit cell. Therefore,
there are one longitudinal acoustic mode (iLA), two transverse acoustic modes (iTA,
oTA) and three optical modes (iLO, iTO, oTO) (see Figure 3.3d). Here, i and o denote
in-plane and out-of-plane phonons. From the symmetries of the phonon modes and the
Raman tensor, Raman selection rules determine the Raman-active phonons [80]. For
graphene, only the iLO mode in Figure 3.3a and iTO mode in Figure 3.3b at the I'-point
are Raman-active [12]. The phonon mode at the K-point in Figure 3.3c corresponds to a
radial breathing motion of the lattice. This branch is not directly Raman active, but is
very important for understanding the D and 2D Raman peaks of graphene.

3.3. Raman spectroscopy of graphene

In this work, Raman spectroscopy is used to investigate structural changes to the
graphene. Hence, an explanation for Raman spectra of graphene is given. The difference
between the spectra of pristine and defective graphene is explained. Furthermore, the
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Figure 3.4.: Raman spectra of (a) pristine and (b) defective graphene. Important spectral features
are annotated. Reprinted from [88]. Reproduced with permission from Springer Nature.

current state of knowledge about the connection between the defect density Lp, different
defect-types and corresponding changes in the Raman spectra is given in this Section.

3.3.1. Raman spectrum of pristine graphene

With Raman spectroscopy, the structure of graphene can be investigated. As described
in Section 3.1, incident light scatters with phonons and shifts the wavelength of the
reflected light. Depending on the structure of the graphene different phonons interact
with the light. For pristine graphene, the conservation of momentum determines the
possible interactions. The sum of the wavevectors g; of the phonons must be zero:

n
Z q;=0. (3.12)
i=1

A Raman spectrum of pristine graphene is displayed in Figure 3.4a. The process
that cause the peaks are illustrated in Figure 3.5(a)-(d). A green arrow in Figure
corresponds to an incident photon which produces an electron-hole-pair in the 7*- and
m-band, respectively. A red arrow corresponds to a scattered photon which results from
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Figure 3.5.: Representation of the origins of the four peaks in Figure 3.4. (a) The origin of the
G-peak. The electron loses energy to a zero momentum phonon and transits into the 7*-band.
(b) The origin of the 2D-peak. Two phonons with q, = —q, scatter electron to the 7*-band and
hole to the z-band. (c) and (d) The origin of the D- and D’-peak. Due to the presence of defects
the electron scatters with a none zero momentum phonon and the hole scatters with the defect.
The difference between D and D’ is the scattering process which is intervalley and intravalley.

recombination of electron and hole. The black arrows represent phonons which change
energy and band of the electron and hole.

The G-peak is a one-phonon scattering process. Due to Equation 3.12, the phonon must
have zero momentum. This is illustrated in Figure 3.5a. Hence, iTO and iLO modes
contribute to this process because they are Raman-active modes at the I'-point. The
G-peak is a degenerate Raman-peak located around 1580 cm™!.

The 2D-peak in Figure 3.4a originates from a two-phonon scattering process in which
Equation (3.12) requires the two phonon momenta to be q; = —q,. This peak is broader
because it results from a continuum of phonons. This is due to the fact that there are
no further restrictions on the modulus of q;. The phonon can be anywhere within the
Brillouin zone. The dominant contributions yield from the TO-branch, with q near the
K-point. A representation of the process is shown in Figure 3.5b.

3.3.2. Raman spectrum of defective graphene
Defects in the graphene structure change the Raman spectrum (see Figure 3.4b). The

most prominent defect types in graphene that are relevant for this work are edges,
vacancies and sp>-defects:
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3.3. Raman spectroscopy of graphene

Edges The graphene samples used in this work consist not of a perfect monolithic
graphene layer but rather of many graphene ’flakes’ with a maximum
size of about 20 ym [90]. Hence, every scan with the Confocal Raman
Microscope (CRM) includes edges.

Vacancies If a carbon atom is missing in the honey comb structure of graphene it is
called a vacancy.

sp>-defects In Section 3.2.1 the band structure of pristine graphene is explained. In
in-plane direction the carbon atoms form sp? hybridized orbitals. In
out-of-plane direction every C atom has an electron in a p, orbital, If a
radical bonds to covalently to this point the electro-chemical configuration
changes from sp? to sp>. In this work atomic hydrogen as a radical is most
relevant.

If defects are present in graphene, the structural symmetry breaks and Equation (3.12)
does not hold anymore because electron-defect scattering contributes to the conser-
vation of momentum. This gives rise to further peaks in the Raman spectrum (see
Figure 3.4b). The degeneracy of the G-peak (see Section 3.3.1) is abolished, and phonons
away from the I'-point contribute to the one-phonon scattering processes. A defect
can activate the breathing motion in Figure 3.3¢ which enables intervalley electron-
phonon scattering as shown in Figure 3.5c. This results in the D-peak that is located
around 1350 cm™~![12]. Furthermore, intravalley processes as double resonance also
occur which give rise to the D’-peak located around 1600 cm™'[12].

3.3.3. Models for the defect density Lp

The ratio of the D-and G-peak enables the extraction of information about the defect
density Lp which describes the average distance between two lattice defects. At the
time of writing this thesis, there is not a singular model available that is valid for all
defect types (from e.g. Reference [91]). In Reference [92] an analytic relation between
Ip/I; and Lp is obtained from Raman scans with different excitation laser lines of
Ar-ion-bombarded samples (see Figure 3.7b):
Ip _ CA—(ri —r5) [e77s/tD — e~ (ra=r)/Lp] . (3.13)
I (ri —2rd)
The length scales ry and rs determine the region where the D band scattering takes
place. The quantity rg is the radius of the structurally disordered area caused by the
impact of an ion. r, is the radius of the area surrounding the point defect in which the D
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3. Graphene as an atomic hydrogen sensor

band scattering takes place. The parameter Cj is a scaling factor for the activated region.
In Equation (3.13) C4 represents the maximum possible I /I;. This maximum would
be reached in an ideal case where the D-peak is activated throughout the sample, with
no disruption of the hexagonal carbon rings. Equation (3.13) was originally proposed
by Lucchese et al. [14]. Because this model was intended for ion-induced point-defects
rather than chemical functionalization, it is an incomplete description of sp-type
defects. Therefore, Fournier et al. developed a model that includes, in addition to the
radii r4 and rg, a third radius ry,s which corresponds to the radius of the sp3-hybridized
region of the carbon atom. It is visualized in Figure 3.6a. This is not Raman active and,
if taken into account, an overestimation of Lp is prevented. The contribution from
the sp*-C surface fraction is proportional to the intensity of the G-band, whereas in
literature, that uses the Lucchese model, the G-peak is set to be constant [92]. The
resulting formula is:
IE _ Cs fg +Cy f;;

(3.14)
I 1- f;ps

) |
( 0.1% ) Lucchese et al
H 6 Our model
: ' Wang et al
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Figure 3.6.: Defect density L models. (a) Visualization of the Fournier et al. model. (b)
Comparison of different models relating defect density and Ip/I;. The Wang et al. model is not
explained in this work. Reprinted from [13].
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with the surface fractions:

f;i — e TS0 _ e—nria

—7{"2.0
f;p3=1_e sp3 .

Here, o = % is the defect concentration, N the number of molecules, and St the total
surface of graphene. This model is non-empirical and incorporates input parameters
from quantum chemistry calculations.

In Figure 3.6b the different models are compared. Taking the sp*-radius into account,
leads to significant differences in L and sp® coverage depending on the model.

3.3.4. Defect density regimes

In Figures 3.6b and 3.7b the relation between Ip/I; and Lp can be divided into two
regions:

Stage 1 is defined as defect densities Lp > 3 nm where the relation Ip/Ig « (1/Lp)?
holds. With decreasing Lp, Ip increases because the distance between two defects
decreases, so the e-h pairs have a higher probability of scattering with those defects.
Stage 2 is defined as Lp < 3 nm. The distance between two defects is smaller than the
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Figure 3.7.: Defect density in graphene in relation to the D/G ratio. (a) Raman spectra for
different Lp,. (b) Ip/I; for different SLGs and laser energies. The solid lines are fits according to
Equation (3.13) with r¢ = 1nm and r4 = 3.1 nm. The inset plots C4 as a function of the laser
energy E;. The solid curve is given by C4 = 160 E;*. Reprinted with permission from [92].
Copyright (©) 2011, American Chemical Society.
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Figure 3.8.: Ip/I; over the full width half maximum (FWHM)p) of the D-peak. For different
measurements of functionalized graphene. To distinct areas visible with FWHMp ~ 40 cm™! as

a threshold. Reprinted from [13].

average distance an e-h pair travels before scattering with a phonon. Therefore, the
contributions of defects and phonons will not sum independently [92]. Furthermore,
the relation Ip/Ig o 1/L% does not hold anymore because I can be assumed roughly
as constant because the G-peak is related to the relative motion of sp?-carbons. In this
regime a different relation is proposed Ip/Ig o L? because the development of the
D-peak indicates ordering of the honeycomb lattice [92].

The assignment of different I /I measurements to the defect density region enables
comparability between them. In literature (see Ref. [92]) the Raman spectrum evolves
in the high defect density as follows: The G-peak position decreases from ~1600 cm™!
towards ~1510 cm ™. The width T of the D’-and G-peak is so big that they overlap and
a Lorentzian fit with a shoulder cannot separate them anymore. Furthermore, there
are no more well-defined second-order peaks (see Figure 3.7a).? Hence, combining
the width I'; of the G-peak and Ip /I allows discrimination between the two regimes
[92]. In addition, in Reference [13], the width of the D-peak is used instead. Figure 3.8
shows two distinct behaviors between the width of the D-peak and the measured Ip /.
At low coverage rates, FWHMp remains nearly constant. At large coverage rates, a
significant overlap of the sp*-disks (see Figure 3.6a) occurs, and so FWHM), increases
as Ip/I; decreases [13].

2Here, second order means scattering processes with two phonons. For example the 2D-peak.

50



3.3. Raman spectroscopy of graphene

STAGE 1 STAGE 2
® Fluorinated ' '
& Oxidized %
= Hydrogenated o 8.
® Anodic bonded -
¥¢ lon bombarded .ﬂ%l
v Oxidized ? F
O Graphite "' % ,I
™\ - o]
O ) 4 -
N Is]
= 1| o % o ]
— oo n -
(] N w e
\_-/ L | o 2 lror/:)o\n Ye 1
- v i
(] n o
w o : %
. *//
o) 1 . e * (,ﬂ(/:ca;\’cy 1
PR L% HO)MD)~T
e o) . o/ w e
| | 'ﬂ/ /,p/‘/;ounﬂnry
/}f»-',,of” 1HD)MD)~3.5
0.1 , %50 0.1, 0.2)
0.01 0.1 1

I(D')/I(G)

Figure 3.9.: Collection of data from literature for Ip /I ratio over Iy /I ratio. The dotted lines
are only a guide for the eyes. The linear dependence of the ratios in a low defect density regime
is shown on the inset. This allows to distinguish between defect types from the In /Iy ratio.
Reprinted from [15]. Copyright © 2012, American Chemical Society.

3.3.5. Raman spectroscopy of hydrogenated graphene

Hydrogenation is the adsorption of atomic hydrogen on a 2D material. Graphene, which
is fully hydrogenated, is also known as graphane.

Hydrogenation of graphene assumes no breakage of carbon-carbon bonds and therefore
only one hydrogen atom can bond covalently to each lattice-carbon [11]. This process
changes the sp?- to a sp3-configuration, resulting in a defective behavior of the graphene
because it breaks the rotational symmetry, and one-phonon scattering processes with a
wavevector q # 0 become more likely.

To quantify the hydrogen coverage on the graphene the defect density Lp, is required.
However, the ratio In/Ig is not sensitive to the defect type (see Figure 3.6b). Therefore,
the D’-peak and its ratio Ip /Iy are used in the literature (see e.g. [15]). Figure 3.9 shows
a difference in Ip /I assuming I constant. Eckmann et al. plot their own data and data
from literature on this. To see is that sp>-type defects formed with F, O and H? follow
a different Iy /Iy ratio than vacancy-type defects. Hence, Eckmann et al. give values

3A Raman scan cannot distinguish between the three atoms because they all form sp*-bonds.
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on the intensity ratio if it ensured that the data is assigned to the low defect density
regime Stage I
Ip

~ 13 (3.15)
I’ max
for sp*-type defects and ;
D x7 (3.16)
I max

for vacancy-type defects. Values in between 7 and 13 indicate a mixture of sp*-type
and vacancy-type defects. In this case, it is not possible to extract a defect density with
neither the Lucchese et al. nor the Fournier et al. model (see Figure 3.6b).

3.4. Confocal Raman Microscope (CRM)

In this work, Graphene samples are exposed to the plasma source. The experimental
setup is presented in Section 4.4. To observe structural changes on the graphene Raman
microscopy is utilized. In this section, a Confocal Raman Microscope (CRM) is presented
that is used to scan the graphene samples after they have been exposed to the plasma
source.

The Raman microscope used in this work was constructed by Diaz Barrero et al. [16].
The CRM is tailored to be compatible with tritium contaminated samples and enable a
large operational flexibility. It is constructed nearly from off-the-shelf optomechanical
and optical components. The device is a combination of confocal (laser scanning)
microscopy and Raman spectroscopy. A detailed discussion on hardware and software
is given in References [16] and [81]. The scanning and imaging of all samples is
performed by G. Zeller, as it is a specialized device that requires experience in confocal
Raman microscopy.

The setup of the CRM is illustrated in Figure 3.10. It is divided into three functional
groups:

Segment A Monochromatic light with a wavelength of 532 nm is generated by a laser.
In contrast to the initial design with a diode-pumped solid-state (DPSS)
laser [16] a LaserBoxx LCX-532L unit is utilized, at 100 mW output power
equating to a power density on the graphene surface of ~ 2.4x 105 W/cm?.
The light is coupled into the system using a single-mode optical fiber. A
dichroic beam splitter combined with a microscope objective is used to
focus the laser. Furthermore, it filters Raman light from Rayleigh light
which is reflected from the sample. However, a sub-percent of the 532 nm
light can pass the filter.
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Figure 3.10.: Technical drawing of the confocal Raman microscope. Details on the different
segments can be found in the main text. Reprinted from [16].

Segment B The reflected light, that passed the dichroic beam splitter enters a beam
splitter cube. The Rayleigh light is redirected to a CMOS camera which is
used to position the samples. The Raman light is transmitted into segment
C.

Segment C The light from the beam splitter cube still contains Rayleigh light and
laser light reflections. They are filtered with a long-pass filter. The re-
maining Raman light is focused and coupled into an optical fiber which is
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3. Graphene as an atomic hydrogen sensor

guided to a spectrometer with a CCD detector. The initial grating with
300 grooves/mm was updated in May 2024 to a high-resolution grating of
1200 grooves/mm resulting in a spectral resolution of (9.6 +0.7) cm™.

For alignment and two dimensional scanning, the sample is mounted on a motorized
XYZ-stage. Data acquisition and automated scanning modes are performed with the
LabView™ - based analysis software LARAsoft2 [81].

The CRM is utilized as an ex-situ diagnostics tool for the plasma exposed graphene
samples (see Chapter 5). In Section 3.3 Raman theory for graphene is described. The
2D/G intensity ratio is used in general to determine the quality of the graphene layer.
In this work, the presence of the 2D-peak is in addition used to visualize if the graphene
layer was fully removed by the plasma source exposure. Furthermore, the D/G intensity
ratio is used as an indicator for the defect density Lp, and the D/D’ intensity ratio is
used to distinguish between vacancy-type defects and sp>-type defects.

3.5. Sheet resistance of graphene

In this work, graphene samples are exposed to the plasma source. To analyze structural
changes on the samples, a CRM is utilized (see previous section). The graphene samples
are scanned ex-situ after the exposure to the plasma.

Structural changes on the graphene are caused by defects. All types of defects change
the sheet resistance of graphene. For sp® type defects like hydrogenation, the radical
(hydrogen atom) bonds covalently to each lattice-carbon [11]. The conduction electron
from the 7-band is then included in this bond and does not contribute to the electrical
conductance anymore. Hence, the sheet resistance of the graphene sample increases. In
this work, a second analysis tool (in addition to Raman microscopy) is implemented that
enables in-situ monitoring of structural changes to the samples. This is the measurement
of the sheet resistance of the sample. However, the sheet resistance is not sensitive to
the type of defect on its own. Therefore, the sheet resistance measurement is combined
with a thermal annealing method that enables the reversibility of the hydrogenation
process.

3.5.1. Definition of the sheet resistance

The resistivity of the graphene sample is measured with a four-point technique which
is more robust compared to two-point techniques. This is because it uses one channel
for the current and a different channel for the voltage measurement, so that contact
and lead resistance errors are minimized [93]. A general contacting setup is illustrated
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3.5. Sheet resistance of graphene

Figure 3.11.: Four-point measurement method of a quadratic material sample. This is an
exemplary vertical configuration. A current ! is applied from contact 2 to contact 1 and the
voltage is measured between contact 3 and 4.

in Figure 3.11. The material dependent resistivity of a three-dimensional conductor p is
defined as:

where, R is the ohmic resistance R = ¥ with the measured voltage V and the applied
current I. The factors w,h and [ are the width, height and length of the material,
respectively. In the case of a square film, the width is equal to the length and the sheet
resistance becomes equal to the resistance:

R=RD

Sl S

(3.18)

The unit for the sheet resistance is Q/0. Thus, it corresponds to the resistance of a
square piece of the material.

3.5.2. The Van der Pauw method

To measure the sheet resistance of a graphene sample the Van der Pauw method is used
[21]. It employs a four-point probe placed in the corners of a sample (see Figure 3.12), in
contrast to a standard linear four point probe (see Figure 3.11). Thus, the Van der Pauw
method provides an average resistance of the sample, whereas a linear configuration
measures the resistance in the sensing direction.

The following conditions must be met, in order to use the measurement as a quantitative
method [21]:

1. The four contacts (1,2,3,4) are placed on the circumferences of the sample.

2. The area of contacts of any individual contact is at least an order of magnitude
smaller than the area of the sample.
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3. Graphene as an atomic hydrogen sensor

(b)

Figure 3.12.: Different four point contact configurations for sheet resistance measurements with
the Van der Pauw method. (a) Configurations for Ry. (b) Configurations for Ry. Image adapted
from [94].

3. The sample is homogeneous.
4. The sample does not contain any isolated holes.

If these conditions are not fulfilled perfectly, the measurement method can still be used
as a qualitative monitoring tool.
A sheet resistance is determined by combining the different permutations of the four

point contacts. The permutations are illustrated in Figure 3.12. The sheet resistance is

defined as: P
V4 H+ Ry
=— .=~ .f. 3.19
In2 2 f ( )

where Ry is a linear combination of the horizontal four-point measurements (Figure
3.12a)

Rg

_ Riz34 + Rp143 + R3g12 + Ras 21
2
and Ry is a linear combination of the vertical four-point measurements (Figure 3.12b)

Ry , (3.20)

_ Ri324+ R3142 + Rog 13 + R3142

R
v 2

(3.21)

The asymmetry factor f depends on the ratio of Ry and Ry.
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3.5. Sheet resistance of graphene

3.5.3. Reversibility of sp> defects on graphene

In addition to a sheet resistance measurement of graphene, a thermal annealing setup is
required to distinguish between vacancy-type and sp>-type defects. If a hydrogenated
graphene sample is heated, the adsorbed hydrogen atoms desorb but the vacancy-
defects remain. Cha et al.[19] demonstrated the reversibility of hydrogen adsorption on
graphene samples. They measured the resistivity of a graphene monolayer on a 300 nm
SiO,/Si substrate in-situ with a two-point contacting method. The graphene sample
was placed in a distance of 15 cm away from a microwave driven hydrogen plasma
source. This study was focused on hydrogenation with the ions H*, H and H;. To
filter for them, a quadrupole magnet from a quadrupole mass spectrometer (QMS) was
utilized. The resistivity of the graphene sample on the left side of Figure 3.13 increases
from 4kQ up to 1 MQ after 600 s of exposure. Subsequently, an electrical current was
applied to the graphene sample, which induced Joule heating. The resistivity decreased
to 9 kQ. The hydrogenated graphene was annealed at 300 °C for 3 h.

In this work, one aim is to characterize the beam emitted from a plasma source. The
approach is to place graphene samples in front of the source and investigate structural
changes via in-situ sheet resistance measurements and ex-situ CRM. Therefore, the
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Figure 3.13.: Reversibility of hydrogenation via thermal annealing. Left: Relative change in
electrical resistivity of graphene measured in-situ after the exposure to hydrogen plasma. Right:
Subsequent Joule heating. Inset: Optical image of the graphene sample. Reprinted from [19].
Copyright (©) 2021 the Japan Society of Applied Physics.
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3. Graphene as an atomic hydrogen sensor

experimental exposure setup and the contacting setup for the Van-der-Pauw measure-
ments is presented in Chapter 4.

In Chapter 5, results of sheet resistance measurements and CRM scans are presented.
The theoretical toolbox given here is necessary to understand these measurements. Fur-
thermore, the discussion in Chapter 5 on hydrogenation results includes the literature
that was described here.
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4. Commissioning of the experimental
setup

Developing and characterizing a source which dissociates molecular tritium is an
extensive project. As a first step, different atomic dissociators must be tested with
hydrogen. The sources, which are commercially available, are listed in Section 1.4. In
this work, a plasma-based dissociator from the company SVT Associates, Inc. (SVTA)'
is characterized. In Section 4.1 the vacuum system which is needed to operate the
plasma source is introduced. In Section 4.2 the components and the operation of the
plasma source are explained. In Section 4.3 a study on potential boron contamination
of the vacuum system caused by the plasma source is presented.

Samples of monolayer graphene on a SiO,/Si substrate are placed in front of the orifice
of the plasma source. The samples are exposed to the emission from the source. A
Confocal Raman microscope (CRM) is used ex-situ to observe structural changes in
the graphene. In Section 4.4 a hardware setup to expose the graphene samples to the
plasma source is presented. The realization of an electrical contacting method for Van
der Pauw measurements is presented. This enables monitoring the sheet resistance of
graphene samples in-situ while loading them with the plasma source.

4.1. Vacuum system

To operate a low temperature plasma source, a dedicated vacuum system was built and
is described in the following. In Figure 4.1 a photograph and in Figure 4.2 a flow chart
of the system is shown. It consists of a CF100 vacuum cross (left part) and a CF100
vacuum double cross (right part). The plasma source is mounted into the left cross and
can be supplied with H,, D, and Ar gas from the left. In this work, only H; is used. Two
flow controllers are connected in series: The flow controller FIRC RF102 ? allows coarse

1© 2025 SVT Associates, Inc. 7620 Executive Drive, Eden Prairie, Minnesota 55344 USA

2Brooks Instrument GmbH, Zur Wetterwarte 50, Gebdude 337/B, 01109 Dresden, Germany. https:
//cdn.brooksinstrument.com/-/media/brooks/documentation/products/mass-flow-controller
s/metal-sealed/gf80/data-sheet-gf80-gf81.pdf?rev=-1&sc_lang=en&hash=bc74d83f25695c0a
1bcOc112fc9953d4 (visited on 11/21/2025).
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Viewport of the
plasma source
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Figure 4.1.: Photo of the dedicated UHV system for the plasma source. The plasma source is
mounted from the left in to the left CF100 vacuum cross. The gas comes from the back of the
system. There, RP10 is installed. Furthermore, RP20 is the lower of the marked pressure sensors.
It is mounted on the back side as well.

setting between 20 sccm and 2000 sccm and FIRC RF100 * sets the final flow between
0.01 sccm and 20 sccm. The gas supply line includes a bypass with a scroll pump VA202
that circumvents the flow controller. Therefore, the supply line can be flushed before
starting experiments.

SVTA requires for the operation of the plasma source a vacuum-side pressure of around
1076 to 107> mbar. To ensure this, three turbo molecular pumps (TMP) VA 100, VA300
and VA301 are attached to the main vacuum system, namely the HiPace 350 from Pfeiffer
Vacuum®. They are connected in parallel to another TMP that connects to a scroll pump.
To ensure safety, any exhaust gas is safely transported to the laboratory exhaust air
system.

Various pressure sensors are attached to the system. The sensors that are installed for
safety are connected to interlocks such that all gas valves close automatically if a a
pressure of > 1mbar is measured inside the UHV system. In the following only the
sensors that are relevant for science measurements are described. For monitoring of the
inlet pressure, RP10 ° is utilized. It has a measurement range of 10 — 10> mbar. In this

3@ 2025 Alicat Scientific, Inc. https://documents.alicat.com/specifications/DOC-SPECS-MC-
MID.pdf (visited on 11/21/2025).

pfeiffer Vacuum GmbH, Berliner Strafie 43, 35614 Aflar, Germany. https://www.pfeiffer-vacuum.c
om/global/de/product/hipace-350-450.html

5© 2003 - 2025 Ideal Vacuum. https://www.idealvac.com/files/manuals/Pfeiffer-PKR-360-
Gauge Manual.pdf (visited on 11/21/2025).
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Figure 4.2.: Flow chart of the process design, including gas supply and vacuum system. PS
stands for plasma source and SH for sample holder. Two different sample holders are used in
this work. One for boron and boron nitride investigations (see Section 4.3) and one for exposing
graphene to the plasma source (see Section 4.4).

work, it is assumed that the inlet pressure is equal to the pressure inside the plasma
cavity. To monitor UHV conditions, RP20 ° is utilized with a measurement range of
107? — 10% mbar. All pressure sensors are monitored and recorded with an autarkic data
acquisition system’. The background pressure was successfully reduced to 10~° mbar
with the pumping setup combined with a bake-out system that allows heating up to
210°C.

Shttps://www.idealvac.com/files/manuals/PKR-251_Operating_Instructions.pdf (visited on
11/21/2025).

7© 2025 gbm - Gesellschaft fiir Bildanalyse und Messwerterfassung mbH. https: //www.dydaqlog.de/
messtechnik-produkte/dydaqlog (visited on 11/21/2025).
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PBN cavity RF coil

cornglass 7056 view port

gas outlet

Figure 4.3.: Photo of the ICP plasma source. H; gas is transported from the left into a PBN
cavity. An AC current with 13.56 MHz is driven in the RF coil to ignite the gas inside the cavity.
On the right end of the cavity is an orifice that leads to a beam emitted into the UHV system due
to the difference between inlet pressure and UHV pressure. At the back of the plasma source
direct line of sight is given through a view port. To this, the optical system for OES is attached.

4.2. Design of the plasma source

SVTA states that the plasma source ’is designed to dissociate diatomic nitrogen, oxygen
and hydrogen without producing high energy ions’ 8. Its purpose is to be used in semi-
conductor industry, more precisely, for cleaning of substrates for thin film deposition.

4.2.1. Components for operation

The plasma source is an ICP-source (see Section 2.2) with RF powers of a maximum
of 600 W. The RF-frequency is a widely used standard value of 13.56 MHz [95, 96].
The cavity in which the plasma is ignited consists of pyrolytic boron nitride (PBN). It
has a length of 25.4 cm (10.0”) and a width of 5.969 cm (2.35"”). The orifice size of the
cavity is 0.46 mm (0.018 ) which was custom made to optimize for an operation flow
of 0.1 sccm. This is important when comparing the different atomic hydrogen sources
for KAMATE (see Section 1.4).

In Figure 4.4 the components needed to operate the plasma source are illustrated. A
RF generator produces an AC current that is transferred into the RF coil at the plasma
source (see Figure 4.3). The plasma transports electromagnetic waves via its high
amount of charged particles [58]. A transformer circuit in Figure 2.7 is used to react on
and control the plasma response. The forward power (FP) can be set at the generator
panel. This is the power with which the AC current is driven through the RF coil. The
power absorbed by the plasma is the load power (LP). Optimally, the plasma can absorb

8https://www.svta.com/uploads/documents/RF_4.5.pdf (visited on 11/21/2025).

62



4.2. Design of the plasma source

Analog

Controller External
RF Power

S Through-line > r\l\?atchmkg Gas Reactor
ource Power Meter etwor
| RF Generator |_’

Figure 4.4.: Schematic of components for plasma source operation. The gas reactor is the area
where the plasma is running. The RF coil is directly connected the matching network which is

\ 4

connected to the RF power source via RF power cables. The power source is controller with an
RF generator and an analog controller. Figure adapted from SVTA manual [97].

all the power. However, this is usually not the case. Especially after igniting the plasma,
it needs time to stabilize and thermalize with the cavity walls. Hence, the power which
is not absorbed is reflected back into the coil and strains the power supply. This is
called reflected power (RP).

The following analogy is used in order to illustrate the system: Assume a resonant
circuit, consisting of a capacitor and a wire connecting both plates of the capacitor. The
circuit is operated with an AC current. If the capacitor can follow the frequency of the
AC current by charging and discharging with the same frequency, the impedance is 0.
If the oscillation is too fast, the capacitor can not follow, which results in an impedance
of # 0. The capacitor induces a current which points in the opposite direction of the
AC current. The same happens with the plasma source, where the capacitor represents
the coil with the plasma. The strength of the wave induced by the plasma is the RP.
FP, LP, and RP are related as follows

LP=FP —RP. (4.1)

To avoid serious damage to the electronics, a matching network is implemented between
the power source and the RF coil (Figure 4.4). This network adjusts internal impedances
to minimize RP and maximize LP.

SVTA includes an analog controller that enables customized control options. In this
work, the controller has a vacuum interlock, a water cooling interlock, a shutter, and
a connection to the computer including a labview software which allows to control
all source parameters through the PC. Furthermore, the software includes plasma
monitoring if an optical spectrometer is connected.

4.2.2. Optical system for OES

The plasma source is designed so that there is a direct line of sight to the plasma in
the direction of the gas inlet (see Figure 4.3). SVTA provides an optical system to
monitor the plasma. It includes a lens with a holder to attach to the view port, an optical
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4. Commissioning of the experimental setup

SMA-SMA fiber ? from Thorlabs and a CCD spectrometer '° from Thorlabs covering a
wavelength range of 200 — 1000 nm with a 2 nm uncertainty (see Figure 6.1).

The SVTA software displays the spectra measured with the CCD spectrometer. Further-
more, integration limits can be set, so that two integral values are plotted and saved
over time. In Section 2.3.2 a detailed explanation of the hydrogen plasma spectrum is
given.

4.3. Boron and Boron Nitride deposition on glass

The purpose of this research is to investigate potential boron (B) or boron nitride (BN)
emission from the plasma source. Figure 4.3 shows an image of the source. The white
cylinder of the source, which is surrounded by the water-cooled radio frequency (RF)
coil, is the cavity in which the plasma is ignited. More precisely, only in the range of the
coil is plasma burning. The cavity material was chosen to be tritium-plasma compatible:
First of all, it needs to be nonmagnetic to let magnetic fields, induced by the RF coil,
pass through freely. The cavity encapsulates the plasma and is in direct communication
with it. Therefore, the material needs to be chemically inert. Physical robustness is also
important because the plasma can consist of species with high dynamics, which means
that a low sputter rate is required. Furthermore, the material should preferably have
high purity in order to have predictable plasma properties. The manufacturer provides
three different materials for the cavity: pyrolytic boron nitride (PBN), aluminia (Al,O3)
and quartz (SiO,). Materials containing oxygen were avoided because the plasma
could release oxygen leading to the formation of tritiated water, i.e., T,O or HTO. This
substance is highly reactive and has much higher permeation through various materials
which is extensively described in Reference [98]. Furthermore, as described in Section
1.4, past efforts in atomic tritium research observed losses in the dissociation fraction
within hours when using cavity materials like quartz or Pyrex. Thus, PBN is chosen for
the cavity material.

4.3.1. Motivation for the study

There are two main reasons for the possibility of contamination. Firstly, according to
the source manufacturer, the cavity is built in layers so that it flakes off from time to

9®© 1999-2025 Thorlabs, Inc. https://www.thorlabs.de/thorproduct.cfm?partnumber=M14L01 (visited
on 11/20/2025).

Ohttps://www.thorlabs.de/newgrouppage9.cfm?objectgroup_id=3482&pn=CAL-CCS2 (visited on
11/20/2025).
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Figure 4.5.: SIMS depth profile of SiGe sample with an H plasma as a surfactant. (a) Running
H plasma for 30 minutes inbetween layer three and four and letting plasma run for layer four
to six with a constant driving power of 600 W. (b) First layer without hydrogen. Second layer
with molecular hydrogen. Hydrogen plasma was ignited in a ten minute growth interrupt
kept running for the remaining layers with driving powers from 400 to 600 W in 50 W steps.
Reprinted from [10] with permission from (€) IOP Publishing Limited 2024.

time to produce a self-cleaning effect. The BN-flakes should remain inside the cavity.
This needs to be verified before it is used in a more delicate setup.

Second, A.D. Lambert et al. observed B-contamination in their samples ([10]). Therein,
silicon germanium molecular beam epitaxy (SiGe MBE) is performed. From a solid
source MBE system, Ge is grown on a silicon substrate in a thin layer-wise manner.
According to the paper, with this setup, the surface roughness appears to be high as a
result of a mismatch of the isostructural lattices of Si and SiGe. Therefore, a surfactant
species, here atomic hydrogen, is used during growth to reduce the roughness between
the growth processes. This paper specifically focuses on the electrical quality and
contamination of epilayers deposited by this technique.

For hydrogen cleaning, a commercial plasma source was used, with the exact type
and model number unknown, to produce atomic hydrogen.!! This source was also an
ICP source with a driving radio frequency of 13.56 MHz and, most importantly, a PBN
cavity. It is not specifically mentioned whether the plasma is in E- or in H-mode (see
Section 2.2.3.

To analyze their samples, Lambert et al. used secondary ion mass spectrometry (SIMS)
to resolve different mass species for different depths and electrochemical capacitance-

'While explaining the difference between thermal cracking sources and inductively coupled plasma
(ICP) sources, the paper states: ,Both types of source have been widely reported in the literature
... In this study we choose the latter [plasma source] because of its smaller thermal loading on the
growth system and less risk of metallic impurity contamination®. Knowing this, it would be
reasonable to investigate thermal source used in the atomic tritium research as well in the scope of
metallic contamination.
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Figure 4.6.: Electrochemical capacitance-voltage (eCV) depth profiles showing carrier distribu-
tion of SiGe sample. It is the same sample as in Figure 4.5b. Reprinted from [10] with permission
from © IOP Publishing Limited 2024.

voltage (eCV) depth profiling to investigate charge carrier concentrations. Figure 4.5a
shows a SIMS depth profile. There, the growth was interrupted after three layers and
the H plasma was ignited for 30 minutes. After that, the remaining Ge structures were
grown with plasma burning. The maximum driving power of 600 W has been applied.
This plot shows clear evidence for B-contamination. Interestingly, there is a B-peak at
the position where the H source was turned on, which could lead one to assume that
the ignition process has some special effect on the B-emission.

In Figure 4.5b a SIMS depth profile with different source powers is shown to investigate
whether an increase in H flux leads to increases in B-contamination. Again, a clear
B-contamination is observable. However, an increase in power shows a decrease in
B-contamination. To explain this, the paper supposes a self-cleaning effect, which is
achieved at higher RF powers, so that the hydrogen atoms clean the B-contaminated
surface. In Figure 4.6 an eCV measurement of the same sample as in Figure 4.5b is
presented. Therefore, the same structure is visible. The carrier concentration is in
the range of 10'® to 10’ cm™. Such an amount of B could influence the resistivity of
hydrogenated graphene.

Lambert et al. assumed that B-contamination could be caused by diborane, B,Hj, created
inside the cavity, as the discharge reacts with the walls of the cavity.

Due to the fact that the long-term goal is to measure dissociation fractions with a
quadrupole mass spectrometer (QMS) it is inevitable to investigate B or BN emission
from the plasma source because the most QMS require pressures in the range of 107
to 10~° mbar. Moreover, B could be a background for the hydrogenation of graphene
(see Section 4.4). If a significant amount of B is deposited on the graphene sample, the
resistivity is expected to decrease, because B is a metal.
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4.3. Boron and Boron Nitride deposition on glass

Figure 4.7.: Component that holds a glass slide. It includes a piece of aluminum that covers half
of the glass slide. In principle other materials than glass can be mounted in this holder. The
construction was made such that the holder can be mounted in any orientation without the
possibility of dropping the glass slide. The holder is attached to a CF100 flange.

4.3.2. Experimental setup

To test B-/BN-emission, a microscopy glass plate is mounted in front of the orifice of
the plasma source. In Figure 4.7 a tailored holder for this purpose is shown.'? It consists
of aluminum and holds the glass slide. Holder and glass slide are placed at the position
of SH facing the outlet of the plasma source (see Figure 4.2). The distance between
the glass sample and the plasma source orifice is approximately 15 cm. This distance
is sufficient for the beam to hit the glass plate because a beam profile is observed on
graphene samples that were placed in a similar distance (see Chapter 5).

Table 4.1.: Overview of the investigation process. Three glass slides have been loaded with
different loading parameters, which are: loading cycle, loading time per cycle ¢, hydrogen gas
flow @, plasma driving power Pgg, microscopy tool (MT) before and after exposing the glass
slide to the plasma source, and if the optical system (OS) (see Section 4.2.2) was moved between
the loading cycles. The star behind DLM indicates that a cross-polarized configuration was
used (see main text).

slide cycle tinh ®insccm Prpin W MT before MT after OS moved?

1 1 23 0.5 350 none DLM* yes
2 1 21 0.5 350 SEM SEM yes
2 67 1 450 SEM SEM no
3 16 0.5 350 SEM SEM yes
3 1 21 0.5 350 WLI WLI yes

12Many thanks to T. Weber who designed, constructed and built this holder.
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(a) (b)

Figure 4.8.: Images taken with the DLM with a black background and no cross polarization. (a)
no glass slide, just the black background and (b) black background with glass slide.

4.3.3. Measurements and results

Because glass is transparent, a digital light microscope (DLM)"? is used as a first level ex-
situ measurement method. For higher resolution scans, a scanning electron microscope
(SEM)' and a white light interferometer (WLI [99]) are utilized.

In addition, half of the glass slide is covered with a metal piece during loading to produce
distinction with respect to the loading area. In principle, only one side is exposed and
the other not. Hence, a clear difference between left and right is expected if a significant
amount of B is deposited. However, the metal piece does not have a very fine and sharp
edge and, therefore, the strict edge could be smeared out. To reduce uncertainties, the
glass slide is scanned before and after the loading cycle.

Table 4.1 contains an overview of the different glass slides loaded, the loading time, the
plasma source parameters and the microscope used for ex-situ scans.

4.3.3.1. Digital light microscope (DLM)

The DLM used in this work is the OMNI 3 from Ashvision. Because the plasma source
is in a horizontal orientation, it is not expected that BN flakes will emit from it, but
the scenario with B-emission similar to the Lambert case [10] is plausible. The typical
resolution of such microscopes is in the 10 ym range. If nothing is visible, one can
artificially increase the resolution by implementing a cross-polarized configuration

13ASH United Kingdom, Covert Farm, Long Lane, East Haddon, Northamptonshire, NN6 8DU, United
Kingdom. https://www.ashvision.com/omni-3/ (visited on 11/20/2025).

14© 2025 S3 Alliance. https://s3-alliance.com/de/products/cube-2-desktop-rem/ (visited on
11/20/2025.)
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4.3. Boron and Boron Nitride deposition on glass

using two Thorlabs linear polarizers'®. Figure 4.9a shows a schematic of the setup.
With this, a light polarization difference (birefringence imaging-like) effect could be
observed if the deposited layers have a thickness of visible light (nm) or thicker. This
birefringence-like effect would depend on the difference between the refractive index
of the glass slide (5i02) and what else is deposited on it. There are literature values
available for refractive indices, which can be used as an orientation:

* ngio, = 1.46 from [100]
« ngy = 1.65 — 1.67 from [101]
« ng = 3.00 — 3.35 from [102]

The refractive indices of BN and glass do not differ too much, therefore, it is expected
that thin BN layers are observed barely or not at all. However, the refractive index of
B is more than twice that of glass. This is the more interesting case for the specific
geometry of the system. If there is nothing visible with the DLM one can eventually
conclude that there are only few monolayers of B or not even complete layers but
possibly rather small islands or single atoms.

In Figure 4.8 the first images taken with the DLM are shown. Due to technical problems,
the glass slide was placed on a black plate instead of shining through the glass with a
light source. There are a few marks and dots visible on the glass (Figure 4.8b), especially
in the bottom right and top left corner. At first glance, it appears to be more like traces
resulting from the cleaning procedure that was performed before inserting the glass
slide into the vacuum system. Another evidence that these marks are background is
that there is no difference between left and right on the slide, which should be the case
because one side was covered during the loading process. Figure 4.9b shows an image
taken with the DLM in a cross-polarized configuration. All structures in Figure 4.8b
disappear, which means that they must be in the nm-range, or their refractive index
does not differ much from ng;p,, which could be the case for BN.

With the observations from Figure 4.8b, an upper bound of about 10 yum can be set for
the thickness of the deposited layers of B and BN. Using a cross-polarization setup (see
Figure 4.9b), this can be further constrained to layer thicknesses below 200 nm (visible
light) for B. Because the difference between the refractive indices of glass and BN is
rather small, the exclusion does not apply to BN.

15https ://www.thorlabs.com/thorproduct.cfm?partnumber=FMP1/M#ad- image- 0 (visited on
11/20/2025).
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Figure 4.9.: (a) A schematic of the cross-polarized measurement setup with the DLM. To achieve
cross polarization, the linear polarizers have a 90 deg orientation difference. (b) Image from
DLM of glass silde. The violet box marks the area where an edge should be visible, meaning the
left side was covered and the right was loaded. The slightly bright spot in the top right is due to
the screw from the linear polarizer applying mechanical stress to it.

4.3.3.2. Scanning electron microscopy (SEM)

For resolving potential deposits of B with finer detail and higher magnification than
optical microscopy, Scanning Electron Microscopy (SEM) is employed.'® SEM is a pow-
erful surface characterization technique that provides high-resolution topographical
and compositional information about a sample by irradiating it with a focused beam
of electrons. If carefully applied, this method is non-destructive. Because the amount
of detail is more fine, it is possible to identify types of impurities and contamination
(though, expecting primarily B impurities). It is also valuable to have general images
of all depositions on the glass surface, since this would give contaminant data on the
sample. It is also feasible, with fine-detail images, to identify and minimize sources
during handling and transport.

The fundamental operational principle involves generating an electron beam, typically
from a pre-aligned Tungsten filament via thermionic emission within an electron gun
(as with the EmCrafts CUBE 2 that is used in this work). These electrons are then
accelerated by a high voltage, adjustable in the CUBE 2 from 1kV to 30 kV, through
an evacuated electron column. Within this column, a series of electromagnetic lenses
(condenser and objective lenses) and apertures focus and demagnify the electrons into
a fine probe beam. This probe is then (point-by-point) raster-scanned across the sample
surface by scan coils, for topographically scanned signal acquisition. When the primary
electron beam interacts with the atoms of the sample, various signals are emitted.
The key among these are secondary electrons (SEs), which are low-energy electrons
(typically < 50 eV) ejected from the very near-surface region (top few nanometers) of

1®Many thanks to P. Winney for performing all the SEM-scans.
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the sample due to inelastic scattering. The yield of SEs is highly sensitive to surface
topography, making them ideal for generating detailed morphological images. Another
important signal comes from back scattered electrons (BSEs), which are primary beam
electrons that are elastically scattered from deeper within the sample.

The EmCrafts CUBE 2 is a high-vacuum SEM featuring a motorized stage, capable of
achieving a resolution down to 5.0 nm (at 30 kV, SE Image) and magnifications ranging
from X10 to %200, 000. The EmCrafts CUBE 2 utilizes an ET (Everhart-Thornley)-style
detector for collecting these SEs, producing secondary electron images (SEI). It can also
be equipped with a BSE detector, which is particularly useful in its optional low-vacuum
mode for imaging non-conductive samples. The intensity of the BSE signal is strongly
correlated with the atomic number (Z) of the elements in the scanned region, with
higher Z elements appearing brighter; this Z-contrast is invaluable for differentiating
between phases or identifying heavier elemental contaminants.

Critically for elemental analysis, the EmCrafts CUBE 2 also supports Energy Dispersive
X-ray Spectroscopy (EDS or EDX). This mode relies on the detection of character-
istic X-rays, which are emitted when the incident electron beam causes inner-shell
electron ejections in the sample atoms and higher-energy electrons subsequently fill
these vacancies. By measuring the energy and intensity of these emitted X-rays, EDS
allows for both qualitative identification and, with appropriate calibration, quantitative
determination of the elemental composition of the scanned area. Thus, it is possible to
investigate different species in two ways.

The Figures in A.1.1 show the line scans performed with the SEM on glass slide 2 (table
4.1) in x-ray mode. This sample is loaded for about 104 h in total with two interrupts
during loading. This is done to increase potential B-emission because this was observed
in the studies by Lambert et al. (see Figure 4.5a) where the B-concentration peaks
around a depth of 380 nm where the plasma source was turned on.

For the electron energies E. = 1keV and 5keV there is a scan before and after the
loading, respectively. Each scan shows an image of the scanned area, a line scan of
oxygen (O) (as a sanity check), and a line scan of B, which is then fitted with a linear
regression to investigate any B deposition differences along the line. The uncertainty
o, of the linear fit parameters a and b yields from the inversion of the approximated
hessian matrix (see Equation (5.19)). In addition, there are scans of the loaded slide for
E. =300¢€V and 30 keV.

After loading the slide, a scratch is added along the edge of the covering plate to have a
spatial orientation where the difference in B-contamination would be expected between
the left and right sides of the scratch. Furthermore, the scratching should in principle
remove all deposition layers, meaning that a dip in the signal is expected at the scratch.
The two scans of the unloaded slide are performed in a nonmarked center area of the
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slide. Because the loaded slide has a scratch on it, it is possible to compare the loaded
scan slides in a spatial manner. However, it is not directly possible to compare the
loaded and unloaded scans in a very detailed way, because the scans are performed at
slightly different positions. Hence, they rather give an estimate for the magnitudes and,
again, narrow down the upper bound for any boron deposition.

Before discussing the results, it is important to mention some interesting observations
for the plots in Appendix A.1.1: The O-scan in the line scan for 1keV shows a dip at the
position of the scratch (Figure A.2b). Therefore, the O-signal from the scratch is used
to determine the optimal electron energy. When the energies are further increased,
the electrons may travel deeper into the material and this may not be the region of
interest anymore where B could be deposited. Subsequently, an increase in energy
means an increase in noise, as is observed in the scans from 1keV to 5keV. However,
when looking at the 30 keV scan, the counts decrease by a factor of 10 compared to
the 5keV scan. This is perhaps due to the energy that is so high that all electrons pass
through the glass slide completely. Because behind the glass slide there is nothing but
a thin holding structure, the noise could be reduced and the noise level of low electron
energies could approach. This would suit the data when comparing the 300 eV and the
30 keV scan.

Table 4.2 shows no tendency for the linear regression to have an increase in slope
after the loading procedure. The narrow 1 o-band show the high statistics of the data.
Because the slope is for all scans below 3 X 107> um™!, the fitting constant b can be
assumed roughly to be a reference point for an average value of boron counts. With
this precondition, the 1keV scans can be compared and an increase from 1 count to
9.9 counts is visible. However, this lies within the possible fluctuations since the min-
max intervals of both scans overlap, and again, the scans are performed on different
positions of the glass slide. The 5keV scan even shows a decrease in b after loading.

Another indication that the boron signal is just noise is the constant fluctuation com-
pared to some oxygen scans: Figures A.2b, A.3b and A.4 show a clear spatial dependence
of the amount of oxygen that represents the inhomogeneity of the glass slide. The
boron does not show any spatial dependence for any scan, which is notable because
the scan distances are between 250 ym and 12 mm.

From these results, it is reasonable to conclude that no significant increase in boron
deposition is visible after loading with the plasma source for 104 h on it. The upper limit
can be set to 10 nm as this is double the resolution of the SEM due to the manual.
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Table 4.2.: Overview of SEM line scan results. E, is the electron energy, a and b are the parameters
of the linear regression of the form y = a x + b which was performed on the boron data.

E. (keV) ax107® g, x1073 b Op max cts mincts loaded? (y/n)
0.3 —-0.004 0.0036 0.103 0.026 2 0 y
1.0 -0.16 0.12 1.06 0.088 6 0 n
1.0 -0.24 0.16 9.88 0.27 20 4 y
5.0 —-2.6 3 18.1 0.003 28 8 n
5.0 0.6 0.2 11.4 0.29 20 3 y
30.0 0.1 0.07 1.77 0.14 8 0 y

4.3.3.3. White light interferometry (WLI)

Interferometry is another method that can be used to obtain detail on the nanoscale
order."” WLI differs slightly from normal (laser) interferometry using a source made of a
broad spectrum of visible-wavelength light. The basic operational principle is identical
to a traditional interferometry setup, using a source, beam splitter (to divide the light into
reference and measurement paths), mirror, and read-out sensor to capture the resulting
interference pattern. This approach inherently avoids the phase ambiguity issues
common in monochromatic interferometry, which typically limits unambiguous step
height measurements to within +1/4. Consequently, WLI allows for the measurement
of significantly larger step heights and rougher surfaces over a wider wavelength range.
As the objective lens (containing the interferometric components) is scanned vertically
(along the z-axis) relative to the sample surface, interference fringes are generated
for each point on the surface when the optical path difference (OPD) between the
light reflected from the sample and the light from the reference mirror is within the
coherence length of the broadband source. The position of maximum fringe contrast
is often referred to as the zero-order fringe, or coherence peak. After processing the
OPD broadband interferogram, allowing for a larger measurement range (compared to
single-wavelength interferometry which is limited to half-wavelength ranges), which
in-turn allows rough surface measurements and topographical step heights.

The measurements are conducted using a Keyence VK-X3000 Series 3D Surface Profiler,
specifically configured with the WLI module (VK-H3I) and a corresponding specialized
interference objective lens, as stipulated by the manufacturer for WLI operation [99].
The VK-X3000 system identifies the coherence peak for each pixel in the field of view
to construct a 3D topographical map of the surface. The Keyence system further offers
settings such as averaged measurements, which can enhance the ability to measure
steep slopes and lower height uncertainty, particularly in environments with some

7Many thanks to A. Schwenk, M. Sagawe and ]. Schneider for performing all the WLI-scans.
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Figure 4.10.: Height profile of the edge of the glass slide after loading with minimal height-
cutting-limit and maximal x-axis zoom.

ambient vibrations [99]. The achievable vertical resolution can extend to the nanometer
or even sub-nanometer scale, contingent on the system’s noise floor and the algorithm’s
precision in peak detection, while the lateral resolution is primarily diffraction-limited
by the objective’s numerical aperture and the mean wavelength of the light used.

Appendix A.1.2 shows the profile scans performed with the WLI on glass slide 3 (Table
4.1). The coordinate system is defined in the left image in Figure 4.10. The horizontal
axis corresponds to x, the vertical axis to y and the remaining to z.

This sample was loaded for 21h, but this time the slide was scratched even before
loading. However, this time the scratch was very subtle, so it is barely seen on the scans.
Nevertheless, it is still visible with the eye as the red boxes indicate in Figure A.7. The
scratch was again placed at the position where the glass slide was covered on the right
side of the scratch, and the left side was exposed to the plasma source.

Table 4.3 summarizes the maximal peak heights of the different scans. They are in the
range of 10° nm, which means that looking for a step at 10 nm level or below required
some data processing, more precisely, a height-cutting filter. In principle, the maximum
resolution of the device used is 0.01 nm due to the manufacturer [99]. Figure 4.10 shows
an optical image of the lower edge of the glass slide. The black structures on the bottom
correspond to damage at the edge. That is why they appear on the left 3D profile
image as large holes. The profile height image was filtered with the smallest possible
height-cutting limit to eliminate the large peaks that are noise, as one can see in the
unloaded scans as well. Furthermore, a quantified profile scan is displayed along the
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Table 4.3.: Overview of the results of the WLI scans (Appendix A.1.2). The maximum peak of
the scans is noted.

position maximum for loaded (yum) maximum for not loaded (um)

edge 0.68 2.45
uncovered side 0.73 0.83
covered side 1.05 1.04

blue line. The profile can be seen in the lower plot. The blue line does not show any
fluctuations in the profile within at least 10 nm, not to mention any expected steps
between the covered and exposed side of the glass slide. This step is expected in the
marked interval.

In conclusion, the WLI scans confirm the measurements with the SEM and set a similar
conservative upper limit for the boron deposition of approximately (10 + 0.01)nm.'®
When comparing the scans of the edge region before and after the loading process
(Figures A.10 and A.11), there is a slight decrease in height and number of large peaks,
which could mean that the plasma source cleans primarily cleans the surfaces rather
than depositing something on them.

4.3.4. Summary and Outlook

Three glass samples where loaded for different time periods and where analyzed with
different devices. The analysis of all three devices show the same result: No significant
boron deposition is detectable on the glass slide. Table 4.4 provides a summary of the
upper limits obtained for the deposition of the thickness of boron layers on the glass.
The results show an upper limit of about 10 nm. The reason for this could be either
that no boron (or only undetectable traces) are emitted from the plasma source or that
the boron does not stick on the glass slide. A combination of both seems reasonable,
meaning that not enough boron is emitted from the source for it to form big structures
on the glass.

It is concluded that boron contamination is not a show stopper for using beam analysis
devices such as the hydrogenation of graphene and quadrupole mass spectrometers
within the specific setup. In this context, it is important to mention the specific geometry.
In this work, the plasma source is operated in a horizontal orientation. If there is a
setup in which the source would be in a vertical position, it is advised to repeat some
of the measurements to exclude any geometric dependencies on the operation of the

18this, being the resolution of the WLI due to the manufacturer.
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Table 4.4.: Overview of the upper limits of B-/BN-layer thickness deposited on glass slides that
were exposed to the plasma source, measured with the different analysis tools.

analysis tool upper limit in nm

DLM 200
SEM 10
WLI (10 +0.01)

source, although the manufacturer of the source claims that it can be operated in both
orientations.

BN flakes have been found on the gas inlet part of the experimental setup. If the source
is operated in a vertical orientation these flakes could fall through the orifice into the
main vacuum. In this case, it would already be sufficient to have a look with the DLM
on a glass slide.

For the hydrogenation of graphene, the background of boron contamination is expected
to be rather small. To ensure what the effect would be on this, one needs to do literature
research on the debonding temperature of boron on graphene. Nevertheless, the
upper limit on the boron deposition can be added as a constantly increasing impurity
background. Although this may be too conservative, because the hydrogen beam has a
cleaning effect on the boron deposition, as Lambert et al. showed in Figure 4.5b.

With the specific QMS'? that will be installed, it is possible to observe masses up to 50 u,
which means that boron (mass 5) and N, (mass 14) can be investigated. Furthermore,
Lambert et al. speculated that diborane, B,Hg (mass 16), is created inside the cavity or
even B,03 (mass 34) if oxygen remains somewhere. This could also be observed with
the QMS.

4.4. Experimental setup to expose graphene samples to the
plasma source

The study about B and BN emission from the plasma source does not show any signifi-
cant contamination in the vacuum setup. As a next step, the beam emitted from the
plasma source is investigated by placing graphene samples in front of its orifice. In
this section, the experimental setup is presented. Furthermore, two diagnostic tools are
utilized to observe structural changes on the graphene.

19© 2016 Extrel CMS, LLC. https://extrel.com/wp-content/uploads/2620/12/High-Resolution-
App-Note-RAH103A. pdf (visited on 11/20/2025).
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Figure 4.11.: lllustration of the experimental setup to load graphene samples with the plasma
source. The gray circle on the left side of the illustration indicates the optical viewport.

Ex-situ: After the graphene samples have been exposed to the plasma source, they
are placed in a CRM. Details about the CRM are given in Section 3.4. The D-, D’-, 2D-
and G-peak from the Raman spectra give information about the defect density Lp and
the type of defects. A detailed explanation is given in Section 3.3. Results are shown in
Chapter 5.

In-situ: The sheet resistance of the graphene samples is measured in-situ during
exposure to the plasma source. In this section, a contacting setup for this measurement
is presented. The increase in sheet resistance can be caused by different types of defects.
To distinguish between the type of defects, thermal annealing can be used. A detailed
explanation is given in Section 3.5. Therefore, the graphene samples are mounted
on a heating stage. The new contacting method has to be tested for robustness and
reproducibility when heating the stage up to 300 °C. The results are shown in Chapter
5.

4.4.1. Exposure setup

The geometrical setup for exposing graphene samples to the plasma source in a UHV
system is illustrated in Figure 4.11. The samples are placed inside the UHV system in a
distance of 17.52 cm to the orifice of the plasma source.

In this work, 1 cm X 1cm graphene chips from Graphenea®

are used. The chips consist

20Graphenea, Inc. 1 Broadway Cambridge, MA 02142 USA. https://www.graphenea.com/collections/
buy-graphene- films/products/monolayer-graphene-on-sio-si-960-nm (visited on 11/20/2025).
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of a monolayer graphene on a 90 nm SiO,/Si substrate. The graphene chips are glued
with a PBN-paste?! to a custom holder. The holder is attached to a sample heater?
(see Figure 4.12a). The material of the holder is copper because it has a larger thermal
conductivity (x = 413 %) than aluminum (237 ﬁ) or steel (< 66 %) [103].

4.4.2. Setup for in-situ sheet resistance measurements

In the following a novel contacting setup is presented that enables in-situ sheet re-
sistance measurements with the Van-der-Pauw method. Because the whole setup is
heated to 300 °C, all components have to be high temperature compatible.

Contacting setup The four-point contacting is performed with four stainless steel M3
washers that are placed at the corners of the graphene chip. To isolate the washers
from the copper holder, PBN slides are placed and glued with PBN-paste in-between.
The washers are tightened with PBN screws. The contacting has to be performed with
utmost caution because the graphene monolayer is very sensitive to forces in in-plane
direction. When the washers are pinned down, a slight turn can already destroy the
graphene. To reduce this risk, multiple crinkled washers made of beryllium copper are
placed between the head of the screw and the contacting washers. Thus, the spring-
like design decouples the turning of the screw from the washer. The setup in Figure
4.12c is the result of multiple iterations.”> A Kapton-coated wire** that is suited for
temperatures of up to 350 °C is placed in between the stack of washers.

Data acquisition All wires are guided via an electrical vacuum feed-through to a
Keithley DAQ6510 multimeter®. It is equipped with a programmable 7709-matrix
switching card. The data acquisition system is reused from the work of G. Zeller [81].
Figure 4.13 shows the internal wiring of the DAQ6510 system and the connections to
the graphene sample via the matrix switching card. The DAQ6510 system performs four
wire measurements by setting a test current from INPUT HI to INPUT LO and measuring
the voltage between SENSE HI and SENSE LO. The device automatically returns the
resistance values. The matrix card is controlled with a custom LabVIEW?® software

21© 2006-2025 Thermo Fisher Scientific Inc. https://www.thermofisher.com/order/catalog/product
/043773.14?SID=srch-srp-043773.14 (visited on 11/20/2025).

“2tectra GmbH, Reuterweg 51-53, 60323 Frankfurt/M, Germany. https://tectra.de/wp- content/uplo
ads/2017/03/Heater-Stage.pdf (visited on 11/20/2025).

#Many thanks to M. Lai that helped to develop this contacting method.

24© VACOM 2024. https://www.vacom.net/de/kap- lack-d-040.html (visited on 11/20/2025).

25© 2025 TEKTRONIX, INC. https://download.tek.com/manual/DAQ6516-9060-01B_Aug_2019_User.
pdf (visited on 11/20/2025).

26National Instruments, Austin, Texas, USA.
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Figure 4.12.: Photos of graphene sample setup of generation 2 for exposure to the plasma source.
Photos of generation 3 and 4 are shown in Figure 4.14. (a) Side view showing the heater and
sample holder. (b) Top view showing the contacting setup of the graphene chip.(c) Zoomed-in
view of the electrical contact of the graphene sample.

written by G. Zeller. Thus, one measurement point consists of eight four-wire resistance
permutations and six two-wire resistances. The software additionally computes and
displays Ry, Ry and Ry and Ry with f = 1 (see Section 3.5). The monitoring of the
two-wire resistances gives more information about contacting issues. For instance, if
one contact is damaged, it can be explicitly identified with the two wire resistances.
This is further explained and demonstrated in Section 5.2.2.
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Figure 4.13.: Schematic of internal wiring of the DAQ6120 system and the connections to the
graphene sample via the matrix card 7709. Reprinted from [81].

Fulfillment of Van der Pauw conditions In order to use the sheet resistance measure-
ments quantitatively the four conditions must be met that are listed in Section 3.5.2. In
the following, it is discussed whether the conditions are fulfilled with the contacting
setup in this work.

1. The first condition is met because the four contacts are placed on the circumfer-
ences of the sample. However, improvements can be made by reducing the size of
the contacting washers so that the contacting area is refined towards the edges of
the sample.

2. Itis not conclusive if the second condition is met. The area of the graphene sample
covered by the washers is only about half an order of magnitude smaller than the
area of the sample (see e.g. Raman scans in Figure 5.4). However, since stainless
steel washers most likely have an uneven microscopic structure, smaller parts of
the washers actually contact the graphene monolayer.

3. Condition three is fulfilled because the graphene layer is homogeneous as the
2D-G ratio in Figure 5.5b indicates.

4. The fourth condition is met for the same reason as condition three.

In summary, it is not clear yet whether all conditions are met for a quantitative mea-
surement of the sheet resistance of the graphene sample. Therefore, improvements
should be made to reduce the size of the contact area between graphene and washers
by at least 1 mm.
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Figure 4.14.: Measurement setup for loading experiments after loading of graphene sample in
Figure 5.4a. The measurement campaign in (a) is entitled as generation 3. Sample 3.2 is contacted
for resistance measurements. The measurement campaign in (b) is entitled as generation 4.
Sample 4.6 is contacted for resistance measurements. The samples 3.3 and 4.4 are partly covered
(see in (b)) to observe differences between graphene which is exposed to the beam and graphene
which is not.

4.4.3. Setup for graphene as a beam profile sensor

The Raman scans of the plasma source exposed graphene samples show a beam profile
structure in the D/G intensity ratios (see Figure 5.6). To increase the statistics for a
beam profile analysis in Section 5.4 a larger area of the beam profile is covered. Placing
a large graphene wafer (e.g. [90]) would be preferable to map a beam profile without
interruptions on it. However, the CRM used in this work to perform the Raman scans,
limits the size to the samples to about 1 cm?. Therefore, multiple 1 cm X 1 cm graphene
chips are attached to the copper holder with the PBN-paste (Figure 4.14). The setup
in Figure 4.14a is the first configuration that maps the beam profiles. It is destined for
a proof of concept for graphene as a beam profile sensor. The setup in Figure 4.14b
shows an improved configuration of graphene samples to be able to perform a beam
profile analysis that determines characteristics of the beam profile like the beam profile
position and the beam profile size. The analysis includes a comparison of different beam
profile models and an estimation of systematic errors that are Monte Carlo propagated.
The full analysis is presented in Section 5.4.

The central sample is always contacted at the corners for the in-situ sheet resistance
measurements (see in Figure 4.14 sample 3.2 and 4.6). Furthermore, one sample is
partially covered (sample 3.3 and 4.4) to investigate the effect of heating to the graphene.
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Thus, one part is exposed to the plasma and can be heated and the other part is only
heated.

With the experimental setup described in this chapter, measurements of graphene
samples that are exposed to the plasma source are presented in the succeeding chap-
ter. Furthermore, OES measurements of the plasma with OES and the comparison to
theoretical CR model calculations are shown in Chapter 6.
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In this Chapter, the graphene is exposed to the plasma source with the setup that is
described in the previous chapter. After an overview of the measurement campaigns
in Section 5.1, the sheet resistance measurements during the heating of the graphene
samples are shown. Hereafter, the results of in-situ sheet resistance measurements and
ex-situ CRM scans of loaded graphene samples are presented, discussed and compared
in Section 5.3. In Section 5.4 a novel method is presented that determines the beam
profile of the plasma source by analyzing the two dimensional D-G ratio Raman scans
of the graphene samples that were exposed to the source.

Finally, the findings are summarized in Section 5.5.

5.1. Overview of measurement campaigns

Multiple experiments of graphene samples loading with the plasma source were per-
formed. In Table 5.1 an overview is given on the different runs including the correspond-
ing settings, loading time ¢, plasma driving power Pgr and gas flow ®. The latter two
parameters were derived from previously performed plasma stability measurements
(see Section 6.2). In this work, the different loading experiments are called generations.
Each generation iteratively improves on the previous one and incooperates the lessons
learned, aiming to improve the setup for loading graphene samples with atomic/ionic
hydrogen. In generation 2 a single sample is exposed to the plasma source. The loading
time ¢ was chosen such that a saturation in the sheet resistance could be observed. The
beam profile structure observed in the Ip/I intensity ratio of the scanned graphene
samples in the CRM, enables a characterization of beam profile parameters (see Figure
4.11). Therefore, in generation 3 are three samples exposed to the plasma source to
cover large area of the beam profile and therefore increase statistics. Generation 3 is
intended as a proof principle measurement for a beam profile analysis. Generation 4 is
an improved variant of generation 3 with six samples exposed to the plasma source. A
detailed explanation of the experimental setup is given in Section 4.4.3.
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Table 5.1.: Overview of measurement campaign for graphene loading with the plasma source.
The relevant parameters are loading time ¢, plasma driving power Py, gas flow ®.

Generation tin minutes Prpin W @ in sccm

2 237 250 0.5
1058 350 1.0

3 56 350 0.5
4 30 50 0.5
13 250 0.5

5.2. Sheet resistance characterization

In the scope of developing a setup to use graphene as an atomic/ionic hydrogen sensor,
a setup is built to measure the sheet resistance of the graphene during exposure to the
plasma source (see Section 4.4). The exposure to the plasma source produces defects
on the graphene. The defects increase the sheet resistance of graphene as described in
detail in Section 3.5. To distinguish between vacancy-type and sp>-type defects thermal
annealing is used. By heating their samples to 300 °C, Cha et al. [19] demonstrated the
reversibility of hydrogenation while the vacancy defects remained. Building on that, the
newly developed contacting method for the in-situ sheet resistance measurement of the
graphene samples (see Section 4.4) is characterized and tested. Thermal annealing can
only be utilized if the contacting quality is independent of the heating procedures. In
this work, the contacting quality is defined as the reproducibility of the sheet resistance
in the order of +10 % after heating the setup to 300 °C. If this quality requirement is not
fulfilled, it is important to identify the parts of the setup that cause the quality loss.

5.2.1. Sample Heating

The robustness of the contacting setup to temperature gradients is crucial when heating
the graphene sample after loading with the plasma source to monitor in-situ changes of
the sheet resistance. The contacting setup must be robust against heating procedures
up to 300 °C [19] to be able to observe thermal annealing of adsorbed hydrogen atoms.
Therefore, the different loading generations that are summarized in Table 5.1 are heated
to 300 °C. To do this in a controlled way, the temperature is increased stepwise and the
proportional-integral-derivative (PID) controller of the sample heater [104] is adjusted
to ensure that the temperature does not overshoot. In Figure 5.1 a heating curve for
generation 3 is shown as an example. The sample is heated stepwise up to 300 °C
(Figure 5.1c). The sheet resistance Ry increases with increasing temperature up to
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Figure 5.1.: Sheet resistance measurements during heating procedure. (a) Sheet resistance of the
graphene sample. (b) two wire resistances of the graphene sample. The two wire resistances
including contact four show connection problems. (c) temperature of the heating stage. The
dashed red line indicates when the heating power is turned off. The gray area indicates where
the contact is lost.

1.652kQ/0O at 300 °C. After 6 h the heater is turned off. Thereafter, the temperature
decreases within two hours to nearly room temperature. The measurement for Ry
becomes nonphysical® at around 7 h. After 1h the connection to contact 4 ,recovers”
so that the sheet resistance again shows values of 1.13kQ/0. This is an increase in
sheet resistance of 0.7kQ/0 from the heating process only. The contacting quality
requirement from above is therefore not satisfied.

Furthermore, the temperature gradient seems to have an influence on the contact quality.
In Figure 5.1a the contact is lost during an absolute of the temperature gradient of about
4 °C/min (see Figure 5.1c) and recovered as the absolute of the gradient decreases to
approximately 0.3 °C/min.

This means around —80 kQ/0.
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5. Graphene exposure to the plasma source

5.2.2. Contact damage identification via two-wire resistances

The two-wire resistances can provide a qualitative monitoring of the resistance. They
are also influenced by defects, e.g. Cha et al. [19] measured the hydrogenation with a
two-wire contacting method.

Because only two contacts are involved in the measurement, contacting issues are
simpler to locate. The loss of contact in Figure 5.1a is analyzed with the two-wire
resistances in Figure 5.1b. The two-wire resistances that include contact 4 (see contact
labeling in Figure 4.12c) are around 300 kQ. This is two orders of magnitude higher
than a two-wire resistance from graphene. This indicates that contact 4 is not properly
connected to the graphene sample. In conclusion, the observation of the two-wire
resistances helps to diagnose contacting damages in-situ.

5.2.3. Discussion of the quality of the contacting setup

Intermittent loss of contact is observed similarly for heating procedures of the other
graphene generations. Contact number 4 is consistently responsible for the loss of
contact during periods of large temperature gradients. However, in stable temperature
regimes, the contact is typically re-established.

One possible reason for the loss in the electrical contact during heating and cooling
of the graphene samples can stem from thermal expansion of the contacting setup
caused by drastic changes in temperature. The graphene sample is contacted via M3
washers as shown in Figure 4.12c. They are placed directly on top of the monolayer of
graphene, so any movement of the washers could result in damages to the graphene.
For small damages, this should not be a problem because the covering surface of the
washer is fairly large with about 2 mm X 2 mm, and the washer being made of stainless
steel, has probably an uneven microscopic structure which would result in multiple
contacting points between washer and graphene. However, macroscopic motion of the
washer could destroy the graphene layer to an extent that the electrical contact is lost.
This could be the case during the drastic cool-down process after 6 hours in Figure 5.1.
On the other hand, the loss of contact during large temperature gradients could stem
from a continuous movement of the washers in a way that no sheet resistance can be
measured.

In conclusion, the contacting setup in Figure 4.12 is sensitive to temperature changes.
For an absolute temperature gradient of 4 °C/min the contact was lost. The damage
could be located with the two-wire resistances.

When no contact is damaged, the sheet resistance can be used as a qualitative monitoring
parameter. For future experiments, heating and cooling might be performed as slow
as possible (AT < 0.3 °C) to minimize temperature gradients and thermal expansion
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of the contacting setup. To increase the robustness of the contacting setup, a metallic
contacting layer, like gold, could be applied to the corners of the graphene sample.
If heating procedures are performed and Rp returns to the original value, the sheet
resistance can also be used quantitatively.

5.3. Loading experiments

In this section, results of loading experiments are shown. In-situ measurements of the
sheet resistance and ex-situ Raman scans of the graphene samples are discussed indi-
vidually, and then compared in order to combine the observations from both diagnostic
tools and improve the characterization of the beam emitted from plasma source.

5.3.1. Determination of loading parameters

Figure 5.2 shows the first successful operation of the full experimental system, including
the plasma source, OES and sheet resistance measurements. The graphene sample used
in this experiment is generation 2 (see Table 5.1). The gray area indicates a running
plasma. After 5h the plasma was restarted due to technical problems with the water
cooling of the plasma source. Figure 5.2b shows an increase in sheet resistance R over
15 h. In Figure 5.2a the first 1.5 h of the measurement are displayed. The start value
of the resistance is around 447 Q/0. This value lies within the range specified by the
manufacturer of (450 + 40)Q/0 [90]. The sheet resistance increases at the same time as
the plasma ignites, given the time resolution of the sheet resistance measurement of 6 s.
After 0.5 h Ry reaches a local maximum at 9053 Q /0. However, the horizontal resistance
Ry starts to decrease after 14 h. The different Ry and Ry indicate an asymmetric sheet
resistance which could yield from damages on the graphene or from problems at the
contact. Moreover, the plateau is very noisy. Furthermore, a jagged structure is visible
between 7 and 10 h in R. The plasma monitor in Figure 5.2¢ and the sample temperature
in 5.2d are stable and therefore do not cause the jagged structure.

G. Zeller et al. have exposed a similar graphene chip to tritium gas [17]. The shape of
the resistance curve is similar to Figure 5.2a and 5.2b . The local maximum is lower,
around Rp =~ 5900 Q/0O, and a similar jagged structure appears after 16 h. The contacting
setup is different from the setup in this work, but the measurement device and the type
of graphene samples are the same. Thus, it is possible that the local maximum and the
jagged structure, are properties of the loaded chips.

After the exposure, the sample is heated to study the thermal annealing of possible
sp>-type defects. Therefore, various heating procedures are performed. Furthermore,
the sample is also scanned with the CRM after all heating and exposure procedures.
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Figure 5.2.: Van der Pauw measurement of graphene sample generation 2 while exposure to the
plasma source. The gray area corresponds to a turned on plasma source. (a) Initial increase in
sheet resistance during ignition of the plasma. (b) Sheet resistance measurement until a plateau
is reached. The dashed line is the sheet resistance Ry in kQ /0. The solid line is the horizontal
sheet resistance Ry. The dotted line is the vertical sheet resistance Ry. (c) Plasma monitoring
through integration of the atomic Balmer - and {3- line with integrations limits 654.5 — 663 nm
and 485 — 491 nm, respectively. (d) Temperature of the graphene sample monitored with the
temperature read out of the heating stage. The measurement started after ~ 4.5 h.

A temperature of up to 300 °C is set for 1.5h after stepwise increase. In Figure 5.3
the resistances are compared before loading, after exposure and after heating. Before
loading, a sheet resistance of ~ 0.448 + 0.0015 kQ/0O is measured which is compatible
with pristine graphene values of 0.45+40 kQ /0 [90]. After exposure, the sheet resistance
is around ~ 192.49 + 0.82kQ/0. The heating procedures did not reduce the sheet
resistance (see Figure 5.3c).
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If the increase in resistance is caused by hydrogenation, Ry would decrease after
heating [19, 105]. However, Ry does not change significantly and the Raman scan made
with the CRM (see Section 3.4) shows that there is no graphene left (Figure 5.4a).? After
exposure (see Figure 5.3a), the sheet resistance of Si/SiO2 was measured to be in the
order of 192kQ /0 which is close to values reported in literature of (200 — 300)kQ/0O
(see e.g. Figure 3 in Reference [106]). In Figure 5.4a graphene is only left in the corners
of the chip. This is, where the chip was covered with the washers for the Van der Pauw
measurement.

To avoid complete removal of the graphene layer during exposure to the plasma source,
the exposure time is drastically reduced (see Table 5.1). Generation 3 is for 56 minutes
and generation 4 for 43 minutes exposed to the plasma source. The Raman scans
show an improvement. The graphene layers are not removed in generation 3 and 4.
The map averaged Ip/Ig value is 0.78 for generation 3 and 1.07 for generation 4. In
comparison, the graphene sample manufacturer claims Irp/Ig > 1 for pristine graphene
[90]. Utilizing the 2D/G-ratio as an indicator whether graphene is present, the exposure
parameters for generation 4 are identified as a first set of parameters to safely expose
graphene samples without removing the graphene layer.

In conclusion, the operation of the full experimental system including the plasma source,
OES and sheet resistance measurements was successful. The structural changes of

“The 2D peak and the G peak are introduced in Section 3.3. The intensity ratio in general is used to
determine the quality of the graphene layer. In this work, the presence of the 2D-peak is in addition
used to visualize if the graphene layer was fully removed by the plasma exposure.

60 u=192.49 u=194.83
0=0.28
301 m=0.86
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Figure 5.3.: Histograms of sheet resistance Ry from 1 hour of measurement time. In red is a
gaussian fit to determine the mean p and standard deviation ¢. The goodness of the fit is defined
via R? =1 - Y (cdata — cit) /2. ((c — €)?) with ¢ being the counts and ¢ the average of the counts.
Comparison of sheet resistance (a) before loading the graphene chip with the plasma source
versus (b) after loading, and versus (c) after loading and heating. In (a) the sheet resistance, y
and o are given in Q/0, whereas in (b) and (c) its given in kQ/0.

89



5. Graphene exposure to the plasma source

X 10.0 3
€8 ) :‘ H £ 8 £ = ..
£ , I3 £ € 55 ;
£6 £6 £ .. 9
c © c c L
£, ST £ 50 :
2 | : |8 1
22 ta 1 2210 e 2'5';
o | S biia ° o 2
2 o] Mk | IR 0 0.0/ W o |

5 10 0 5 10

rel. position in mm rel. position in mm rel. position in mm

(a) (b) (c)

Figure 5.4.: Ex-situ measured Raman map of the center graphene samples from (a) generation 2
with a spatial resolution of oyes = 125 pm, (b) generation 3 with oyes = 91.25 ym, (c) generation
4 with oy = 87.5 pm. The 2D-G ratio indicates whether graphene is present. White pixels
correspond to data points where the fit did not converge and is therefore interpreted as removed
graphene. (b) and (c) share the same color axis. In (c) the upper third of the map is slightly
different from the rest. The measurement for this part had to be restarted due to technical
problems. The measurement settings of the CRM were slightly different for this run.

the graphene could be monitored in-situ during exposure to the plasma. However,
a decrease in sheet resistance after heating could not be observed for generation 2,
neither for generation 3 and 4. Therefore, thermal annealing of sp>-type defects could
not be detected with this sample. Furthermore, exposure parameters are found to avoid
removing the graphene layer. They are Prr < 250 W, @ < 0.5 sccm and loading times
of t < 43 minutes.

5.3.2. Correlation of sheet resistance Ry and defect peak ratio Ip /I

To test whether damages and defects on the graphene layer are caused only by expo-
sure to the plasma source or also by heating, the samples 3.3 and 4.4 are installed in
generation 3 and 4, respectively (see Figure 4.14b). Experimental details for the setup
in generation 3 and 4 are given in Section 4.4.3.

The samples 3.3 and 4.4 are partly covered during the exposure to the plasma source.
Hence, a difference in Raman scans for a plasma exposed+heated sample and a just
heated sample is investigated. The sample 4.4 was damaged during disassembly. There-
fore, only sample 3.3 is scanned in the CRM. The Ip/Ig map’ in Figure 5.5b shows
that the covered part is damaged and the uncovered part is undamaged. Furthermore,
the 2D-G ratio in Figure 5.5a is homogeneous through out the whole graphene sam-
ple. The average value is > 1 which matches the specifications of the graphene chip

3The D peak and the G peak are explained in Section 3.3. The ratio is correlated to the defect density
Lp. However, the proportionality factor between Lp and Ip/Ig depends on the regime (Figure 3.7b)
and on the defect type (Figure 3.6b).
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Figure 5.5.: Ramans scan of sample 3.3 with a spatial resolution of 250 ym. (a) is Lp/Ig and
indicates the existence of graphene. (b) is In/Ig which is proportional to the defect density. The
upper part of the sample which is yellow and red was exposed to the plasma. The rest was
covered with a PBN plate.

manufacturer [90]. Hence, heating does not damage the graphene or produces any
defects.

As shown in Section 5.2.1, large temperature gradients applied to the graphene samples
influence the contact-quality significantly. Therefore, the sheet resistance monitoring
is mostly unreliable during heating procedures. When the temperature is constant
however, the electrical contact is stable and the sheet resistance values can be analyzed.
The sheet resistance Ry is compared for pristine graphene with the graphene sample
after all plasma loading and heating processes. In Figure 5.7 the initial Ry value is
compared with the final Ry value for generation 3 and generation 4, respectively.
The values for the pristine graphene are < 0.5kQ/0. The values for the processed
graphene are 11.4kQ/0 and 6.8 kQ/0O averaged over 3 hours for generation 3 and 4,
respectively.

To compare Ry to the D-G ratio maps, the defect density regime must be identified [92].
This is explained in detail in Section 3.3.4. The width of the D-peak is utilized as a filter.
All data points with

FWHMp < 40 cm™! are assigned to the low defect density regime (see Figure 3.6). The
data points above a width of FWHMp = 40 cm™! are filtered [13]. For the samples 3.2
and 4.6 almost all data points are in the low defect density regime. Hence, the D-G
ratios can be compared with each other. Furthermore, a qualitative comparison with
the sheet resistances is possible as well. In Figure 5.7 the correlation between the sheet
resistance and the average values of Ip/Ig are shown. Sample 3.2 had a total loading
time of ¢ = 56 minutes and sample 4.6 t = 43 minutes. Furthermore, the plasma driving
power Prr was lower for sample 4.6. The details are to find in Table 5.1. Figure 5.7
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Figure 5.6.: In /I scans of (a) sample 3.2 and (b) sample 4.6 with a spatial resolution of 91.25 ym
and 87.5 ym, respectively.
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Figure 5.7.: Qualitative comparison of map-averaged I /I values with sheet resistance mea-
surements of sample 3.2 and sample 4.6. Compared are the values for the samples in a pristine
form with after heating and plasma exposure (pe).

shows an increase of Ry for an increase of In/Ig. This is a positive result as it is expected
that the sheet resistance increases for an increased defect density.

Furthermore, Ry and Ip/Ig correlate with ¢ and Pgr positively. This observation could
be explained with the velocity distribution of the gas emitted from the plasma source
(see e.g. Reference [107]).* The particles that are contained in the high energy tail of the
distribution probably cause the damages on the graphene. Therefore, it was expected
that shorter exposure times would decrease the defect density. Also it was assumed
that a larger driving power of the plasma causes more particles to be within the high
energy tail, also increasing the defect density for the same exposure time.

4In this work, the dynamics of a plasma are ass
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5.3.3. Hydrogenation of graphene

The observation of hydrogenation was not possible with the sheet resistance mea-
surements due to contact instabilities during heating procedures. The challenges are
outlined in Section 5.2. However, the measurements with the CRM allow to distinguish
between vacancy-type defects and sp*-type (adsorption) defects. The peak ratio Ip /Iy is
a measurement parameter for hydrogen adsorption on graphene based on the empirical
model by Eckmann et al. [15] (see Section 3.3.5). Data points with Ip/Iy = 13 are
assigned to sp>-type defects and data points with I, /Iy = 7 are assigned to vacancy
defects [15].” Everything in between is a mixture of both defect types. At the time of
writing, there is no established model for the de-mixing of the defect type, which is not
linear.

The results of the Ip /I’ maps of sample 3.2 and sample 4.6 are shown in Figure 5.8.
In sample 3.2 almost no sp>-type defects are observed. The expectation value is 32 =
6.9 + 0.69 (Figure 5.8c) which corresponds to vacancy defects [15]. Sample 4.6 has
more sp>-type defects as visible by the large number of red pixels in Figure 5.8b. The
histogram in Figure 5.8d has a Gaussian shape with a peak around 10. Performing a
Gaussian fit, gives an expectation value of y4 6 = 10.04 + 2.69. Hence, the main defect
type is a mixture of vacancies and sp>-type defects.

By assigning a majority defect type on the graphene samples, a defect density Lp can
be assigned. For sample 3.2 the model of Lucchese et al. [14] is valid. With this an
average defect density of Lp = 5.5nm for Ip/Ig = 2.51 can be estimated (see Figure
3.6b). A defect density is not assigned to sample 4.6 because neither the model of
Lucchese et al. nor the model of Fournier et al. apply for a mixture of vacancy defects
and hydrogenation (see Section 3.3.3.

When combining the D-G ratio, D-D’ ratio and the Van der Pauw measurements under
consideration of the loading parameters of sample 3.2 and sample 4.6 the following
conclusion can be made:

1. The longer the graphene sample is exposed to the plasma source, the more defects
are produced.

2. A decrease in sp>-type defects and a decrease in sheet resistance is observed
between sample 3.2 and sample 4.6. Therefore, the assumption can be made that
adsorbed hydrogen atoms are removed during exposure to the plasma source.
The bonding energy for C-C bonds in graphene are ~ 7.5 eV [108] and for H-C
bonds ~ 0.8 to 1.9 eV [109]. Hence, particles in the high energy tail of the kinetic
distribution of the gas emitted from the plasma source could be the reason for
this observation.

SData points with I /Iy = 7 are assigned to edges
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Figure 5.8.: Ex-situ measured Raman In/I' map of (a) sample 3.2 and (b) sample 4.6 with a
spatial resolution of o.es = 100 um. White pixels are data points where the fit did not converge.
Data points from (a) are shown in the histogram in (c) and data points from (b) are shown in
the histogram in (d). The histograms have the same binning. The goodness of the fit of the
histogram is R* = 1 - %EZ’—:{/‘)): with the heights of the I /Iy bins y;, the fitted data f; and the
counts average . l

5.4. Determination of beam profiles (BP) of the plasma
source

The experimental setup for the measurements with the graphene samples from gen-
eration 3 and generation 4 are described in Section 4.4.3. Generation 3 is designed to
map the beam profile (BP) on three samples. Therefore, the statistics and coverage
of the beam area should be increased compared to one single graphene sample as in
generation 2. Every sample is scanned one after the other in the CRM after the exposure
to the plasma source (see Section 3.4). The Generation 3 data set is used for the proof of
principle of an analysis framework for the determination of BP characteristics. Genera-
tion 4 was intended to improve statistics and coverage of the beam area even further
by exposing six graphene samples to the plasma source. However, sample 4.1 and 4.4
(see Figure 4.14b) were damaged during the disassembly of the vacuum system.
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The BP analysis for generation 4 is presented in this section: The mapping of the Ip/Ig
Raman scans to a photograph of the setup is presented in Section 5.4.1. Furthermore,
three different models are fitted to the combined Ip/Ig Raman maps in Section 5.4.2.
The models are compared in terms of goodness of the fits. A Monte Carlo (MC) error
propagation is performed on systematic errors in the mapping of the Raman scans
in Section 5.4.3. Hence, uncertainties for the parameters of the fits are calculated. In
the last subsection, the BP characteristics determined with the different models are
compared and evaluated (see Section 5.4.4).

5.4.1. Data pre-processing and mapping

Before performing a two dimensional fit on all samples at once, the Raman scans must be
mapped to an image of the setup. This is necessary to determine the relative positions
of the Raman scans to each other. The image is shown in Figure 5.9a. To ensure
correct mapping, the photo is perspective corrected such that the plane of the graphene
chip in the photo is parallel to the camera plane. Only then the orientation of the
graphene samples can be determined accurately. Therefore, python scripts are written
that allow an interactive perspective correction of Figure 5.9a. All data processing steps
are performed in python 3.12. The main processing steps are described below. Every
paragraph corresponds to a single custom python script.

Image rotation: The image can be rotated with respect to the lower edge of the
photo. The user chooses two pixels along the lower edge of the copper holder. The
angle between the connecting line of the two pixels and the lower edge of the photo is
calculated and corrected. The result is displayed in Figure 5.9b.

Perspective transform: If the photo is taken not perfectly without any perspective
angle, objects that are not in parallel to the camera plane appear distorted. For instance,
a graphene chip which is quadratic and so the vertical and horizontal edges are parallel,
respectively, does not appear as such in the photo. Hence, it must be corrected for. The
python library cv2° provides functions that can change the parallel plane of the photo.
Therefore, the four edges of the central graphene chip (sample 4.6) are selected by
choosing two pixels at each edge. The intercepts of these four lines are calculated and
set as the corners of the graphene chip. With the function csv.getPrespectiveTransform()
a rotation matrix is calculated. The inputs for this function are the calculated corners
and new desired coordinates of the corners of the graphene chip. For the latter the
points [0, 0], [662,0], [662,800] and [0, 800] in the unit of pixels are chosen. It is very
important to have the same width and height ratio in the photo as the measures of the
copper holder, which has a width of 47 mm and a height of 56.8 mm. With the resulting

Shttps://docs.opencv.org/4.x/index.html (visited on 11/20/2025)
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matrix the image is corrected with the function csv.warpPerspective() and displayed in
Figure 5.9c.

Correction of Raman scans: The Raman scans are not perfectly aligned with the
graphene sample edges. In principle, it should be position- and rotation-corrected
as well. However, the maximum shift in the samples of generation 4 is 200 ym. The
rotation has a maximum of 0.2 °. The resolution on the image correction has a much
larger uncertainty which is further explained and calculated in Section 5.4.3. Therefore,
no specific correction is applied to the Raman scans in this work.

Location of the graphene samples: After the alignment of the graphene sample
plane to the camera plane, the distances and the relative rotations between the graphene
samples are determined. Therefore, the corners of all samples are selected. Because the
corners of sample 4.6 are covered, they are indirectly calculated with the intercepts of
the sample edges. The resulting angles and distances are stored in a text file.

Mapping of the Raman scans to the image: The Raman scans of the samples 4.2,
4.3, 4.5 and 4.6 (see Figure 4.14b for orientation) are aligned with the photo. Parts
of the graphene samples that were not exposed to the plasma (e.g. the corners of
sample 4.6) are filtered. Outliers for which the fit quality in the Raman analysis chain is
< 0.999 are filtered as well. Furthermore, data points with the width of the D peak of
FWHMp > 40 cm™! are excluded. In Section 3.3.4 it is explained that points above this
threshold correspond to a different defect density stage (see Figure 3.6b). The remaining
data is shifted and rotated with the values from the previous paragraph. A common
color axis is applied to the map, resulting in Figure 5.9d. Sample 4.2 has a cutout which
yields from the wire that covered this section. Sample 4.5 is missing a few data points
as well. This comes from measurement issues at the CRM. The samples 4.1 and 4.4 are
not included in this map because they were damaged in the process of opening the
vacuum system.

5.4.2. Fitting BP-models

As a proof-of-principle, different empirically chosen beam profile models are fitted
to the Ip/I Raman scans. A theoretical description of the beam profiles is favorable;
however, it goes beyond the scope of this thesis.

Three models are fitted to the combined Raman map in 5.9d. The first two models are
based on the model function [110]:

oo
Io/lo = A-e (#9017} g (5.1)
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Figure 5.9.: Image processing of the reference photo for graphene generation 4. (a) original
photo. (b) rotated photo such that the lower edge of the copper holder is parallel to the lower
edge of the photo. (c) Perspective corrected photo. The central graphene chip is chosen as the
reference plane. (d) Combined Raman scans and mapped to the photo in (c).

with the contour lines g(r) = const.:
q(r) = (r —19)" =7 (r — xo) (5.2)

with the covariance matrix Y. The condition for X to be positive semi-definite and
symmetric yields an eigendecomposition of X [110]:

Y =RDR" (5.3)

with the eigenvalues of ¥ in a diagonal matrix

D = diag(sZ, 3521) , (5.4)
and the rotation matrix
_[cos¢p —sing
k= (sind) cos ¢ ) ' (5:5)

Fixing the parameters & = V2 and p = 2 in Equation (5.1) results in a Gaussian model

function with six free parameters: BP center height A, BP center position ry = (Jyfo), the
0
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5. Graphene exposure to the plasma source

semi-minor and semi-major axis s, and s,, the rotation of the ellipsis ¢ and a background
offset B. The parameters are illustrated in Figure 5.10. Fixing @ = 1 and leaving p as a
free parameter results in a generalized normal function with seven free parameters.
The third model function used in this work is a Lorentzian:

A
1+4(r)

ID/IG = +B, (5.6)
with the contour lines from Equation (5.2). The covariance matrix is defined in Equa-
tions (5.3),(5.4) and (5.5). Hence, this model has six free parameters that are the same
for the Gaussian model.

The ellipsis axes (sy,sy) are defined differently for the generalized normal model
and the Lorentzian model. To standardize this, the BP size is introduced via the
full width half maximum (FWHM). To convert (syy) to FWHM, a conversion fac-
tor is derived in the following. The first step is to insert Ip/Ig = % in Equation (5.6):

=— (5.7)

2
qg=1 (5.8)

'D/ IG

Figure 5.10.: Three-dimensional sketch of a BP with the contours projected on the x-y-plane.
The parameters are explained in the main text.
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5.4. Determination of beam profiles (BP) of the plasma source

Any point on the contours line is then described via r = ry + su with the distance s from
the center to the point on the contours line and the connecting vector u. For Equation
(5.8) follows:

1=s?u’s7"a (5.9)
The distance s is % FWHM, such that

2
FWHM = ———— (5.10)

VulsTu

The covariance matrix ¥ can be expressed in terms of the variance: slz = u’> 'u. The
resulting expression for the FWHM in x- and y-direction yields

F\NI_II\/Ix,y Lorentz — 2- sx,y Lorentz - (5-11)

Analogously derived is the transformation for the generalized normal model in Equation
(5.1):
1
FWHM =2 (aln2)? - s (5.12)

The resulting conversion factors are:

FWHMx,y Gauss = 2 V "/5 In2- Sx,y Gauss ~ 1.98 - Sx,y Gauss > (5-13)
1
FWHMx,y gen. normal = 2 (h‘l 2) 1.765 + Sy y gen. normal ~ 1.62 - Sx,y gen. normal - (5-14)

The factor p = 1.765 is the result of the generalized normal fit.
A detailed comparison of BP characteristics is demonstrated in Section 5.4.4.

To fit the model to the data, the function scipy.optimize.curve_fit’ in python is utilized,
which calculates a minimum of y? with the least-squares-method. In this section, the
fitting results are shown exemplarily only for the Lorentzian model. The plots for the
Gaussian model and the generalized normal model are displayed in Section A.2. In Figure
5.11a the Ip/Ig BP resulting from a Lorentzian fit is displayed together with the data.
The resulting BP characteristics are a BP center height of A = 1.08, a BP center position
(which is marked with a cross in Figure 5.11) of (x, yp) = (4.99 mm, 7.47 mm) relative
to the bottom left corner of sample 4.6. and the BP size (s, sy) = (10.98 mm, 10.69 mm).
The fit quality is represented through the residuals A in Figure 5.11c. For pixel (ij) they
are defined through the difference of the the measured In/Ig and the calculated In/IG:

Ai»j = (ID/IG)ij,model - (ID/IG)ij,data : (5.15)

"https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.curve_fit.html
(visited on 11/20/2025).
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5. Graphene exposure to the plasma source

Outliers with |A;j| > 0.25 in the residuals are filtered so that structures in the A-bulk
become more visible (see Figure 5.11b). The residuals in Figure 5.11c are mostly around
zero. However, there are structures with larger residuals up to 0.2, especially for sample
4.6. In the data of 4.6 (Figure 5.11a) structures are visible that do not follow the circular
contour-lines of the BP which probably leads to the deviations. Furthermore, the left
side of sample 4.6 has a larger A. This indicates an asymmetry in the BP. The models
utilized in this work do not consider asymmetry.

The goodness of the fit is defined with the y* value:
A\ 2
2 bj
=33 (516)
and the reduced y?
B=%, (5.17)

v being the degrees of freedom of the model function. gj; is the uncertainty of the Ip/Ig
measurement of pixel (ij). The results on the goodness of the fits are displayed in

g 1.00 1074
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§ 0.75¢ 8102
= o 3
g 10 0.50 °
- 10%4
e 0.25 ]
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0.2
20 ‘
10
i . _0.2
0
0 -10 0 10 20 3

-2 0
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Figure 5.11.: Results of the Lorentzian model fitted to the combined Raman map. (a) A contours
plot overlapped with the data points that are framed in red. The cross indicates the beam center.
(b) The histogram of the residuals A. Outliers for |A| > 0.25 are filtered for (c).

100



5.4. Determination of beam profiles (BP) of the plasma source

Table 5.2.: Overview of the goodness of the fits for different beam profile models. The goodness
2
of the fit y? is divided by 10%. The reduced y? is £- with the degrees of freedom v.

‘ Lorentzian generalized normal Gaussian

2
% 7.3021 + 0.9340 7.714 £ 0.6950 7.3697 + 0.6428
X 2.35+0.3 2.34+0.2 2.37+0.2

<|

Table 5.2. The uncertainty on y* and y?/v is calculated from an uncertainty analysis
in Section 5.4.3. The goodness of the fit is very similar for all three models, which
enables a comparison between them. The residuals for the Gaussian and generalized
normal model are also very similar to the Lorentzian residuals (see Figures A.16c and
A.17c). All models have difficulties in representing the left side of sample 4.6. because
all models are symmetric.

In Figure A.20 the correlation between the fit parameters is shown. In general, many
parameters are correlated. To investigate this, a Monte Carlo (MC) error propagation is
performed in Section 5.4.3. A correlation of —0.72 and —0.83 between the background
offset B and sy.,sy, respectively, is relatively high. Furthermore, yj is strongly correlated
with BP center height A.

An increased correlation is observed for sy,s, and ¢ which is reasonable because the
size and rotation of the beam profile is strongly dependent on each other, especially
when the profile is nearly circular (s, % s).

5.4.3. Uncertainty analysis

In this Section, the uncertainties in the BP-analysis are calculated and discussed. The
CRM is intensity calibrated using the NIST SEM 2242a® and the uncertainties given
in the calibration data sheet are propagated to the intensity ratios. This results in a
statistical error oyt from data fluctuations and a systematic error oy from the absolute

intensity calibration of the CRM.
Otot = /Otar + Oy (5.18)

The total uncertainty for every data point oiot from the Raman scan is propagated via
Equation (5.16). The variance of every parameter is calculated through an approximation
of the Hessian matrix of the y? function [110]:

Var(6) = (]T W])_l (5.19)

8https://tsapps.nist.gov/srmext/certificates/archives/2242a.pdf (visited on 11/20/2025).
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5. Graphene exposure to the plasma source

Otot

ters are 0 = [A, X0, Yo, Sx» Sy, 9, BJ. The fit function scipy.optimize.curve _ﬁt9 calculates
Equation (5.19) for every pixel automatically.

Furthermore, an uncertainty on the mapping of the Raman scans to the photo in Figure
5.9c¢ is estimated. Therefore, uncertainties in positioning of the Raman scans to each
other have to be considered which are explained in the following:

with the Jacobian matrix J and W = diag ( ! ) For the Lorentzian model the parame-

« In Section 5.4.1, pixels of the edges and corners of the graphene chip are chosen
interactively to identify the distances and rotations of the graphene samples to
each other.

« The pixel selection depends on the photo quality. Thus, corners and edges are
smeared out over multiple pixels. For this, an uncertainty of 15 pixels is chosen,
which results in an uncertainty of +1.065 mm on the x and y positioning. The
resulting maximum shift on the rotation is 0.21°.

« The uncertainty oy is estimated for every parameter € through Monte Carlo (MC)
sampling of positional deviations. Every sample is shifted in x and y and rotated
for a random value sampled from a uniform distribution with the limits from
above.

« The shifted samples are combined into a common Raman map and the fit is
performed including the uncertainty oo on Ip/Ig.

« This procedure is performed 1000 times. Figure 5.12 shows the histograms for
every parameter 6 of the Lorentzian model.

The results for each parameter are the mean and the standard deviation of the cor-
responding histogram. The uncertainty on the positioning of graphene samples is
+1.065 mm. This effect is visible in the histogram of the BP position. Especially yo does
not have a distinct maximum, which results in an uncertainty of 0.48 mm. The ellipsis
rotation angle ¢ is very asymmetric with a peak around 1. Also the ratio of sx and sy is
asymmetric. The correlation plot in Figure A.20 shows an increased correlation between
¢ and sy of 0.59 but a smaller correlation between ¢ and sy with 0.24. Furthermore, sy
and sy are strongly anti-correlated with the background offset B.

To reduce oy the positioning of the graphene samples must be measured with improved
accuracy. For example, a photo with a high-resolution camera could be used.

Performing a MC sampling on the Gaussian model as well, a comparison on BP charac-
teristics can be drawn. This is presented in the next section.

‘https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.curve_fit.html
(visited on 11/20/2025).
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Figure 5.12.: Histograms of MC error propagation of graphene sample positions to the Lorentzian
model parameters: BP center height A, BP center position x, and y,, BP size s, and sy, rotation
of the ellipsis ¢, and a background offset B. The histograms of y* and y*/v are displayed as
well.

5.4.4. Model comparison

The characteristics of the beam emitted from the plasma source are unknown. Therefore,
the observed beam profile structure in the In/Ig Raman scans is modeled independently
of the analysis of the plasma source. The BP models (Lorentzian, Gaussian and gen-
eralized normal) are chosen empirically. General BP parameters that are valid across
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5. Graphene exposure to the plasma source

all models and the y%-values (see Table 5.2) are used to compare the models. The
parameters are the BP center height A, the BP center position (x, yo) and the BP size
(FWHM,, FWHMy). To calculate the latter, a conversion factor is applied to the param-
eters (sy, sy) from the models. This is necessary because sy and sy are defined differently
for each model. The conversion factors and their derivation is given in Section 5.4.2.

The uncertainty oy from the MC analysis from the previous Section is propagated in
the same way as Equations (5.11), (5.13) and (5.14).

BP center height:

The resulting A for the models are displayed in Figure 5.13. The values for the different
models are not compatible within the 1 o-uncertainty. The error bar of the generalized
normal model is three times larger than for the other models. A correlates strongly
with B (see Figure A.22) which is expected because B shifts the BP center height. This
correlation is very weak for the other two models (see Figures A.20 and A.21).

The discrepancy for A between the different models is also indicated in the residuals
A (see Figures 5.11c, A.16c and A.17c). The largest deviation between theory and
experiment is observed around the center on sample 4.6. . Therefore, it is possible that
all three models are unable to correctly determine the BP center height A.

BP location:

The results on the BP center position (xo, yp) are shown in Figure 5.14a. They are
compatible for all models. Hence, all three models are equally suited or unsuited to
determine the BP location.

® Axoamc ¢
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o

BP height
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Figure 5.13.: Comparison of the beam profile center height A determined from a Gaussian, a
generalized normal, and a Lorentzian model. The results are not compatible within the 1 o-
uncertainty which is denoted as o4 yc and is estimated from the MC-uncertainty propagation
in Section 5.4.3.
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Figure 5.14.: Comparison of beam profile characteristics determined from a Gaussian, a general-
ized normal, and a Lorentzian model. The uncertainties are estimated from the MC-uncertainty
propagation in Section 5.4.3. (a) Beam profile position (xo, o). (b) Beam profile size defined
through the FWHM. A detailed discussion is found in the main text.

BP size:

The results for the BP size (FWHM,, FWHMy) are displayed in Figure 5.14b. The values
for the Gaussian model are compatible with the Lorentzian and the generalized normal
model. The Lorentzian model is not compatible with the generalized normal model
within the 1 o-uncertainty. However, the values are of the same order of magnitude.
The range for the BP size is thus 19 — 23 mm.

5.5. Conclusion

Samples of a monolayer graphene on SiO,/Si substrates were used to investigate the
beam emitted from the plasma source. Two approaches were utilized to measure
structural changes of the graphene caused by exposure to the plasma source:

In-situ sheet resistance: For an in-situ diagnostic tool, a contacting setup was de-
veloped to measure the sheet resistance of the graphene sample. The contact quality
was tested for temperature changes of up to 300 °C. It was observed, that the contact
was lost during an absolute temperature gradient of 4 °C/min. It was demonstrated
that the measurement of the two-wire resistances allow the localization of the contact
that is lost. Future experiments should perform heating procedures with a temperature
gradient < 0.3 °C. A protective layer of gold sputtered onto the corners of the graphene
sample is recommended to increase the robustness of the contacting setup.
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5. Graphene exposure to the plasma source

Ex-situ CRM: The graphene samples were scanned ex-situ in a CRM. A set of loading
parameters could be found that ensures an exposure of the graphene samples to the
plasma source without removing the graphene layer. Furthermore, it was proven that
the plasma source can remove the graphene but heating procedures to not.

The Ip/IG ratio of the Raman scans was utilized for a determination of beam profile
characteristics. A beam profile analysis was performed on a combined Raman map
consisting of multiple Raman scans from multiple graphene samples. Three models
were fitted to the data and an uncertainty was calculated for the model parameters
via an MC error propagation. Beam characteristics were determined and compared
for the different models. This beam profile analysis was intended as a proof principle
that it is possible to measure a spatially resolved beam profile on graphene samples,
that were exposed to the beam, with a CRM, and eventually determine beam profile
characteristics from the Raman data. Hence, this method can be used, for example, for
non-plasma based dissociators as well.

With the D/D’ intensity ratio the defect types could be distinguished. Sample 3.2 could
be identified as mainly containing vacancy defects and therefore a defect density of
Lp = 5.5nm could be determined. Sample 4.6 was identified as containing a mixture of
vacancy defects and sp>-type defects. For this case, at the time of writing, no established
model exists to map this mixture to a defect density.

Combination of in-situ sheet resistance and ex-situ CRM: An in-situ sheet re-
sistance measurement was successfully performed on a graphene sample that was
exposed to the plasma source for 24 h. Hydrogenation could not be observed with this
sample because heating the sample to 300 °C did not reduce the resistance and the 2D/G
intensity ratio of the Raman scans showed that the graphene was removed.

The combination of the sheet resistance and the CRM yielded that the longer the
graphene sample is exposed to the plasma source, the more defects are produced.
Furthermore, a decrease in sp3-type defects was observed over time. Therefore the
assumption was made, that adsorbed hydrogen atoms are removed during exposure
to the plasma source. Hence, a maximum of hydrogen coverage exists. The plasma
settings and the exposure time to reach the maximum was not found yet.
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with OES

As described in Chapter 5, graphene samples are utilized as a sensor for atomic hydrogen
and as a sensor for the beam profile of the beam that is emitted from the plasma source.
To improve the interpretation of the observations described in that chapter, knowledge
about the gas emitted from the source is desired. Therefore, it is aimed to characterize
the plasma itself as it is the first station in the experiment. In contrast to thermal
dissociators, the existence of hydrogen atoms is obvious in a plasma, because the
radiation from atomic lines lies within the visible wavelength range and can therefore
be observed by eye already. The plasma emission is measured and evaluated with OES
(see Section 4.2).

In this chapter, a method to characterize a hydrogen plasma with OES is presented (see
also Section 2.3.1). The absolute intensity calibration that is required for this method is
shown in Section 6.1. Furthermore, studies are performed that test the sensitivity of
OES measurements to various changes of the optical system.

In Section 6.2, the stability of the plasma over an operation time of multiple hours is
evaluated.

In Section 6.3, the operation of the plasma source in E- and H-mode is demonstrated
(see Section 2.2.3).

In Section 6.4, a method is presented and used on measured spectra to evaluate plasma
parameters, that are the electron temperature T, the electron density n. and the species
densities ny and ny,.

6.1. Absolute intensity calibration of the optical system for
OES

For this work, an absolute intensity calibration is desired for a dedicated analysis of the
plasma parameters. The absolute intensities of Balmer lines and the Fulcher-o-spectrum
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Figure 6.1.: Photo of the absolute intensity calibration setup of the optical system. On the left
side are the components of the optical system for OES. The view port is pointed onto an Ulbricht
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sphere which is utilized for an absolute intensity calibration of the optical system.

are compared for measurements from OES and theoretical calculations from CR-models.
(see Section 2.3.4.3). Therefore, the optical system has to be calibrated with respect
to the absolute intensity. The calibration setup is shown in Figure 6.1. The optical
system is presented in Section 4.2.2. For calibration, an Ulbricht sphere is used which
is a homogeneous diffusive light source from which the number of photons per solid
angle is known!.

6.1.1. Determination of the calibration function

The measured intensity Libricht,measured () has the units Cts% because the measurement
is normalized to s and the CCD chip integrates over a certain wavelength-range. The real
intensity Iypricht real(4) of the Ulbricht sphere is expressed in units of 1’*‘;—*;;“8. Therefore,
a calibration function c¢(A) is defined:

Lulbricht,real (4)
c(1) = 8 6.1
( ) Iulbricht,measured (A) ( )

with the units Ph:’n#. The calibration function in Equation (6.1) is chosen such that it
has to be multiplied with a measured plasma spectrum. The real intensity is modeled
with a polynomial of 9th order. The uncertainty on Iylbrichtreal (A1) is < 1 % and is therefore

!Many thanks to Dr. Dirk Wiinderlich, Dr. Richard Bergmayr and Prof. Dr. Ursel Fantz from IPP-
Garching for providing the Ulbricht sphere and helping with the calibration procedure.

108



6.1. Absolute intensity calibration of the optical system for OES

neglected because the uncertainty from the optical system, that is determined in the
next section, is much larger.

For an absolute intensity calibration, the information of the plasma length I, is required.
The longer the plasma, the smaller the fraction of emitted photons reaching the optical

system. To account for this, the measured intensity I,jasmameasured (A) is multiplied with

lp:

Iplasma,absolute (’1) = Iplasma,measured ()l) : C(/‘l) : lp (6-2)
The plasma length, however, is not known and must therefore be accounted within a
sensitivity study. This is further discussed in Section 6.4.5.

6.1.2. Sensitivity of OES measurements to the alignment of the optical
system

During the operation of the plasma source it was noticed that the measured intensity
can be very dependent on the position of the mount and the lens. To account for this, the
components of the optical system are aligned to each other and the position is marked.
Since the calibration could only be performed at a late stage during this work, there is
no measurement of the plasma with the aligned system. However, the applicability of
the calibration function ¢(1) to measurements with the not-aligned system is tested. In
Figure A.23 in Appendix A.3 the relative change in intensity is measured for different
rotations and positioning of the optical components against each other. The result of
this study shows a maximum change in relative intensity of about 12 %. This value is
used as an uncertainty in the following.

6.1.3. Sensitivity of OES measurements to the exposure time

The so-called dark noise is a common background effect for optical spectrometers [111].
Thermal electrons are generated in the silicon structure of the CCD chip. This can also
be correlated with the exposure time. Therefore, spectra of the Ulbricht sphere are
measured with different exposure times and the effect on the spectra is investigated.
In Figure 6.2a spectra for exposure times between 1 ms and 20 ms are compared. One
curve on this plot corresponds to an average of a bunch of 10 spectra that were measured
in a row. The curves for short exposure times show a higher noise level. This is also
visible in the differences A in Figure 6.2b. They are defined as:

A = Ioms — Lemns » (6'3)
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Figure 6.2.: Variation of intensity for different exposure times in ms. (a) Comparison of the
spectrum of the Ulbricht sphere. (b) Differences between the intensities measured with an
exposure time x and 20 ms. The legend shows x in ms.

where x = [1,3,5, 10, 15]. The differences do not show any significant dependence of
the intensity measurement in the investigated range of exposure times.

The dark noise of the CCD spectrometer can dominate for large exposure times, es-
pecially if the spectrometer is not cooled [112]. However, the study in Figure 6.2 is
performed only for exposure times up to 20 ms. For exposure times greater than this
value, the spectrum was over saturated. Thus, the influence of the dark noise is investi-
gated by measuring dark background spectra for exposure times of 50, 500 and 1000 ms.
For every exposure time, a bunch of 10 spectra is measured in a row. The bunch is
averaged over, and a mean value and a standard deviation are calculated. The result is
displayed in Figure A.24. No exposure time dependence is observed.

6.2. Plasma emission stability

In the scope of the characterization of the plasma source, the stability of the plasma is
of interest. It is possible that an atomic tritium source will be operated in a continuous
mode. Therefore, minimal fluctuations in the plasma parameters will be required.
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Figure 6.3.: Plasma stability measurement. A hydrogen plasma is operated at a gas flow of
0.5 sccm and a load power of Prr = 350 W. The «-line is plotted in red, the -line is plotted in
blue. The integration limits are 663 — 665.5 nm for the x-line and 485 — 491 nm for the (3-line.
(a) Start phase: The plasma is ignited with a gas flow of 2.5 sccm. (b) Full curve profile during
the operation of the plasma. (c) Monitoring of the «-line for t > 5h. (d) Monitoring of the
-line for t > 5h.

The stability is investigated by tracking the atomic «- and (3-line of a hydrogen plasma,
that is operated for one day. The result is shown in Figure 6.3. In inset (a) the run-in
phase is displayed. The plasma is ignited with a flow of 2.5 sccm After that, the flow is
set to 0.5 sccm which is considered as the operating flow. The «- and (3-line stabilized
after 30 minutes. The fluctuations of the peak intensities after 5h of operation are +4 %
for the &-line and < +2 % for the {3-line that is shown in inset (c) and (d). A slight drift
downwards is visible that is more pronounced for the «-line. Nevertheless, this is a
first positive result in regard to developing an atomic tritium source.

Even more important than the stability is the achievable atomic yield. However, the
determination of the atomic yield with OES requires an extensive analysis of the peak
intensities. A method for the determination of different plasma parameters including
the atomic density is presented in Section 6.4. There, the analysis is performed on one
single spectrum. The knowledge gained from the stability measurement, could be used
to propagate the results for the plasma parameters in time.
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6.3. Plasma mode control

In Section 2.2 two operation modes of an ICP are introduced. The plasma can either
be driven via capacitive coupling (E-mode) or inductive coupling (H-mode). Usually,
the ignition of the plasma is started in the E-mode. To enter the H-mode, the power
absorbed by the plasma has to be increased (see Figure 2.8). In terms of operation
settings, this means decreasing the gas flow or increasing the drive power Pgg. The
switch between E- and H-mode is often observed in a hysteresis that arises from different
sustaining mechanisms and related collision processes (see References [58] and [63]).
It is important to know the plasma settings for E- and H-mode because the intensity
differs significantly and therefore also the plasma quantities like electron temperature,
electron density and atomic density.

In this section, the transition of the plasma between E- and H-mode is investigated
by varying Pgg. It is explicitly visible as a jump in the monitoring data of the x- and
(3-line. Because the intensity is much higher in the H-mode than in the E-mode, the
exposure time is adjusted for every transition. An exposure time of 3 ms is set for the
measurements in H-mode. An exposure time of 1000 ms is set for the measurements in
E-mode. The monitoring data is not displayed here because many data points are over
saturated when the plasma is transiting from E- to H-mode with a large exposure time.
Thus, spectra are saved manually after every transition. The absolute intensities of the
atomic «- 3- and y-lines and the molecular Fulcher-x-band are calculated by applying
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Figure 6.4.: Measurement of the intensity of the -line for different drive powers. For a constant
gas flow of 1sccm the drive power is varied between 270 W and 600 W.
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a background subtraction, the calibration function c¢(1) and the plasma length [, (see
Equation (6.2)). In Section 6.4.1 the determination of the peak intensities is explained
in detail. The integration limits for the peak intensities are listed in Table 6.1.

In Figure 6.4 the calculated absolute «-line intensity is displayed (the transition mea-
surement of the 3- and y-line and the Fulcher-x-band is shown in Figure A.25). At
time t = 0 the plasma is in H-mode. Sudden variations in light intensity correspond
to a switch in modes. From this, it is identified that data points with an intensity in
the order of 10'® Ph/(m?>s) correspond to the E-mode. The data points, that are around
10%° Ph/(m?3s) correspond to the H-mode. Te measurement points are connected to
show the observed hysteresis loop. A change of the hysteresis loop over time is ob-
served. This is because the measurement was started a few minutes after the ignition
of the plasma, so that the plasma was not yet stabilized and equilibrated with the cavity
wall temperature. To measure a rather clear hysteresis loop, at least one hour should
be waited between every change of Pgr.

In conclusion, it was demonstrated that a hydrogen plasma could be operated in E-
and H-mode for a gas flow of 1 sccm. For further investigations of this transition, it is
recommended to let the plasma stabilize for t > 1h.

6.4. Determination of plasma parameters with OES

The optical system used in this work for OES has an absolute intensity calibration
(see Section 6.1). Therefore the electron temperature T, the electron density n,, the
atomic density ny and the molecular density ny, can be determined (see Section 2.3.4).
In this Section, a graphical approach is presented and discussed. It is intended as a
demonstration of this method rather than a diagnostics framework with a complete
consideration of all physical contributions. Several processes that are not included in
this method but could change the resulting plasma parameters are discussed in Section
6.4.5. The analysis presented here is performed with python 3.12.

It is a graphical approach that iteratively determines an allowed phase space for the
plasma parameters such that theory and experiment are compatible. The plasma
parameters serve as an input for the theoretical calculations, however, for now a global
fit was not considered since the phase space has many local minima, leading to unreliable
results.
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Figure 6.5.: o-line of the hydrogen plasma spectrum. The red lines are the integration limits for
the determination of the peak intensity. The green area is the background region.

6.4.1. Pre-processing of the measured spectra

Hydrogen plasma spectra (see Figure A.26a) are measured with the optical system that
is shown in Figure 6.1. The data is recorded manually through the export button in the
software of the plasma source manufacturer SVTAZ.

Bunches of spectra:

To minimize fluctuations of the spectrometer, the spectra for the analysis are saved in
bunches. For the spectrum that is used in this analysis, one bunch consists of 10 spectra.
The first step in the analysis script is to average the spectra over the bunch.

Spectra quality investigation:

The bunch-averaged spectrum is manually investigated. In the following, one spectrum
is chosen that is shown in Figure A.26. An asymmetry in the measurement is visible,
especially for the «-line in Figure A.26b. This is presumably a property of the spectrom-
eter. The spectrum chosen for this analysis is an E-mode spectrum that was operated
with a plasma driving power of Prr = 350 W. The inlet pressure was 0.27 mbar.

Background subtraction:

For the atomic lines a background subtraction is performed automatically. The back-
ground level is determined from the intervals to the left and right of the peak, where
no other peak is located. In Figure 6.5 the background is calculated from the green
region. The size of the green bands is r = 4 nm. The background level is determined by
averaging the intensities in the green bands. The effect of the background correction
on the atomic peak intensities is shown in Figure 6.6 (circles vs. triangles). The effect is
most significant for the x-peak.

2© 2025 SVT Associates, Inc. 7620 Executive Drive, Eden Prairie, Minnesota 55344 USA
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Figure 6.6.: Effect of the peak intensities for different radii r. The «-line intensity in red, the
B-line intensity in blue and the y-line intensity in green.

Triang]les: Intensities without background subtraction. Circles: Intensities with background
subtraction.

For the Fulcher-band the background subtraction is performed by hand. The peaks
within 600—640 nm are not so clearly distinguishable from the background as the atomic
lines (see Figure A.26e). Here, a background correction of —1.25 X 1073 is applied.

Absolute intensity calibration of the spectrum:

The spectrum of choice was recorded with an exposure time of the spectrometer of
100 ms. Hence, it is multiplied by 10 to normalize it to 1s. The spectrum is transformed
to a Photons/(m® - s) scale by applying the calibration function c(1) and the plasma
length [, from Equation (6.2). The plasma length is estimated to be in the order of
magnitude of the length of the plasma cavity [, = 10 cm. In this work, the effect of
opacity is not considered. A detailed discussion is given in Section 6.4.5.

Integration of peak intensities:

The peaks are numerically integrated with the function scipy.integrate.simpson from
python. It utilizes the Simpson’s rule that is generally more accurate than the trapezoidal
rule or Riemann sums because it approximates the curve with parabolas, which better
account for the function’s concavity [113]. A study on the integration limits is performed.
The intensities for the atomic lines are calculated for different integration limits. The
integration interval is defined symmetrically around the literature value / of the atomic
line* [I — r,1 + r]. The ,radius” r is varied between 0.5nm and 10nm. The result
is shown in Figure 6.6. Especially for the o-line intensity, the integration limits are
sensitive to r. For r < 4nm , not the full peak is considered. For r > 4 nm the intensity

3https://physics.nist.gov/PhysRefData/ASD/lines_form.html (visited on 11/21/2025).
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Table 6.1.: Integration limits used for the determination of peak intensity.

line/band lower int. limit upper int. limit

x 654 660
B 485 488
v 433 4355
Fulcher-« 600 640

increases constantly because it takes into account other peaks from the hydrogen
plasma spectrum. Furthermore, a prominent asymmetry in the «-line (see Figure A.26b)
causes the sensitivity on the «-line to the r. Thus, the integration limits should be
chosen as close as possible to the peak but not too close such that the hole peak is
considered, and an asymmetric choice of the integrations limits is favorable. The
integration limits chosen in this work are listed in Table 6.1. The asymmetry of the
peaks (see e.g. Figure 6.5) is reflected in the integration limits as well. The integration
limits for the Fulcher-a-band are motivated in Section 2.3.2.

The output of the analysis in this section is Iyeasured- An error band of 12 %, which is
motivated in Section 6.1, is added. This is compared to Iieory that is calculated in the
next section.

6.4.2. Calculation of theoretical peak intensities

Theoretical peak intensities liheory are calculated through
Itheory = NgNe RO,p(Te’ Ne, Ny, TO)Ap,k ) (6.4)

with ny = npp, depending on whether an atomic peak intensity or a molecular spectrum
is calculated. The Ry are the population coefficients that can be calculated with CR-
model solvers. In this work, the CR model solver Yacora on the web [70] is used which
is accessible on the web. It is operated by the IPP at the MPG in Garching, Germany. A
detailed explanation for this solver is given in Section 2.3.3. As input parameters, the
electron temperature T, the electron density n., the particle temperature Ty = Ty pp
and the particle density n, are required. All of them are unknown. Therefore, Ry is
calculated for a set of T, n. and ny. The effect of Tj on the result is supposed to be small
because the hydrogen mass is much larger than the electron mass, and therefore the
processes are dominated by the electron dynamics [70].

An error band is added to the calculation of Iiheory in Equation (6.4). It is an acceptance
range for the determination of the plasma parameters in Section 6.4.4. The size of
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the error band depends on the accepted phase space of the plasma parameters. The
accepted phase space means the values for T, n, ni and ny, that are allowed such that
theory and experiment is in agreement. If the band is too small, the phase space for
the plasma parameters is empty. Hence, the error band is gradually increased until a
set of plasma parameters is found. In this work, the error band was found to be +20 %.
However, the size of the error band was not explicitly pushed to the minimum as this
analysis is just a demonstration of this method to determine plasma parameters.

6.4.3. Comparison of experimental and theoretical intensities

After the determination of the theoretical and experimental peak intensities, they are
compared. As an example, the comparison is illustrated in Figure 6.7. The atomic lines
are plotted over T, for fixed n. and ny (see Figure 6.9d). Thus, there is a large set of
plots for different n. and ny. The atomic ratios are plotted over n. for fixed T. and
nu. Thus, there is a large set of plots for different T. and ny (see Figure 6.7b). For the
Fulcher-band a similar set of intensity-Te-plots is generated (see Figure 6.7c).

6.4.4. Determination of plasma parameters with a graphical approach

The theoretical intensities have intercepts with the experimental values. Because both
contain an error band, the intercepts of the error bands are calculated. The values of
T. and n, for the different intercepts span a phase space. The resulting phase space
from the atomic lines is illustrated in Figure 6.8. It is, again, a set of plots for different
ny. Every band represents a set of intercepts for one atomic line. As an example, the
plots for ng = 108, 10" and 10% m > are shown in the Figures 6.8a, 6.8b and 6.8c. The
region of interest is where all the bands overlap. Here, the theory is compatible with
the experiment.

A similar phase space is produced for the atomic line intensity ratios. The ratios only
have one plot because the particle density cancels out (see Equation (2.45)). The region
of interest is hatched in white. Furthermore, the phase space for a set of ny, of the
Fulcher-band is shown in Figure 6.9. The acceptance range is narrowed down by cutting
the phase-spaces to the region of interest and iteratively comparing them for atomic
lines, atomic ratios and the molecular band. The atomic and molecular density can
be narrowed down with Equation (2.48). The total particle density inside the plasma
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Figure 6.7.: Comparison between theory and experiment. Solid lines are from theoretical
calculations. Dotted lines are single values from one measured spectrum. (a) Comparison of
calculated atomic line intensities with measured absolute line intensities with fixed n. and ny.
(b) Comparison of calculated atomic line intensity ratios with measured line intensity ratios
with fixed T. and ny. (c) Comparison of the calculated Fulcher-band intensity with measured
and extrapolated absolute Fulcher-band intensity with fixed n. and ny. The red crosses indicate
the intercepts of the error bands.

is estimated as n = 2.38 X 10** m™* assuming a temperature of Ty, = 8000K* and a

measured pressure of p = 0.27 mbar. The narrow down procedure works as follows:

“The choice was made due to the default value T(H) in Yacora on the web. However, it can be assumed
that the actual gas temperature is smaller. Nevertheless, this choice is sufficient to demonstrate the
method.
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Figure 6.8.: T.-n. phase space resulting from the intercepts of calculated and measured intensities
(see Figure 6.7). (a)-(c) Phase space for atomic line intensities. In red: o-line. In blue: (3-line.
In green: y-line. Region of interest: The region where all bands overlap. If the python does
not find any intercepts, the value is set to T. = 10 eV (d) Phase space for atomic line-intensity
ratios. In red: Iy/I,. In gray: Ig/I,. In green: Ig/I,. White hatched: Region of interest. The region
where all bands overlap. If the python script does not find any intercepts, the value is set to
ne = +£10%2 m=3.

1. Intensities are calculated for a wide range of n. and T,. Atomic and molecular
density is roughly estimated by calculating the total particle density and choosing
arange of 0.1% - n — 100 % - n for ny and ny,, respectively.

2. The ne and T, phase space for the absolute atomic intensities is plotted and the
region where the bands do not overlap is filtered. For example, in Figure 6.8 (a)-(c)
Te is restricted to ~ 1.0 — 1.5¢€V.

3. Further restrictions are made with the phase space of the Fulcher-band. In Figure
6.9 the phase space is plotted for four different ny, as an example. The regions
where the band is not located is cut. In Figure 6.9 T, is restricted to ~ 1.0 — 1.5eV
as well.

4. Furthermore, n, is restricted by the phase space plot of the atomic line ratios. In
Figure 6.8d n, is restricted to ~ (1 — 5) - 10'"® m~>. This refines the mesh on ny
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Figure 6.9.: T.-n. phase space resulting from the intercepts of calculated and measured intensities
of the Fulcher-band (see Figure 6.7c). The region of interest is marked in red.

and ny,. For example, ny = 10° m™? is excluded with the limits on n. (see Figure
6.8c).

5. The densities ny and ny, are also restricted via rearrangement of Equation (2.48).

6. Repeat from step 2 and if the theoretical calculations are not fine enough to further
restrict the phase space repeat from step 1 with the refined parameter mesh.

The plasma parameters that result from the narrow-down process are listed in Table
6.2.

6.4.5. Effects that have an influence on the evaluation of plasma
parameters

As mentioned before, the values in Table 6.2 are not final values that characterize the
plasma source but rather a demonstration of the analysis approach to determine plasma
parameters. For a full characterization of the plasma source, a couple of effects have to
be considered within sensitivity studies. These effects are discussed in this section.
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Table 6.2.: Results for plasma parameters determined with a graphical approach only for demon-

stration purposes. Only direct excitation is considered, and effects described in Section 6.4.5 are
neglected.

parameter | determined range
T. (1.0 — 1.2) eV
Ne (1.4-2.6)-10¥m™
nu (0.2-2)-10"m™3

ny, | (2.18 —2.36) - 10 m™3

6.4.5.1. Excitation channels

The contribution to the intensity of atomic lines consists of multiple excitation channels
(see Figure 2.11). In case of an ionizing plasma [73], the direct excitation and dissociative
excitation are dominant. An example by D. Wiinderlich and U. Fantz is shown in Figure
6.10. In a plasma with a drive power of Pgr = 70kW and a pressure of 0.8 Pa the
contribution of the dissociative channel is up to 25 %. In this work, only the direct
excitation channel was used. The parameters that are varied are T, n. and ny. Taking
the dissociative excitation channel into account, ny, would also be a free parameter.
This increases the complexity of the graphical analysis approach. Furthermore, it is
possible that other excitation channels contribute as well (see Figure 2.11c) if T, ~ 1eV.
Therefore, a purely analytical approach is recommended.
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Figure 6.10.: Contributions of different excitation channels to the emission of atomic Balmer lines.

Blue: contribution from direct excitation. Purple: Contribution from dissociative excitation.
Reprinted from [73].
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6.4.5.2. Fulcher extrapolation

The part of the Fulcher spectrum that is observable with the optical system (600 —
640 nm) has to be extrapolated to consider the full spectrum [69]. In this work, a fixed
extrapolation factor of 2 is applied to the integrated spectrum. This value was taken
after discussions with D. Wiinderlich and R. C. Bergmayr that estimated this value from
experience in the extrapolation procedure (see e.g. References [67] and [69]).

6.4.5.3. Plasma length

The emission intensity measured by the optical system for OES depends on the length
of the plasma [, in the line-of-sight. The longer the plasma, the smaller is the fraction of
the light seen by the optical system. The plasma length is a multiplicative factor on the
absolute intensity (see Equation 6.2). For a demonstration of the method to determine
plasma parameters an ,order of magnitude®-estimation of [, is sufficient. However, the
acceptance range of the phase space can be very sensitive to changes in multiplicative
factors.

6.4.5.4. Opacity

Not all photons that are produced inside the plasma find their way to the optical
spectrometer. This optical thickness of the plasma is called opacity. Some photons
are absorbed by the plasma itself. D. Wiinderlich et al. observed an overestimation
of n. by almost a factor of 5 and T, by 20 % when opacity is not considered [114].
Furthermore, an overestimation for the atomic fraction ny/ny, of 3.6 was observed. In
the scope of an atomic tritium source it is very important to know the atomic fraction
precisely. Therefore, the effect of opacity needs to be studied. The consideration of
opacity requires the a priori calculation of a full set of population escape factors. For
this, the plasma geometry and expected emission profiles must be taken into account.
The factors are then used as an input for the CR model calculations [114].

6.5. Conclusion

In this section, the plasma source was characterized in terms of plasma emission stability,
plasma mode control, and a method to determine the plasma parameters T, ne, nyy and
np, was presented.
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Firstly, an absolute intensity calibration of the optical system was performed with an
Ulbricht sphere. Secondly, different sensitivity studies on the spectra were performed:
An uncertainty of 12 % on the measurement was evaluated from the dependence of the
measurement to the alignment of the components of the optical system. Furthermore,
the exposure time dependency from e.g. dark noise was investigated. However, no
significant dependence was observed.

Plasma stability was investigated by running a hydrogen plasma for 24 h and monitoring
the «- and f-line intensities. The results showed a rather stable plasma after a run-in
phase of 5h with a maximum fluctuation of 4 % in the «-line intensity and 2 % in the
f-line intensity. The knowledge gained from this measurement, can be used in the
future to propagate the results for the plasma parameters in time.

It was demonstrated that the plasma can be operated in a capacitive coupled E-mode
or in an inductive coupled H-mode. A hysteresis was observed for the transition
between the two modes. However, the hysteresis was changing, most probably because
the plasma was not yet thermally stabilized with the cavity walls, this needs further
measurements for investigation.

Finally, a method was presented to determine plasma parameters with OES. This
method was demonstrated on one spectrum that was measured from a plasma in E-
mode. Theoretical calculations were graphically compared to measurements. Iteratively,
the acceptance region for the plasma parameters was reduced until a set of electron
temperature T, electron density ne, atomic density ny and molecular density ny, was
found. Since some contributions could not be considered in the scope of this work, the
parameters are only for demonstration purposes.
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The KATRIN experiment probes the effective anti electron neutrino mass. Recently,
the most stringent upper limit of 0.45eV (90 % C.L.) from direct measurements was
reported [3]. For future neutrino mass experiments, a sensitivity on the neutrino
mass below inverted mass ordering is aimed for. Therefore, new technologies need
to be researched and developed. One limitation of the sensitivity in KATRIN results
from the broadening of the *HeT*-FSDs that are the product of the molecular tritium
decay. Sensitivity studies have shown that significant improvements can be made by
transitioning from molecular to atomic tritium. Hence, current efforts aim to develop
an atomic tritium source.

As a first step, the KAMATE collaboration aims to identify suitable atomic sources that
dissociate molecular tritium. Therefore, three commercially available atomic sources
need to be characterized with nonradioactive hydrogen before tritium operation.

The goal of this thesis was the commissioning and characterization of a plasma source
in a dedicated vacuum setup with protium. The characterization was chosen to be
performed in a twofold manner. The first one is the characterization of the beam emitted
from the plasma source. The second one is the characterization of the plasma itself. This
is a significant advantage of plasma-based dissociation devices compared to thermal
crackers because the plasma can be investigated directly with noninvasive OES.

B/BN deposition on glass

In this work, a study was performed that analyzed glass slides after exposing them to
the plasma source. No significant boron or boron nitride deposition could be observed
by using microscopy technologies such as DLI, SEM and WLI. An upper limit of 10 nm
B/BN layer thickness was found. Therefore, further investigation tools can be placed in
front of the plasma source like delicate QMS devices. However, BN flakes were found at
the viewport, which is at the gas inlet side of the source. The studies were performed in
a horizontal orientation of the source. Thus, observations of B/BN contamination could
be different when the source is operated in a vertical orientation, as it would be the
case for the Beam for Atomic Tritium Experiment (BeATE) [48] or the MATS setup.

Characterization of the beam emitted from the plasma source
Graphene was utilized as a beam sensor. The structural changes that appear on the
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graphene sample during the exposure to the plasma source needed to be monitored.
This challenge was met in a qualitative and quantitative way by utilizing a combination
of ex-situ Raman spectroscopy and in-situ sheet resistance measurements. First tests
were performed that characterized the behavior of the electrical contact during heating
procedures of up to 300 °C. The main results for the experiments with graphene were:

« First successful in-situ sheet resistance monitoring of a graphene sample exposed

to the plasma source. On the basis of the findings in this work, upgrades to the
hardware setup are being made to improve reproducibility of the sheet resistance
measurements when heating the samples up to 300 °C. In a joint work with M. Lai
and G. Zeller from TLK and with M. Miiller and S. Kempf from the Institute of
Micro- and Nanoelectronic Systems (IMS), attempts are made to sputter gold onto
the corners of the graphene samples to protect them from thermal movement of
the contacting washers when large temperature gradients are applied.

« A novel method was demonstrated that utilized the Ip/Ig ratio of the two di-

mensional Raman scans of the graphene samples. It was demonstrated that a
determination of beam profile characteristics like beam profile center position and
beam profile size is possible with this method. In the future, graphene samples
could be exposed to thermal sources that are currently being characterized within
the KAMATE collaboration. Thus, the beams of the sources could be analyzed
and compared.

The combination of the findings with the in-situ sheet resistance measurements
and the ex-situ CRM scans yielded a decrease in the amount of sp*-type (hydro-
genation) defects during exposure to the plasma source. Therefore, the assumption
was made that the plasma source firstly produces hydrogenation and after a local
maximum is reached (which was observed in the sheet resistance during expo-
sure), the hydrogenation is removed. For future work, it could be possible to
observe a beam profile in the Ip/I;y ratio if the graphene sample is loaded so that
the local maximum in sheet resistance is not exceeded.

Characterization of the plasma with OES
In low temperature plasmas OES is widely used because it is noninvasive and very
powerful if supported by theoretical calculations from CR-models [20]. The main results

are:

126

« The plasma stability was investigated by monitoring the atomic a- and f-lines

over a period of 24 hours. The results showed a rather stable plasma after a run-in
phase of 5h with a maximum fluctuation of 4 % in the a-line intensity and 2 % in
the f-line intensity.
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« Plasma source settings were found that allow E- and H-mode operation. A hys-
teresis was measured between the two modes. For future studies a stabilization
time of a 5 hours is recommended due to thermalization of the plasma with the
cavity walls.

+ An absolute intensity calibration of the optical system for OES was performed
with an Ulbricht sphere at the IPP in Garching with D. Wiinderlich, R.C. Bergmayr
and U. Fantz. Various sensitivity studies of the optical system were performed
that resulted in an systematic uncertainty of 12 % on the measured spectra.

« A graphical approach was demonstrated that determined plasma parameters like
electron density, electron temperature, atomic density and molecular density for
one hydrogen plasma spectrum in E-mode. In the future, this method could be
extended by including further excitation channels in the calculations. Further-
more, sensitivity studies need to be performed concerning the effect of the Fulcher
extrapolation, the plasma length and the opacity on the plasma parameters. Imple-
menting these open points as extensively as possible would yield reliable results
for quantifying the atomic and molecular density, and therefore, the dissociation
fraction.

In summary, the twofold characterization of the plasma source for atomic hydrogen
was demonstrated successfully. As a next step, the transition to tritium could be done.
Currently, there are no CR models for T and T,. To determine plasma parameters in
a low temperature tritium plasma, an extension of these models to tritium would be
required. In this regard, cross section calculations would have to be performed that
would serve as an input in the CR models.

Recently, A. Semakin et al. [50] proposed a different approach for an atomic tritium
source than the four-staged method followed by KAMATE. They suggested to dissociate
T, at already cryogenic temperatures of 1K with an RF discharge. Therefore, the
relevance of this thesis increases because cryogenic plasmas can be studied with OES
as well.
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Appendix

A. Appendix

A.1. Results of potential boron/boron nitride deposition

A.1.1. Scanning electron microscopy scans
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Figure A.1.: Results from the SEM with E. = 1keV. EDX line scan of the glass slide before
loading in the center area. (a) SEI of the scanned area. (b) EDX line scan for oxygen. (¢) EDX
line scan for boron including a linear fit and the 1 ¢ band.
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Figure A.2.: Results from the SEM with E. = 1keV. EDX line scan of the glass slide after
loading in the center with a scratch on it. (a) SEI of the scanned area. (b) EDX line scan for
oxygen. (c) EDX line scan for boron including a linear fit and the 1 ¢ band
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Figure A.3.: Results from the SEM with E. = 5keV. EDX line scan of the glass slide before
loading in the center area.(a) SEI of the scanned area. (b) EDX line scan for oxygen. (c) EDX
line scan for boron including a linear fit and the 1 ¢ band.
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Results of potential boron/boron nitride deposition
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Figure A.4.: Results from the SEM with E. = 5keV. EDX line scan of the glass slide after
loading in the center with a scratch on it. (a) SEI of the scanned area. (b) EDX line scan for
boron including a linear fit and the 1 ¢ band.
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Figure A.5.: Results from the SEM with E. = 300eV. EDX line scan of the glass slide after
loading in the center with a scratch on it.(a) SEI of the scanned area. (b) EDX line scan for
boron including a linear fit and the 1 ¢ band.
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Figure A.6.: Results from the SEM with E. = 30keV. Line scan of the glass slide after loading
in the center with a scratch on it. (a) SEI of the scanned area. (b) EDX line scan for oxygen. (c)
EDX line scan for boron including a linear fit and the 1 o band
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A.1.2. White light interferometer scans

(a) (b)

(d)

Figure A.7.: Profile measured with the WLIL. 50000% magnification. The right edge of the profile
corresponds to the edge of the glass slide. (a) optical image of the edge of the glass slide before
loading, scanned along z-direction. (b) optical image of the edge of the glass slide after loading,
scanned along z-direction. Inside the red marked area there is a white mark which is the scratch.
On the right side from the scratch the sample was covered with the metal plate. The left side
was uncovered. (c) Profile scan before loading with height scale of 6.4 ym (view is from the
x-axis). (d) Profile scan after loading with height scale of 2.5 ym (view is along the x-axis).
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A.1. Results of potential boron/boron nitride deposition

(b)

(d)

Figure A.8.: Profile of the glass slide on the uncovered side measured with the WLI. 50 000 %
magnification. Note that the scans before and after loading are not in the same position of the
glass slide. (a) optical image of the edge of the glass slide before loading along z-direction. (b)
optical image of the edge of the glass slide after loading along z-direction.(c) Profile scan before
loading with height scale of 0.85 um (view along the y-axis). (d) Profile scan after loading
with height scale of 0.85 ym (view along the y-axis).
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(a) (b)

(c) (d)

Figure A.9.: Profile of the glass slide on the covered side measured with the WLL 50 000 %
magnification. Note that the scans before and after loading are not in the same position of the
glass slide. (a) optical image of the edge of the glass slide before loading along z-direction. (b)
optical image of the edge of the glass slide after loading along z-direction.(c) Profile scan before
loading with height scale of 1.07 ym (view along the y-axis). (d) Profile scan after loading
with height scale of 1.191 ym (view along the y-axis).
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A.1. Results of potential boron/boron nitride deposition

Figure A.10.: Determination of max peaks in the profile scan of the unloaded glass slide at the

edge.

Figure A.11.: Determination of max peaks in the profile scan of the loaded glass slide at the edge.
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Figure A.12.: Determination of max peaks in the profile scan of the unloaded glass slide on the
uncovered side.

Figure A.13.: Determination of max peaks in the profile scan of the loaded glass slide on the
uncovered side.
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A.1. Results of potential boron/boron nitride deposition

Figure A.14.: Determination of max peaks in the profile scan of the unloaded glass slide on the
covered side.

Figure A.15.: Determination of max peaks in the profile scan of the loaded glass slide on the
covered side.
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A.2. Results of the beam profile models
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Figure A.16.: Results of the Gaussian model fitted to the combined Raman map. (a) A contours
plot overlapped with the data points which framed in red. The cross indicates the beam center.
(b) The histogram of the residuals A. Outliers for |A| > 0.25 are filtered for (c)
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Figure A.17.: Results of the generalized normal model fitted to the combined Raman map. (a)
A contours plot overlapped with the data points which framed in red. The cross indicates the
beam center. (b) The histogram of the residuals A. Outliers for |A| > 0.25 are filtered for (c)
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Figure A.18.: Histograms of MC error propagation of graphene sample positions to the Gaussian
model parameters: BP center height A, BP center position x; and y,, BP size s, and Sy, rotation
of the ellipsis ¢, and a background offset B. The histograms of y* and y*/v are displayed as

well.
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Figure A.19.: Histograms of MC error propagation of graphene sample positions to the general-
ized normal model parameters: BP center height A, BP center position x, and y,, BP size s, and

sy, rotation of the ellipsis ¢, a background offset B and a free exponent p (see Equation (5.1)).
The histograms of y? and y?/v are displayed as well.
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Figure A.20.: Correlation of the parameters of the Lorentzian model for the beam profiles. The
parameters are: BP center height A, BP center position xy and y,, BP size s, and sy, rotation of
the ellipsis ¢, and a background offset B.

158



A.2. Results of the beam profile models

1.00
I'$ 1.00 H 0.75
Xo in mm--0.15 0.50
Yo in mm- an) -0.25
S
e
Sy in mm--0.20 -0.00 2
E
S
Sy inmm--0,22 -—0.25
¢--0.28 -0.50
B--0.08 -0.75
< A= o ~1.00

Xo in mm -
Yo in mm-
Sx in mm
Sy in mm -

Figure A.21.: Correlation of the parameters of the Gaussian model for the beam profiles. The
parameters are: BP center height A, BP center position x, and y,, BP size s, and sy, rotation of
the ellipsis ¢, and a background offset B.
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Figure A.22.: Correlation of the parameters of the generalized normal model for the beam profiles.
The parameters are: BP center height A, BP center position xo and yo, BP size sy and sy, rotation
of the ellipsis ¢, a background offset B and a free exponent p (see Equation (5.1)).
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A.3. Calibration tests with the Ulbricht sphere
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Figure A.23.: Measurement of the intensity of an Ulbricht-sphere with OES. Test of uncertainty
of the intensity measurement depending on the orientation of the optical components to each
other (see Figure 6.1). The integrations limits are 656.6 — 657 nm for the a-line interval (red)
and 485 — 488 nm for the f-line interval (blue) . (a) and (b): During the measurement time, the
position of the lens and the mount was varied. The maximum variation in intensity was 12 %.
Points with an intensity of 0 are excluded, because here the lens was completely detached from
the view port. (c) and (d): During the measurement time, the fiber was rotated against the lens
position. The maximum variation in intensity was 6 %. (e) and (f): During the measurement time,
the fiber was rotated against the spectrometer position. The maximum variation in intensity
was 6 %. 161
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Figure A.24.: Mean values of background spectra measured for exposure times of 50, 500 and

1000 ms. For every exposure time 10 spectra are measured in a row and averaged. The mean
and the standard deviation plotted as error bars are calculated from the averaged spectrum.

162



A.4. E to H mode transitions

A.4. E to H mode transitions

ql )
108 10 10 I 10
® ®
L) 1017 8 w L 8 w
E g E g
= 2 = 2
= £ £ E
£ 10 6 E £ 10 6 E
£ £
g s 2 2
§aov| ; <£ 3 ¥
5 £
2 2
14 15
10 10 # - i
300 350 400 450 500 550 600 0 300 350 400 450 500 550 600 0
Prein W Pre inw
(a) (b)
10
®
E 8 g
2 10'® E
£ 6 E
z 5
§ a £
£
10]7 2
300 350 400 450 500 550 600 0
Prrin W
(c)

Figure A.25.: Measurement of the absolute intensity for different plasma drive powers of (a) the
B-line, (b) the y-line and ¢ the Fulcher-a-band. The integration limits are listed in Table 6.1.

163



Appendix

A.5. Pre-processing of hydrogen spectra
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Figure A.26.: Measurement of a hydrogen plasma spectrum at a gas flow of 1 sccm and a plasma
driving power of 350 W. In blue is the data, in red are the integration limits as defined in Table
6.1. Plotted is the (a) full hydrogen plasma spectrum, the Balmer (b) a-line, (c) f-line and (d)
y-line and (e) the part of the Fulcher-a-band (600 — 640 nm). The spectrum was measured with
an exposure time of 100 ms.
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