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ARTICLE INFO ABSTRACT
Keywords: Wave evolution in thin-film flows is highly relevant for heat and mass transfer applications, such as CO, capture
Falling film in falling film absorbers. To develop a detailed understanding of potential enhancement mechanisms associated

Two-phase flow
CO, carbon capture
DNS

with the evolution of three-dimensional (3D) waveforms, we perform 3D direct numerical simulations
of passive scalar transport in laminar-wavy film flows, using a hybrid front-tracking/level-set method to
accurately resolve interfacial features. CO, absorption is greatly enhanced in the presence of interfacial waves
with the liquid-side mass transfer coefficient increasing tenfold relative to that of a flat film for the highest
film Reynolds numbers (Re) studied. This is primarily due to changes in interfacial and internal flow dynamics
rather than an increase in the gas-liquid interfacial area. The recirculation region present in the leading and
trailing fronts of the 3D waves intensifies mass transfer, and their effectiveness increases with Re. At low Re,
there is a film region beneath the wavy interface, which remains relatively undisturbed where mass transfer
is dominated by diffusion. The introduction of structured substrates to promote mass transfer under these
conditions is recommended. The visco-capillary ripple region, which precedes the leading and trailing fronts for
sufficiently high Re, provides a relatively high degree of spanwise advection, with the mean spanwise velocity
magnitude reaching around one-quarter that in the streamwise direction. This underscores the importance of
solving the fully-3D problem as these effects do not have a two-dimensional analogue.

1. Introduction Falling film flows also offer significant advantages for heat and mass
transfer applications, including short contact time (critical for heat-

Thin film flows are ubiquitous in nature, occurring on a wide range sensitive fluids such as those in food processing), low pressure drop

of length scales (Craster and Matar, 2009). On the kilometer-to-meter (advantageous for viscous liquids such as polymer solutions) and mini-
mal holdup volume (essential when handling hazardous materials) (Al-

husseini et al., 1998). The characteristic thin liquid layer and the large
interfacial area of the falling film geometries promote exceptionally
high specific heat and mass transfer rates (Charogiannis et al., 2015).

scale, they appear as geophysical phenomena such as gravity currents,
mud flows, snow avalanches, and volcanic lava flows (Balmforth and
Provenzale, 2011). At smaller scales — from millimeters to micrometers
— they are observed in biological systems, including mucus flow in These properties make them valuable in microfluidic systems, where

the pulmonary airways (Grotberg, 1994) and thin corneal tear films surface-to-volume ratios can reach ~20 000 m? /m3 (Al-Rawashdeh et al.,
in the human eye (Craster and Matar, 2009). Industrially, thin film 2012).

configurations are widely used in chemical engineering equipment The heat and mass transfer performance in falling film systems is
such as reactors (RoBler et al.,, 2013), evaporators (Dai et al., 2022), closely tied to the underlying hydrodynamics. Issues such as liquid
crystallizers (Le Page Mostefa et al.,, 2015), and absorbers (Mortazavi maldistribution and partial wetting can significantly impair transfer
et al., 2015), as well as on the surfaces of structured packing internals rates (Sebastia-Saez et al., 2013). In contrast, the development of
in absorption and distillation columns (Hampel et al., 2020). interfacial waves can markedly enhance liquid-side transport pro-
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cesses (Park and Nosoko, 2003; Demekhin et al., 2007)—a factor
especially important in mass transfer applications, where the diffu-
sivity in the liquid phase is typically low (Park and Nosoko, 2003).
Although such waves naturally emerge in falling films over extended
flow distances (Brauner and Maron, 1982), various forcing strate-
gies have been explored in the literature to deliberately increase film
waviness and thus boost heat and mass transfer performance. These
approaches include passive methods, such as incorporating structured
surfaces (Davies and Warner, 1969; Diill et al., 2024), as well as active
techniques, such as the use of acoustic wave excitation (Schroder,
2019).

In a groundbreaking experimental study of falling film flows along
a vertical plane, Park and Nosoko (2003) successfully combined spatial
and time-oscillatory perturbations to investigate their influence on
interfacial wave dynamics. By placing a spanwise array of fine needles
along the liquid distributor in contact with the film and vibrating the
inlet tube, they studied the evolution of three-dimensional (3D) wave
structures from two-dimensional (2D) wavefronts in a well-controlled
manner. The evolving solitary waves are characterized by a teardrop-
shaped hump with a series of capillary ripples at its front (Park and
Nosoko, 2003). Vortex formation in this elevated hump leads to liquid
renewal at the gas-liquid interface and significantly increases the mass
transfer rates (Miyara, 2000; Nagasaki et al., 2002; Yoshimura et al.,
1996).

At low Reynolds numbers Re < 40, the imposed spatial pertur-
bations lead to rather weak spanwise modulations of the evolving
two-dimensional wavefronts (Park and Nosoko, 2003). In contrast,
at elevated Reynolds numbers 40 < Re < 100, these wavefronts
become highly unstable and turn into 3D horseshoe-shaped wave struc-
tures (Park and Nosoko, 2003). Although horseshoes retain the same
teardrop-hump/capillary-ripple characteristic, the wavefront between
them disintegrates into dimples (Park and Nosoko, 2003). The asso-
ciated destruction of internal vortices was speculated to affect the
characteristics of mass transfer and be responsible for the reduced
wave-induced increase in the mass transfer coefficient at Re > 40
compared to Re < 40 (Park and Nosoko, 2003). At the same time, the
capillary waves that precede the teardrop humps of adjacent horseshoes
can interfere, resulting in the formation of complex chequer-board or
herringbone patterns (Georg F. Dietze, 2011). Relatively strong span-
wise liquid flow is induced in these areas, and associated mixing was
hypothesized to be responsible for the significant enhancement of heat
and mass transfer processes observed in 3D falling film flows (Georg
F. Dietze, 2011; Dietze et al., 2014).

The above findings highlight the complex 3D dynamics of wavy
falling film flows, emphasizing the need for accurate numerical mod-
elling to unravel the evolving internal flow structures and to fully
understand their impact on heat or mass transfer processes. However,
most numerical simulations of falling film flows in heat and mass
transfer applications were conducted on simplified 2D domains. These
include studies of film flows on smooth (Albert et al.,, 2014; Chen
et al.,, 2023; Zhang et al.,, 2022; Zhou and Prosperetti, 2020) and
structured (Akesjé et al., 2019; Chen et al., 2021; Dietze, 2018; Hidman
et al., 2024; Lu et al., 2021; Ma et al., 2024) surfaces. Although some
findings from 2D simulation frameworks may be transferable to the
3D domain Park and Nosoko (2003), potentially important spanwise
flow patterns remain elusive. Moreover, complex 3D wave structures
without a predominant direction can develop at higher Reynolds num-
bers, particularly in falling film flows on structured surfaces (Diill et al.,
2025). A series of 3D volume-of-fluid simulations was conducted to
study the wetting behaviour of falling film flows (Sebastia-Saez et al.,
2013, 2015, 2017; Ataki and Bart, 2006; Iso and Chen, 2011; Wan et al.,
2022), but these studies mostly focused on mesoscale phenomena under
non-wavy flow conditions.

In a novel approach, Dietze et al. (2014) performed full-scale di-
rect numerical simulations (DNS) of the Navier-Stokes equations to
study the evolution of three-dimensional interfacial waves under the
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same flow conditions as those investigated experimentally by Park
and Nosoko (2003) and Rohlfs et al. (2012). Their simulation results
provide an accurate representation of the fine interfacial details ob-
served experimentally (Park and Nosoko, 2003) and reveal a significant
discrepancy between the flow dynamics in 2D and 3D. The evolving
horseshoe waves result in a separation of the overall flow into an
inertia-dominated region in the teardrop-shaped humps and a viscocap-
illary region (Dietze et al., 2014). Substantial spanwise recirculation
patterns can be observed in both regions, and due to the absence of
gravity in the spanwise direction, these patterns are highly complex
flow features (Dietze et al., 2014). Batchvarov et al. (2020) used
a similar approach to Dietze et al. (2014) to investigate the effect
of insoluble surfactants on the wave dynamics of falling film flows.
Likewise, Kahouadji et al. (2022) studied the natural transition from
an initially smooth interface to a fully-3D falling film flow. However,
to the best of our knowledge, the effect of 3D flow patterns on heat and
mass transfer processes has not yet been investigated numerically.

In this study, we integrate an advection-diffusion equation of a
passive scalar into the simulation framework used by Kahouadji et al.
(2022). In this manner, we aim to extend the previously described DNS
simulations of 3D wave dynamics in falling film flows, and complement
earlier works on wave-induced heat or mass transfer enhancement
performed on 2D numerical domains. We focus mainly on mass transfer
processes and consider the absorption of carbon dioxide (CO,) as our
primary application case. Due to the relatively low mass diffusivity
compared to, for example, thermal diffusivity, wave-induced internal
convection is expected to have a particularly high potential for process
intensification in such applications (Dietze, 2018). We anticipate that
understanding wave-induced transport enhancement effects in well-
defined wave structures, such as those investigated experimentally
by Park and Nosoko (2003) and considered in our study, will help
unravel the complex interaction between falling film hydrodynamics
and species transport in naturally evolving 3D wavy film flows. Even-
tually, this knowledge may be applied to design optimized spatial
and/or temporal flow perturbations to enhance the process and energy
efficiency of gas-liquid contactors, such as falling film absorbers for CO,
capture applications (Ghasem, 2023).

2. Problem formulation and numerical procedure
2.1. Governing equations

We consider the spatio-temporal evolution of a thin liquid film
falling down an isothermal, rigid, and impermeable vertical plane in a
three-dimensional (3D) domain as shown in Fig. 1. We model the film
dynamics using a standard Cartesian coordinate system x = (x,y,z) €
[0, A,] x [0,4,] x [0,4,] where x, y, and z refer to the streamwise,
spanwise, and wall-normal coordinates, and 4,, 4,, and 4, denote the
domain lengths in these directions, respectively. The liquid is assumed
to be Newtonian and incompressible and the overlying gas acts as an
infinite reservoir of CO, maintained at constant pressure (p,, = 1 atm)
and temperature (T, = 294.15K).

We use a single-fluid formulation to model the two-phase flow
problem under consideration in which the continuity, momentum, and
advection-diffusion equations are respectively expressed by:

V-u=0 (€D}
p(%—':+u-Vu)=—Vp+V~y(Vu+VuT)+pg+F @
%+u-VC=D,V2C ®)

where p and p denote the local density and viscosity, + and u =
(u, v, w) represent time and the fluid velocity vector wherein u, v, and
w correspond to the streamwise, spanwise, and wall-normal velocity
components, and C and p the solute concentration and fluid pressure,
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Gravity

Fig. 1. Computational domain of a 3D falling film configuration with gas absorption.

respectively; g = (g,0,0) is the gravitational acceleration. Lastly, F
is the local surface tension force at the interface modelled using a
continuum surface force approach:

F=/ oxhsy (x—x;)dA @
AW

where A(¢) is the interfacial surface area, ¢ is the surface tension, x
the local curvature of the interface, and 7 is the unit normal vector to
the interface; 6, (x — x;) is a Dirac delta function in which x is the
location of the interface.

Solutions of Egs. (1) and (2) are obtained subject to no-slip and no-
penetration conditions on the velocity and no-flux conditions on C at
the solid substrate located at z = 0:

u=v=w=0, E=0 5)
0z

Doubly-periodic conditions on u and p are imposed in the streamwise

and spanwise directions. At z = 1,, we impose free-slip and no-

penetration conditions on the velocity and no-flux conditions on C,
respectively:

Ju aC
&— —w-O, E—O (6)

The initial concentration profile is defined in the entire domain
using the Heaviside indicator function as H(x,1):

C(x,1=0)=Cyg+ (Cpp— Cyp) H(x,1=0) )

The gas acts as an infinite source of solute with diffusion much faster
than in the liquid, D, > D,. Thus, we ensure constant gas saturation
with mass transfer limited by diffusion in the film:

C(x,1) = Cyg+ (C— Cyg) H(x,1) (®)

The initial velocity of the falling film is described using the Nusselt
theory, obtaining a parabolic velocity profile:

plgag z 1 ( z )2
uy(z) = el (©)]
0(2) 1 [50 2\ 5
where § is the initial film thickness, and p;, and y; denote the liquid

density and viscosity, respectively. The average velocity within the film
is given by:

8

_ 1/‘0 P8 . o

Uy = — uy(z)dz = =26, (10)
"ty 3y "

The initial spanwise and wall-normal component of the velocity are set

to zero:

vt=0)=wt=0)=0 1

Table 1

Fluid properties for all the cases studied. Water (Park and Nosoko, 2003),
DMSO (dimethylsulphoxide) and water mixture (Dietze et al., 2014), DMS-T12
(dimethylsiloxane) (Dietze et al., 2014).

Case ulPa s] pilkg/m3] ¢[N/m]
1 89x107* 997.07 0.07201
2 3.1x107? 1098.3 0.0484
3 1.9x 1072 949.0 0.020
Gas 1.8x 1073 1.185 -

An initial disturbance is imposed on the film interface to drive wave
formation:

8limo = 8 [1 + €, cos (k,x) + ¢, cos (k)] 12)

where § is the average film thickness, k, = i—", k, = i—”, e, =02 and
e, =0.05 are taken as the same values as Dietze et al. 62014).

2.2. Scaling

To non-dimensionalize the governing equations, the following scal-
ings are used:

o X
==, a=
S U

t . p A _C
=—,C=

— (13)
60/”0 Py Csat

Using this scaling, the dimensionless forms of the governing equations
are expressed as follows:

V-a=0 14)
on | . . PO RN 1 5 1 pan o o N

— Vi =-V —V —k+— ) — dA (15
ot tu-va p+Re u+Fr2 +We./,&(06KnD( xf) s
aC . a1 on

—_— -VC = —V°C 16
ot u Pe (16)

where Re is the Reynolds number, which is the ratio of inertial to
viscous forces, Fr is the Froude number, the ratio of inertial to gravita-
tional forces, We is the Weber number, the ratio of inertial to capillary
forces, and Pe is the (mass) Peclet number, which is the ratio of
advective to diffusive transport:

1ty Uy
e = % Fr=_%__ a7
M (g8)172
p18ou> 5
We:u, Pe=uO—O=Re~Sc (18)
c D,
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Table 2

Dimensionless numbers for all the cases studied.
Case Re Ka We Se Pe
la 510 30090
b 59.3 3923.0 6.3 51 3009
2a 1610 24190
% 15.0 509.5 8.1 161 2419
3a 11440 70930
3b 6.2 178 1.2 1144 7093

Here, Sc represents the Schmidt number, which is the ratio of momen-
tum to mass diffusivity:

Hi Pe
Se=—L - Z¢€ 19
¢ D, Re (19)
From the definition of Re, &, can be expressed as a function of Re as

follows:

1
32\ 3 1
o= 5= | Res (20)
h g

Other relevant dimensionless numbers are the Kapitza (Ka) and Sher-
wood (Sh) numbers. The former comprises physical parameters of the
system rather than the characteristic velocity and length scales; the
latter provides a dimensionless measure of the mass transfer rate:

k
c !
, Sh= 21
473 D,/é @D

P83,

Ka

where k; corresponds to the overall mass transfer coefficient in the
liquid phase.

The fluid physical properties of the three cases studied are summa-
rized in Table 1. For each case, two simulations are performed: one with
diffusion coefficient D; = 1.75 x 10~ m? /s (Cases ‘@’) corresponding to
the diffusivity of CO, in water at 294.15K (Versteeg and Van Swaaij,
1988), and the other with D; = 1.75 x 1078 m2 /s (Cases ‘b’). The global
dimensionless numbers for all the cases, except for Sh which will be
calculated in Section 3, are shown in Table 2.

It should be noted that the aim is to explore the effect of hydro-
dynamics rather than that of different solvents on the absorption of
CO,. Hence, all cases used the same two diffusivity values mentioned
above and the same saturation concentration of CO, at the interface
(Cyqr = 37.8 mol/m?).

2.3. Numerical procedure

Numerical solutions of the governing equations are obtained on
a 3D Cartesian Eulerian grid using a hybrid level-set/front-tracking
method (Batchvarov et al., 2020; Kahouadji et al., 2022; Shin et al.,
2017, 2018). This approach employs a 2D triangular Lagrangian mesh
to track the interface, which is immersed in the computational domain
located at x = x,. The numerical procedure uses a standard cell-
centred scheme to compute spatial derivatives on the Eulerian grid
except for convective terms for which a weighted essentially non-
oscillatory (WENO) procedure on a staggered grid is utilized. The
solutions are advanced in time using a second-order accurate Gear
method; the viscous and diffusive terms are handled using an implicit
time integration procedure.

To track the interface, a front-tracking method is used, and the
interface is reconstructed via a level-set method approach; the Eulerian
and Lagrangian grids are coupled using Peskin’s immersed boundary
method. Within the single-fluid formulation adopted, the density and
viscosity are respectively given by

ng(x—xf)+(l—H(x—xf))p, 22)
MgH(x—xf)+(l—H(x—xf))/4, 23)

p

"
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Table 3
Details of the computational domain and mesh discretization. The sub-domain
mesh size is 32°.

Case Domain [cm?] Subdomains Global Res.

1 2.5%x2x0.12 24x18%x2 768 x 576 X 64
2 2.07%x2.07x0.12 18 x 18x2 576 x 576 x 64
3 22x3x0.21 15x18x3 480 % 576 X 96

where p, and u, denote the density and viscosity of the gas phase,
respectively; here, H(x—x risa Heaviside indicator function computed
directly from the interface, which vanishes everywhere except in the
liquid phase but is smoothed over 3—-4 grid points. The reconstructed
interface is also used to generate i and 6, for the surface force F in
Eq. (4).

The advection of the Lagrangian field according to x,(t + 4f) =
/tm" u(x ¢, 1dt, where u(x,,1) is the interpolated velocity at the inter-
face at time 7, is carried out using a second-order accurate Runge-Kutta
method. The code used to carry out the computations based on this
numerical procedure has been parallelized using an MPI protocol. The
computational domain, the subdomain decomposition, and its global
resolution for all cases are detailed in Table 3. The domain boundaries
are used in the discussion section to non-dimensionalize the spatial
variables for visualization.

3. Results and discussion

We present a discussion of the numerical results starting with the
interfacial dynamics and mass transfer characteristics associated with
various regions of the waves. We also trace the mechanisms underlying
mass transfer enhancement and distinguish between the contributions
to the wave-induced process intensification associated with the increase
in interfacial area and the recirculation patterns that accompany the
formation of large-amplitude interfacial waves.

3.1. Effect of bulk flow patterns on mass transfer

Fig. 2 provides a three-dimensional representation of the different
interfacial structures obtained for the simulation Cases la-3a. The
spatial distribution of the CO, concentration in the liquid phase is
qualitatively represented by a colour map. Snapshots are shown at the
time that liquid saturation reaches approximately 20%. The wavy struc-
tures are separated into three distinct regions: an inertia-dominated
Region ‘P’ that encompasses the primary wave hump with a leading
and a trailing front, Region ‘C’ corresponding to visco-capillary ripples,
and Region ‘F’ represented by a quasi-flat, residual film. Due to the
relatively low Re and W e values associated with Case 3, no pronounced
capillary ripples are observed.

We use a local Peclet number Pe’ to assess the relative significance
of advection to diffusion in the immediate vicinity of the interface:

_ lulis
Dl

Pe’ (24)
where |lu|| is the local velocity magnitude and § is the local film
thickness. The spatial Pe’ distributions are shown in Fig. 3 (left half-
planes) for the same cases as in Fig. 2. The corresponding distributions
of the normalized CO, concentration are also shown in the right half-
planes of Fig. 3. The data were extracted directly below the gas-liquid
interface, and the local concentration inhomogeneities are due to data
sampling on the discrete numerical grid.

In all cases, the primary wave hump and, where present, the capil-
lary ripples, exhibit high CO, concentrations indicating that these two
regions are the main contributors to CO, absorption. On the one hand,
high mass transfer rates and hence high local CO, concentrations are
not surprising for the primary wave hump, as the elevated local Peclet
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(a)t =0.11s, Re ~ 60

C/-
| —

(b)t =0.19s, Re ~ 15
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(c)t =0.31s, Re ~ 6

P

Fig. 2. DNS results for (a) Case 1a, (b) Case 2a, and (c) Case 3a. The colour map shows the spatial distribution of the normalized CO, concentration in the liquid
film. The domains are clipped just beneath the gas-liquid interface and stretched in the z-direction for visibility. P: Primary wave hump, C: Capillary ripples,

F: Residual film.

(a)t =0.11s, Re ~ 60

0.2
| 0.4
‘|® 0.6

0.8

04 06 08
9/-

2x10* [ 2 10°

Pel/_

Fig. 3. Contours of the local Peclet number Pe’ (left half-plane) and the normalized local CO, concentration ¢ = c/C.

interface for (a) Case 1a, (b) Case 2a, and (c) Case 3a.

numbers suggest greater advection in this region compared to the other
regions.

It is also interesting to see that the capillary ripple structures in Figs.
3aand b are just as saturated with CO, near the interface as the primary
wave hump despite the much lower local Peclet numbers. This suggests
that complex internal recirculation patterns are present even in flow
regions with weaker interface distortion.

The residual film region also shows significant differences in the
CO, concentration distribution near the interface between the three
simulation cases. Figs. 2 and 3 illustrate that this region remains
relatively lean in CO, for Case 3a (and Case 2a, to some extent).
As highlighted by the rectangle in Fig. 2a, this is because the highly
saturated liquid, extracted from the near-interface region by the recir-
culation zone in the primary wave hump, penetrates deeply into the
bulk liquid film for Case 1a, while concentration redistribution remains
confined to regions closer to the interface for the other two cases. This
further contributes to the significant intensification of CO, absorption
observed for Case 1a. The associated internal recirculation patterns are
analysed in detail in the following.

The previously discussed differences in interfacial dynamics and
CO, absorption characteristics are directly reflected in the internal flow
patterns. Figs. 4aii-civ show the spatial distribution of absorbed CO,
across the sampling slices in the (x,z) plane. As indicated in the 3D
interface representations in Figs. 4ai-ci, the sampling planes are located
in the centre of the numerical domain at y = 0.5, after the first quarter
of the domain at § = 0.25, and at the outer periodic boundary of the
domain at y = 0. The corresponding concentration profiles CO, in the
wall-normal direction z are shown in Fig. 5. They are extracted from the

(b)t = 0.19s, Re ~ 15

(c)t=10.31s, Re ~ 6

C/-
07NN

(right half-plane) beneath the gas-liquid

sat

central sampling plane in the trailing front of the primary wave hump
(‘P?), the most pronounced capillary ripple (‘C’), and the residual film
region (‘F’). In both figures, columns (a)-(c) are associated with Cases
la-3a. Since the simulation Cases 1b-3b with increased diffusivity show
identical flow behaviour and similar concentration profiles, their results
are not included for the sake of brevity.

The streamlines, shown in Fig. 4 in a reference frame travelling with
the waves, indicate that the large vortex previously reported for 2D
waves (Park and Nosoko, 2003) is pronounced in the leading horseshoe-
shaped front (see Fig. 4 aiv-civ) and in the trailing hump (see Fig.
4 aii-cii) of the 3D wave structures. The associated mixing zone is
particularly extended in these steep wave fronts upstream of local flow
reversal regions, where a large fraction of the liquid near the wave crest
moves at streamwise velocities exceeding the average wave celerity, as
shown in Fig. 6. As a result, elements of the highly saturated liquid are
extracted from the near-interface region and transported to the more
CO,-lean internal film regions.

As shown in Fig. 5 (curve ‘P’), this recirculation is quantitatively
reflected by a strong deviation of the spatial CO, concentration dis-
tribution from the profile associated with the diffusion-controlled case,
highlighting the dominance of advective transport throughout the wave
hump. For Case 1a, Fig. 4aiv shows that the concentration redistribu-
tion in the leading horseshoe hump extends far into the underlying bulk
liquid film. This affects not only the concentration field directly below
the primary wave hump but also extends into the adjoining residual
film, as can be seen from the non-monotonic concentration profile
shown in Fig. 5a (curve F) associated with the otherwise diffusion-
dominated flow region. This maintains steeper concentration gradients
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0.5 0.75 10 0.25 0.5 0.75 1

Fig. 4. Spatial distribution of the CO, concentration within the liquid film for (a) Case 1a at r = 0.11 s, (b) Case 2a at t = 0.19 s, and (c) Case 3a at t = 0.31 s.
Subfigures (i) show the three-dimensional interface shapes, with the sampling locations in the xz-plane highlighted. Subfigures (ii)-(iv) show the concentration
fields for the different slices, along with streamlines in the reference frame of the moving wave. The reference wave celerities u,, are (a) 0.43m/s, (b) 0.33m/s,

and (c) 0.37m/s.

0.8 0.8

| 0.6 | 0.6
~ ~
Q0.4 Q 0.4

0.2 0.2

Fy

0.8

| 0.6
~

Q 0.4

0.2

Fig. 5. Concentration profiles along the normalized film thickness & extracted centrally across the domain width in the primary wave (P), the capillary ripple
(C) and the residual film region (F). The exact sampling locations are indicated in Figs. 4aii—cii. Columns (a)—(c) show the results for the simulation cases 1a-3a.

at the interface in the residual film regions compared to Cases 2a and
3a (see Fig. 4biv-civ), where the recirculation vortex is more spatially
separated from the underlying bulk liquid phase and the highly sat-
urated liquid accumulates at the upstream edge of the primary wave
hump. Consequently, a larger fraction of the liquid phase participates
in the absorption process for Case la, which is crucial for enhancing
liquid-side mass transfer.

In contrast to the flow dynamics in the leading and trailing wave
humps, the vortical structures in the intermediate connecting region are
significantly weaker, as shown for simulation Cases 1a and 2a in Figs.
4aiii-biii; these structures disappear completely with increasing spatial
separation between the two wave fronts, as shown for simulation Case
3a in Fig. 4ciii. As a result, local mass transfer rates decrease and, as
can be observed from the figures, the CO, saturation front penetrates
less deeply into the bulk liquid phase. However, pronounced spanwise

mixing zones appear in the primary wave hump as the wave front takes
on a distinctly 3D shape.

Fig. 7 shows representative examples for the three simulation cases
in which the data were sampled in the (x,y) plane and the sampling
location is indicated by dashed lines in Fig. 4ai-ci. As can be seen from
the streamlines in the moving frame of reference, the spanwise recircu-
lation patterns exhibit a wide variety of shapes. They can extend along
the entire length of the wavefront (see Fig. 7a), but more localized
mixing zones, such as those confined to the leading horseshoe hump,
are also observed (see Fig. 7c). Although the spanwise liquid motion
typically becomes more pronounced towards the crest of the primary
wave, 3D internal flow patterns are still observed relatively close to
the wave trough, as shown in Fig. 7b for simulation Case 2a. The
close correspondence between the recirculation patterns and the CO,
concentration fields underscores their significance to the absorption
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Fig. 6. Spatial distribution of the streamwise liquid velocity relative to the
wave celerity of u,, = 0.43 m/s for simulation Case 1a at ¢ = 0.11 s. The sampling
planes correspond to those in (a) Fig. 4aii and (b) Fig. 4aiv.
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Table 4

Degree of spanwise advection R, in the trailing front of the primary wave
hump (Pyijing), in the leading front of the primary wave hump (Peaging), in
the capillary waves (C), and in the residual film region (F). Results are given
for the three different simulation cases.

Region Case 1 Case 2 Case 3

Prrailing 6.8% 4.1% 2.8%

Pleading 9.6% 9.5% 9.5%
10.4% 8.2% -

F 0.6% 0.4% 0.2%

process. This observation has been facilitated by the 3D simulations
carried out in this work.

The internal liquid motion in the spanwise direction is not limited
to the primary wave hump, but it can also be observed beneath the
capillary ripples preceding the elevated wave front. Table 4 quanti-
fies the degree of spanwise advection R,, = mean(v)/mean(u) as the
ratio between the mean absolute velocity in the spanwise direction
(») compared to that in the streamwise direction (x). The results for
the different flow regions are determined from sampling slices in the
(y, z) plane. Fig. 8 provides the corresponding qualitative recirculation
patterns.

As can be gleaned from Table 4, the mean spanwise velocity magni-
tude in the capillary ripple region reaches approximately 10% of that in
the streamwise direction. The values are significantly higher than those
for the residual film region (R,, < 1%), where the film flow remains
essentially 2D. Even in comparison to the primary wave hump, the
degree of spanwise advection in the capillary ripple region exceeds that
of its trailing front and falls within the same range as that of its highly
distorted, horseshoe-shaped leading front. In particular, for Case 1a,
the liquid velocity perpendicular to the main flow direction continues
to increase as the capillary ripples take on a pronounced 3D shape with
increasing residence time, reaching R, ~24% at t = 0.22s.

The relatively high degree of spanwise advection compared to the
more laminar simulation Case 2a may explain the discrepancy observed
between the spatial CO, concentration profiles in Figs. 5a-b (curve ‘C’).
Although the concentration profile for Case 1a closely resembles that of
the primary wave hump, the profile for Case 2a is more similar to that
of the residual film region. These more pronounced convective mixing
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effects are another contributor to the higher mass transfer enhancement
factors achieved in simulation Case la (Table 5). As shown in Fig. 9,
they are associated with more pronounced flow reversal zones to higher
interface curvatures.

In addition to the increasing degree of spanwise advection for Case
1la, the liquid transported in the crest of the capillary ripples can also
accelerate with increasing residence time. Fig. 10 shows a represen-
tative example for a flow time of + = 0.22s. The spatial distribution
of the normalized concentration of CO, and the streamwise liquid
velocity in the moving reference frame are given in Fig. 10(a) and
(b), respectively. Once the liquid velocity in the crest of the highest
capillary wave (indicated by the arrow) exceeds the wave celerity,
a similar mass transfer enhancement effect can be observed as that
previously described for the primary wave hump.

As evidenced by the highly distorted streamlines, complex flow
patterns emerge and saturated liquid from the near-interface region is
transported towards the wall region. Due to significant film thinning at
the junction with the primary wave hump, the penetration depth of the
concentration front is particularly high. This effectively counteracts the
natural decrease in the wave-induced mass transfer enhancement (Di-
etze, 2018), which would otherwise have been observed when the
liquid within the recirculation zone of the primary wave hump is fully
saturated with CO,. The latter is particularly detrimental for simulation
Cases 3a and 3b, where the recirculation zone and the bulk liquid film
are clearly spatially separated. As suggested in the literature based on
2D numerical simulations (Dietze, 2018), wall corrugations could be
introduced in such cases to reactivate the intensification mechanism.

3.2. Effect of interfacial area on mass transfer

We examine the effect of the interfacial area resulting from wave
formation on the enhancement of mass transfer. To estimate the liquid-
side mass transfer coefficient k; associated with the simulation results,
we write down the following mass balance:

dc (

V%5 = kA (Cuu —E) (25)

where A is the gas-liquid interfacial area and the liquid volume V¥
within the domain remains is assumed to be constant. This equation
captures the fact that the mass transfer results from the concentration
difference between the saturated interface (C,,) and the bulk liquid
(C). For CO, absorption into water at a temperature of 21°C and a
pressure of latm, C,,, = 37.8 mol/m? (Dean and Lange, 1999; Sander,
2023). Integrating Eq. (25) for a constant k; A yields an expression for
the instantaneous species concentration C:

—ln<1— c >V,=k,A~t 26)
Csat

where we have assumed that the liquid phase is initially free of ab-
sorbed species, i.e. C(t = 0) = 0. The overall volumetric mass transfer
coefficient k;A can be obtained from a linear regression of Eq. (26)
and division by the time-averaged gas-liquid interfacial area A obtained
from the numerical simulations yields an estimate for the overall liquid-
side mass transfer coefficient k;, which can subsequently be used to
calculate the overall Sherwood number Sh according to Eq. (21). Fig.
11 shows a representative regression plot for Case 2a.

To assess the intensification of the liquid-side mass transfer as a
result of wave formation, a reference case in which no interfacial waves
develop is required. In this study, Higbie’s penetration theory (Higbie,
1935) is used to estimate the mass transfer coefficients for flat falling
film flow. The key assumptions of penetration theory are that the
gas and liquid phases are in equilibrium, unsteady mass transfer by
diffusion occurs in the liquid elements residing at the interface, each
liquid element remains in contact with the gas phase for the same
duration before moving back from the interface to the fully-mixed
bulk liquid, and the species penetration depth is small compared to
the film thickness (Kraume, 2020). The corresponding liquid-side mass



A. Diill et al. International Journal of Multiphase Flow 197 (2026) 105624

C/—
(NN e

V. i,

h)

0.75

0 0.25 0.5 0.75 10 0.25 0.5 0.75 0.25 0.5 0.75 1

9/ - 9/- 9/-

Fig. 7. Spatial distribution of the CO, concentration within the liquid film for (a) Case 1la at r = 0.11 s, (b) Case 2a at t = 0.19 s, and (c) Case 3a at t = 0.31 s.
Results are shown for sampling planes in the xy-direction, indicated by dashed lines in Figs. 4ai—ci. The streamlines are determined for the reference frame of
the moving wave, with the same reference wave celerities as in Fig. 4.
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Fig. 8. Spatial distribution of the CO, concentration within the liquid film for (a) Case 1a at r =0.11 s, (b) Case 2a at r = 0.19 s, and (c) Case 3a at t = 0.31 s.
Subfigures (i) show the three-dimensional interface shapes, with the yz-sampling planes highlighted. The remaining subfigures show the concentration fields for
(i) the trailing primary wave hump, (iii) the leading primary wave hump, and (iv) the residual film region. For Case 1la and 2a, the capillary ripple region is
marked in (aiii) and (biii) by dashed vertical lines. Streamlines are shown in the wall-fixed reference frame.



A. Diill et al.

0 0.25 0.5
T/ —

Fig. 9. Spatial distribution of the streamwise liquid velocity corresponding to
(a) simulation Case la in Fig. 4aii and (b) simulation Case 2a in Fig. 4bii.
Local flow reversal zones are characterized by negative liquid velocities up to
the gas-liquid interface.
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Fig. 10. Spatial distribution of (a) the normalized CO, concentration and (b)
the streamwise liquid velocity relative to the wave celerity of u,, = 0.43 m/s for
simulation Case 1a at ¢ = 0.22 s. Results are given for the central sampling slice
in the xz-plane. As before, the streamlines in (a) are shown in the wave-fixed
reference frame.

transfer coefficient k;p, which is time-averaged over the complete
contact period 7, is given by Eq. (27) (Kraume, 2020):

D
kip=2 ”—T’ (27)

The main quantitative data evaluation is conducted for simulation
times of t = 0-0.4s, i.e. 7 = 0.4s. Finally, the wave-related mass transfer
enhancement factor ¢, is defined as the ratio of the mass transfer
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Fig. 11. Linear regression plot to estimate the volumetric mass transfer

coefficient k, A for Case 2a. The variable Y plotted on the ordinate represents
the left-hand side of Eq. (26).

Table 5
Reynolds number Re, liquid-side mass transfer coefficient k;,, mass transfer
enhancement factor ¢, and Sherwood number Sh for each simulation case.

Case Re k; [m/s] £ Sh

la 50.3 8.68 x 107* 11.63 120.79
1b : 9.26 x 107* 3.92 12.89
2a 15.0 5.70x 1074 7.64 108.06
2b : 6.52x 1074 2.76 12.37
3a 6.2 6.49 x 107* 8.70 342.08
3b : 7.50x 1074 3.18 39.53

coefficients obtained for wavy and flat films:
kip
The calculated values of k; and ¢, are summarized in Table 5. The
wave-induced mass transfer enhancement is substantial in all cases,
with a maximum mass transfer enhancement factor of ¢, ~ 10 achieved
for Case la. The almost three-fold decrease in ¢, with a ten-fold
increase in diffusivity between Cases 1la and 1b, the flow structures
leading to mass transfer enhancement discussed above are less relevant
for applications with high liquid-phase diffusivity, such as heat transfer.
Since the volumetric mass transfer coefficient k;A is directly pro-
portional to the gas-liquid interfacial area A, the wave-induced area
increase is of primary interest. Fig. 12 shows the corresponding area
enhancement factor € 4, which is calculated as the ratio of the interfacial
area for each simulation case to that of a flat film. The determined area
enhancement is of the order of ~ 102, while the magnitude of the mass
transfer enhancement factor ¢, in Table 5 is in the range of ~ 10°.
The significant discrepancy indicates that the wave-induced increase
in interfacial area is of minor importance, even for the highly 3D wave
shapes investigated in this study. Instead, other factors, such as wave
dynamics at the gas-liquid interface and recirculation within the wavy
film, are the most dominant contributors to enhancing mass transfer.

(28)

Ex

4. Conclusion

Three-dimensional (3D) direct numerical simulations of scalar trans-
port in wavy falling liquid films were carried out for the first time.
A hybrid front-tracking/level-set method was used to capture the de-
formation of the gas-liquid interface in detail. Due to its relevance in
greenhouse gas reduction, the absorption of CO, was considered as the
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Fig. 12. Temporal evolution of the area enhancement factor ¢, for the three
different simulation cases.

primary application case. The main objective was to develop a detailed
understanding of the mass transfer enhancement mechanisms resulting
from the evolution of three-dimensional wave structures.

Three different simulation cases with distinct spatio-temporal wave
characteristics were analysed. Significant wave-induced mass transfer
enhancement was found for all cases, with the liquid-side mass transfer
coefficient increasing approximately tenfold relative to that of a flat
liquid film for the highest Reynolds number studied. The increase in
the interfacial area associated with the wave evolution is of minor
importance, even for the highly 3D wave shapes investigated; changes
in the interfacial and internal flow dynamics are much more influential
in enhancing mass transfer.

The overall flow domain can be divided into an inertia-dominated
primary wave hump, a capillary-dominated region of interfacial ripples,
and a quasi-smooth residual film. The former two regions contribute to
enhanced mass transfer under wavy flow conditions. For the primary
wave hump, the large vortex in a reference frame moving with the
wave, reported in the literature for two-dimensional waves, is present
in both its trailing and leading front. It transports highly saturated
liquid from near the interface towards the more CO,-lean internal film
regions. The recirculation zone is most extended in steep wave fronts
upstream of local flow reversal zones, and the associated convective
mixing effects are particularly pronounced when the concentration
redistribution is not confined to the wave crest, but extends into the
underlying bulk liquid film. This leads to higher concentration gradi-
ents near the gas-liquid interface and promotes the participation of a
larger fraction of the liquid phase in the absorption process. As a result,
the concentration field in the residual film region, which is otherwise
almost purely diffusion-controlled, is also altered.

As the interfacial waves take on a more 3D shape, the recirculation
vortex in the connecting region between the trailing and leading fronts
of the primary wave diminishes. This adversely affects local mass trans-
fer rates. At the same time, significant spanwise recirculation patterns
evolve, which positively impact the absorption process. They are not
limited to the primary wave, but are also present in the capillary ripple
region. For the simulation case with the highest Reynolds number, the
mean absolute liquid velocity in the spanwise direction reaches around
24% of that in the streamwise direction. Particularly strong enhance-
ment effects are observed when the interfacial ripples accelerate with
increasing residence time, and the internal flow behaviour becomes
more similar to that of the primary wave.

The associated concentration redistribution, which leads to a partic-
ularly deep penetration of the saturation front into the liquid phase due
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to film thinning directly upstream of the ripple region, can counteract
the natural decay in wave-induced mass transfer enhancement. The
latter occurs when the liquid in the recirculation zone of the primary
wave is fully saturated. This becomes particularly limiting for the most
laminar simulation case studied, where the recirculation zone is spa-
tially isolated from the underlying liquid phase. Structured surfaces can
help to reactivate the mass transfer intensification mechanism under
such flow conditions. As determined in a previous investigation (Diill
et al., 2025), properly dimensioned two-dimensional surface structures
can induce strongly oscillating 3D interfacial waves with highly ben-
eficial effects on CO, absorption. The associated 3D mixing patterns
will be analysed in future work using the same numerical simulation
framework as that used in our present study.
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