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ARTICLE INFO ABSTRACT
Keywords: Research suggests that individuals are generally skeptical about the use of artificial intelligence
Delegation (AD) in moral contexts, favoring human decision-makers over Al Yet, in two experiments

Artificial intelligence
Moral decision-making
Algorithm aversion

involving a total of 5639 participants, we find that individuals facing a real-life moral decision
delegate significantly more often when they can delegate to Al rather than to a human
counterpart. This result highlights AI’s relative appeal as a moral delegate, indicating that
individuals’ preferences for AI’s involvement change when they themselves assume the role of a
decision-maker. Responsibility shifting, previously studied as a motive for delegation to humans,
extends to Al delegates. Moreover, it appears to be facilitated by individuals adapting their
beliefs about AI’s capability in a self-serving manner. Ambiguity surrounding that capability
allows them to interpret it in ways that justify delegation. These findings add nuance to
assumptions about algorithm aversion in moral domains and raise critical questions about
accountability and the ethical implications of relying on Al for morally sensitive decisions.

1. Introduction

Artificial intelligence (AI) has become an integral component across a wide range of industries, many of which intersect with
ethical considerations (Bonnefon et al., 2024; Wallach and Allen, 2008). Al tools are already used to make or support decisions
in healthcare about the allocation of limited resources (Obermeyer et al.,, 2019), in finance to determine mortgage or loan
eligibility (Hale, 2021; Zou and Khern-am nuai, 2023), and in hiring processes to evaluate job candidates (Dattner et al., 2019;
Dastin, 2022). In the most critical cases, they are tasked with making life-and-death decisions (Awad et al., 2018; Holbrook et al.,
2024; Adam, 2024). These decisions, involving the distribution of well-being or harm among individuals, are often characterized
by ethical trade-offs and therefore fall into the moral domain (Anderson and Anderson, 2011; Gert, 2005; Awad et al., 2018). While
such real-world examples showcase Al’s expanding role, they also reveal limitations — such as the replication of biases — and the
need to account for Al-specific characteristics, such as the opacity of its decision-making (Gerke et al., 2020; Cath, 2018; Pazzanese,
2020). Given the sensitive nature and high stakes of these decisions, coupled with the growing availability of Al tools, questions
arise about individuals’ willingness to hand over responsibility to AI when faced with morally complex choices.

Our study addresses these questions, and demonstrates that delegation demand in a moral decision is significantly higher when
the delegate option is an Al rather than a human. This finding nuances the prevailing notion that individuals generally feel algorithm
aversion toward the use of Al in moral contexts (Castelo et al., 2019; Bigman and Gray, 2018), showing that aversion can even
reverse into greater acceptance compared to a human counterpart. This increased demand to delegate to Al appears unaffected by
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the severity of the moral dilemma, as we find higher delegation rates to Al irrespective of whether the moral decision is presented
in a positive or negative decision context.

Preferences regarding Al’s involvement are influenced by individuals’ own role in the decision-making process. Unlike prior
studies, which often rely on hypothetical dilemmas or scenarios, we employ a real donation choice inspired by structural elements of
the trolley problem, thereby putting participants into the role of a decision-maker with real responsibility and a delegation option. In
this setting, we examine if and how the mechanism of responsibility shifting — previously studied for delegation to humans (Bartling
and Fischbacher, 2012) — extends to Al delegates. We find evidence that it does and may even be facilitated by AI's intrinsic
features, contributing to the increased delegation demand. Opacity and ambiguity surrounding AI's capabilities for making moral
decisions may create room for individuals to inflate their beliefs about the quality of AI’s moral decision-making to justify transferring
responsibility — akin to moral wiggle room (Dana et al., 2007) in the mechanistic sense of ambiguity-enabled self-justification.
Accordingly, we observe that individuals rate AI’s moral capabilities higher when they have the option to delegate to it, particularly
when their decision has real consequences.

The results of this study highlight broader societal implications, emphasizing the need for conscious design and governance of
Al systems in moral domains to preserve accountability and ethical standards.

Algorithm aversion

Our findings contrast with extant research which suggests that people are generally skeptical of AI’s ability to handle moral
decisions and want such decisions to remain under human control.

People can be reluctant to rely on algorithms or to allow them to make decisions even when the algorithm outperforms humans,
a phenomenon termed algorithm aversion by Dietvorst et al. (2015). The term originally refers to deterministic, rule-based algorithms
(Dietvorst et al. 2015; Castelo et al. 2019). Later research extends this focus to Al systems (Bigman and Gray, 2018; Jussupow et al.,
2020). While some studies use the terms algorithm, AI, machines or automation interchangeably (e.g., Burton et al., 2020), others
emphasize Al's unique attributes, such as its perceived mind and its moral reasoning capacity (e.g., Bigman and Gray, 2018; Zhang
et al., 2022; Gogoll and Uhl, 2018). Many of the cognitive biases and concerns underlying algorithm aversion — such as distrust in
computational decision-making and preference for human-like judgment — also apply to Al systems, though often with additional
dimensions (Bigman and Gray, 2018; Zhang et al., 2022).

For decisions with moral aspects, algorithm aversion is especially pronounced (Chugunova and Sele, 2022; Mahmud et al.,
2022; Jussupow et al., 2020). A key reason is that individuals perceive Al as lacking the capabilities required for moral decision-
making. For instance, Bigman and Gray (2018) document widespread aversion to machines making moral decisions in paradigmatic
moral dilemmas across various domains, including driving, legal, medical, and military contexts. Notably, the aversion persists
even when machines’ decisions lead to positive outcomes (Bigman and Gray, 2018). This aversion is attributed to the perception
that machines lack a complete mind (mind perception) needed to make moral decisions (Bigman and Gray, 2018; Gray et al., 2012;
Young and Monroe, 2019). Mind perception refers to the attribution of mental capacities, and has two dimensions: the ability to
fully think (agency) and feel (experience) (Bigman and Gray, 2018; Gray et al., 2007; Waytz et al., 2010). Other researchers have
found similar results in decisions involving subjective judgment, as well as in different morally sensitive scenarios like personal
and impersonal high-stakes moral dilemmas, medical AI or consumer interactions (Castelo et al., 2019; Zhang et al., 2022; Longoni
et al., 2019; Dietvorst and Bartels, 2022). Across these domains, concerns consistently stem from AI’s perceived lack of essential
(human) capabilities — including ‘affective human-likeness’ and warmth, sensitivity to individual nuances (‘uniqueness neglect’), a
tendency toward utilitarian or consequentialist reasoning, and insufficient intuition or subjective judgment capability. As a result,
individuals perceive algorithmic decisions as less ethical and authentic, and therefore Al to not be suited for subjective tasks (Lee,
2018; Jago, 2017).

In line with such concerns, third-parties tend to judge delegation to machines more critically as well, with individuals rewarding
the delegation choice less when the delegator selects a machine rather than a human (Gogoll and Uhl, 2018).

Ensuring transparency in decision-making and incorporating a ‘human in the loop’ as oversight and control mechanism can
alleviate some of the aversion (Bigman and Gray, 2018). Measures such as these are also a core component of many legislative
frameworks, which emphasize that sensitive moral decisions should ultimately remain in the hands of humans and are accessible
to them (GDPR, 2016).

These insights into algorithm aversion suggest that people are critical of both the use of AI for moral decisions and its capability
to make them, particularly in hypothetical or observer contexts or when personal stakes are involved. However, preferences can shift
depending on context and the individual’s role. For example, while people approve of autonomous vehicles programmed to sacrifice
passengers to save others, they prefer not to ride in such vehicles themselves (Bonnefon et al., 2016). Analogously, when people
act as moral decision-makers, they may accept Al more readily if delegation makes their lives easier. This reflects a highly relevant
real-world scenario in which decision-makers have access to Al tools for making or supporting decisions with moral implications.

Delegation and shifting responsibility

Demand to delegate moral decisions has already been studied extensively for human delegates. Bartling and Fischbacher (2012)
showed that some people prefer to delegate moral decisions to others instead of deciding themselves. A key factor in this behavior is
a shift of responsibility attribution, both in individuals’ own eyes and in the eyes of others. Delegation leads to more selfish behavior
and at the same time reduces punishment from third parties (Bartling and Fischbacher, 2012; Coffman, 2011; Hamman et al., 2010),
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and conversely, reduces rewards for positive or generous decisions (Argenton et al., 2023). Sharing or delegating the decision can
reduce feelings of moral responsibility, guilt, or potential regret and help to keep a positive self-image (Bartling and Fischbacher,
2012; Rothenhéusler et al., 2018; Falk et al., 2020; Falk and Szech, 2013; Steffel and Williams, 2018; Bartling et al., 2023).

Delegating to create moral wiggle room and exploit ambiguity around the final moral outcome can also shift responsibility, protect
self-image, and decrease punishment from others (Dana et al., 2007; Serra-Garcia and Szech, 2021; Bartling et al., 2014; Grossman
and van der Weele, 2017). Fahrenwaldt et al. (2024) specify the mechanism behind moral wiggle room as situational features that
hinder linking an agent’s behavior clearly to self-serving intentions, leaving room for other justifications when behaving selfishly.

When facing a decision for others rather than oneself, self-serving behavior can also be motivated by psychological relief rather
than financial reward. The desire to lower feelings of responsibility and regret impacts behavior even when it is not tied to
material incentives: people are more likely to delegate then, especially when having to decide between two negative outcomes.
In these contexts, the delegate’s expertise is secondary — instead, what matters to decision-makers is that responsibility can be
transferred (Steffel et al., 2016; Steffel and Williams, 2018). Because Al systems are often opaque and their competence is hard to
verify, they may promote such dynamics.

However, while such motives and outcomes are well established for human delegates, their applicability to AI delegates is still
underexplored. It is uncertain whether a desire to shift responsibility or persistent algorithm aversion prevails when delegating
moral decisions to Al. Some researchers have raised theoretical concerns about potential ethical risks associated with the use of
Al in moral decision-making and how it may affect human behavior. Extensive integration of AI for moral choices may erode
human moral agency and skills, turning people into passive moral patients (Danaher, 2019; Vallor, 2015). It may also facilitate
unethical behavior by providing users with psychological distance and reducing guilt, especially when AI acts as a delegate for
morally questionable actions (Kobis et al., 2021). The latter ‘corruption effect’ appears to prove true at least for decisions that
directly affect one’s own outcome, showing the potential for Al to be used as scapegoat. For example, individuals do not correct a
machine’s decision when it serves their own benefit, and sharing a decision with Al increases selfish behavior similarly to sharing it
with another human (Kriigel et al., 2023; Kirchkamp and Strobel, 2019). Delegation to Al may also introduce so-called responsibility
gaps, arising from opacity, complexity, and unpredictability of Al systems, making it unclear who should be held accountable for
decision outcomes (Santoni de Sio and Mecacci, 2021; Matthias, 2004).

Empirical studies indicate that the decision-maker’s role and responsibility attributions shape delegation of moral choices to
AL Freisinger and Schneider (2024) find that individuals deciding on their own behalf in a fictional layoff decision prefer delegating
to Al more than those acting on behalf of others, while affected individuals favor human decision-makers in non-surrogate contexts.
Qualitative interviews revealed that alleviating the burden of responsibility was the primary motivation behind delegation to Al

Findings on responsibility attribution in human-Al comparisons are not clear-cut. Kirchkamp and Strobel (2019) did not find
a significant difference between perceived responsibility for purely human teams versus human-Al teams and Dzindolet et al.
(2002) found that decision-makers’ feelings of moral obligation to follow their own decision may contribute to algorithm aversion.
However, other studies highlight systematic differences. Individuals attribute less blame to Al than to humans for the same moral
violations (Awad et al., 2020; Shank et al., 2019). Additionally, decision-makers are punished less when delegating a task with a bad
outcome to machines rather than humans (Feier et al., 2021). This could potentially incentivize delegation to Al to evade negative
judgment from others.

Further evidence shows that people exploit moral wiggle room to protect their self-image, by flexibly attributing more or less
moral responsibility to Al depending on whether they themselves are portrayed as the decision-maker or judging others. When
evaluating joint human-AI decisions, individuals attribute more agency and responsibility to Al for their own transgressions than
for others’, resulting in greater moral leniency toward themselves (Dong and Bocian, 2024).

To summarize, individuals may navigate a complex interplay of self-serving motives like responsibility-shifting versus algorithm
aversion when delegating moral decisions to Al. We investigate delegation to Al combining insights from delegation theory and
behavioral economics. While algorithm aversion literature suggests skepticism toward AI in moral domains especially because
of concerns about its capability, delegation to Al may offer a unique pathway for off-loading responsibility. It may incentivize
individuals to reinterpret AD’s capabilities, that are difficult to quantify, in a more favorable light. By convincing themselves that
the Al is better equipped to make the decision, individuals may be able to justify their choice to delegate. Such self-justification
may allow them to avoid emotional engagement and the burden of responsibility without feeling guilty about doing so and thus
help them maintain a positive self-image. Hence, we aim to address the following two research questions:

Question 1. Delegation Demand: Is delegating a moral decision to AI more attractive than delegating it to another human?

Question 2. Mechanism: Do responsibility shifting and belief adaptation contribute to individuals’ willingness to delegate a moral decision
to AI?

The remainder of the paper is structured as follows: Section 2 provides an overview of the research design for Studies 1 and
2, followed by a presentation of their respective methods, hypotheses, and results. Section 3 discusses the findings on delegation
demand and responsibility off-loading to Al, and Section 4 provides concluding remarks regarding ethical and practical implications.
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Table 1
Overview of experimental design.
Study Design Framing Decision impact Delegate
(2 x 2 between-subject) (Gain/Loss) (RealCons/HypoCons) option
Study 1 Delegate x Framing Gain: Decide who receives a RealCons: Donation is paid out Human
donation. for 1 in 10. Al
Loss: Decide which donation is
“destroyed.”
Study 2 Delegate x Decision Gain: Decide who receives a RealCons: Donation is paid out Human
Impact donation. for 1 in 10. Al
HypoCons: Donation is not paid
out.

2. Research design

To address the outlined research questions, we conducted two online studies.

Study 1 primarily investigates whether delegation demand for a moral decision is higher when individuals can delegate to an
Al rather than to another human. In addition, we explore whether this pattern is shaped by decision context. Drawing on previous
findings showing that individuals delegate other-regarding decisions more often when outcomes are negative (Steffel et al., 2016),
we test whether the severity of the moral dilemma — operationalized through decision framing (gain versus loss) — affects the
demand for delegation to Al similarly.

Building on these findings, Study 2 corroborates the observed increase in delegation to Al relative to humans in a representative
sample and investigates responsibility shifting and belief adaptation as potential mechanisms underlying this pattern. To do so, we
manipulate the burden of responsibility associated with the decision task, by varying the decision impact, i.e. whether the donation
decision has real consequences or remains hypothetical. To test for belief adaptation, participants have to rate Al capabilities for
moral decision-making.

Table 1 provides an overview of both 2 x 2 between-subject designs.

2.1. Study 1: Delegation demand and framing

Study 1 examines delegation behavior to AI delegates compared to human delegates.' Participants were randomly assigned to one
of four treatments in a 2 X 2 between-subjects design, crossing delegation options — human versus Al — with framing conditions
— gain versus loss.

2.1.1. Procedure and measures

The study included 800 participants.? Participants who answered the comprehension questions about the instructions incorrectly
were automatically screened out during the survey and were not able to continue.

Across both studies, the moral decision task individuals were given, was a donation choice inspired by structural features of
the trolley dilemma — an emblematic scenario in Al ethics research, particularly in the context of self-driving cars (Awad et al.,
2018). Like trolley problems, the decision lies firmly within the moral domain, as it involves ethical trade-offs, outcomes affecting
others, and the absence of a universally correct answer. The two features shared with the trolley dilemma are (i) a trade-off between
helping fewer versus more beneficiaries and (ii) an action—-omission framing induced by a preselected default. While the scenario
is not an immediate life-or-death act, it has real implications: both options reduce mortality risk for children under five and thus
have life-and-death implications in expectation.

Participants chose between two real charitable donation opportunities. They were introduced to the work of two well-regarded
charities and informed that both these charities are highly effective and rated among the top donation opportunities by the
independent non-profit organization GiveWell based on various criteria (GiveWell, 2024). This ensured that both options were
perceived as equally credible and valid, preserving the moral complexity and trade-off inherent in the decision. The donation options
were as follows:

» Default Option A: A $5 donation to the Against Malaria Foundation (AMF) to provide one mosquito net for one child (GiveWell,
2024).

+ Alternative Option B: A $7 donation to Helen Keller International (HKI) to provide vitamin A supplements for seven children,
addressing a critical nutritional deficiency (GiveWell, 2024).

1 Preregistration at AsPredicted.org: https://aspredicted.org/85y3-ftfp.pdf.
2 The study was conducted via Sosci Survey (Leiner, 2024) in the KD2Lab in Karlsruhe, Germany. Participants were recruited via HROOT and primarily
consisted of students from the Karlsruhe Institute of Technology.
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Both of these conditions primarily affect children under the age of five and are often life-threatening. AMF (Option A) is preselected,
representing the omission of further action beyond maintaining the default to reduce the mortality risk for one child, whereas
switching to HKI (Option B) constitutes an active intervention to reduce the mortality risk for several children. The decision was
purely other-regarding and did not affect participants’ own payment; they were informed that the donation would be made by the
experimenter in their name. Donations were implemented for 1 in 10 participants.

Crucially, before making the decision, participants were given the option to delegate it instead of choosing themselves. They
were randomly assigned to one of two treatments: the human treatment, where the delegate option was another participant, or
the AI treatment, where the delegate option was an Al In both cases, participants were informed that they would not learn the
implemented donation outcome if they delegated, to avoid effects caused by outcome-driven emotions (e.g., regret, relief).

In the human condition, participants were told that another participant’s decision behavior would be implemented if they delegated,
i.e., no additional decision burden was imposed on the delegate — mirroring the absence of human burden when delegating to an
Al and preserving comparability for this aspect.®

We also withheld additional details about either delegate (e.g., the AI’s approach, quality, or training data) in order to obtain a
conservative baseline for delegation demand to Al and isolate core mechanisms such as responsibility shifting and belief adaptation.
Providing such information can reduce aversion and foster trust by increasing perceived capability or anthropomorphism of the
Al (Bigman and Gray, 2018; Castelo et al., 2019; Jussupow et al., 2020), potentially increasing willingness to delegate to Al further.
Thus, observed preference for delegation to Al should be viewed as a lower bound. Furthermore, this setup allows for a more even
comparison between human and Al delegates, as the human delegate’s decision-making process is equally non-transparent.*

In the gain condition, participants decided which charity would receive a donation, whereas in the loss condition, they decided
which of two donation vouchers would be destroyed. The latter aimed to represent a decision with two negative decision outcomes.

After making their decision, to test how the donation choice was perceived, participants were asked to explain their reasoning
in open text, and rate the moral relevance and difficulty of the decision, as well as their confidence in having made the right choice
on a five-point Likert scale. Age and gender were elicited. Study instructions can be found in Appendix A.

2.1.2. Hypotheses

Previous literature highlights widespread skepticism toward Al making moral decisions (Bigman and Gray, 2018; Castelo et al.,
2019). However, we propose that this aversion diminishes when individuals assume the role of decision-maker in a morally complex
decision themselves. We hypothesize that participants find delegating to an Al more attractive than delegating to another person.

Hypothesis 1. More people delegate a morally relevant decision if they can delegate to an Al instead of to another person.

% Delegationy,,,,, < % Delegation ,;

Additionally, we test whether the preference to delegate to Al depends on the severity of the moral decision. Prior work shows
that individuals are more likely to delegate to other humans when outcomes are negative (Steffel et al., 2016). Since Al may serve
as an especially convenient scapegoat in such contexts (Feier et al., 2021), negative outcomes in the loss frame may further amplify
delegation to Al

Hypothesis 2. Delegation rates are higher in the loss frame than in the gain frame. This effect is more pronounced when Al is the
available delegate.

% Delegation,;, < % Delegation;

Interaction Effect: Framing, ., x Delegate,; > 0

2.1.3. Results

The share of participants who delegate a moral decision is significantly higher in Al treatments than in treatments with a human
delegate, as confirmed by chi-square tests. 17% of participants chose to delegate to an Al, compared to 6.75% who opted to delegate
to a human (p < 0.001). These results provide robust support for Hypothesis 1, highlighting that participants prefer Al over human
delegates for morally complex decisions.

Result 1. Consistent with Hypothesis 1, we find more delegation in Al treatments than in human treatments.

3 A robustness check with a treatment adding an explicit disclaimer that the selected participant had already decided and that their choice would be
implemented without any further action or awareness required of them yielded similar results; see Appendix B. If delegation had entailed extra burden for the
human delegate, delegation in human treatments would potentially have been lower and the Al-human gap even more pronounced.

4 The Al was implemented as a deep neural network trained on responses from participants who chose not to delegate and made the donation
decision themselves. Input features included the relative weighting of donation criteria (cost-effectiveness, number of people affected) and participants’ other
decision-related data. Accordingly, the model emulates revealed human decision behavior in this task.
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We examine the effect of framing (gain vs. loss) on delegation rates across delegate types (human vs. AI) using chi-square tests and
logistic regression. Contrary to the second hypothesis, we find no significant difference between the share of participants delegating
in gain (11.19%) versus loss (12.56%) treatments (p = 0.550). For human delegates, delegation rates increase from 4.52% in the
gain frame to 8.96% in the loss frame, but this trend does not reach statistical significance (p = 0.077). Delegation to Al remains
stable regardless of framing with delegation rates of 17.73% in the gain frame and 16.24% in the loss frame (p = 0.692). A logistic
regression analysis also finds no interaction effect between framing and delegate type (p = 0.093; see Appendix, Table C.2).

Result 2. Framing has no effect on delegation rates. Delegation to Al is equally attractive, regardless of decision framing.

In exploratory analyses, we find that delegation rates increase significantly with decision difficulty. Delegation rates rise from
9.8% for participants who rate the decision as “very easy” to 23.7% for “very difficult” (p < 0.001).° To better understand
participants’ reasons for delegating, we evaluate open-text responses. The most frequent reason stated for delegating to Al was
the belief that the AI would make a “better decision” (44.12%), a justification rarely mentioned for human delegates (3.70%).
Conversely, a desire to hand over responsibility was mentioned less often for Al delegates (19.12%) than human delegates (44.44%).
For a comprehensive summary of delegation reasons, see Tables C.7 and C.8.

To verify that the donation task was perceived as a moral decision, participants rated its moral relevance. Most participants rated
the decision as morally relevant, with 68% selecting “morally significant” or “very morally significant” and only 2.88% rating it as
“morally very insignificant” (Table C.9).

2.2. Study 2: Responsibility shift and capability belief adaptation

Study 2 tests how the motive of responsibility shifting, well-documented for human delegates (Bartling and Fischbacher, 2012),
applies to Al The 2 x 2 between-subjects design crossed two factors: the delegate — AI or human — and the decision impact — real
or hypothetical consequence and measured participants’ belief on Al capability.

2.2.1. Procedure and measures

To ensure generalizability and mitigate potential bias from the student sample in Study 1, Study 2 drew from broader participant
pools: a German sample (N = 894) representative by age and gender, and a U.S. sample (N = 3949) representative by age, gender,
and ethnicity.®

Participants were presented with the same donation decision and charity options as in Study 1. The gain frame from Study 1 was
used here as it is more intuitive for participants. To manipulate the burden of responsibility, a hypothetical-consequence (HypoCons)
decision treatment was introduced, in which no actual decision was implemented, and no real payout of a donation was made. After
reviewing the donation options and receiving identical information about the charities, participants were simply asked whether they
would make the decision themselves or delegate it. Importantly, even if they indicated that they would not delegate, they were
assured they would not subsequently have to specify which donation option they would choose. This guaranteed that participants
understood that their responses had no real-world impact. By contrast, the real-consequence (RealCons) treatment, as in Study 1,
retained the possibility of implementation with a real payout, thereby creating genuine responsibility.

After making their decision, participants were asked to rate perceived responsibility for the decision to assess how delegation
influenced their sense of responsibility. Using a five-point scale, they rated: (1) how responsible they liked to be — or would like
to be in hypothetical treatments, (2) how responsible they felt — or would feel in hypothetical treatments, and (3) how much moral
obligation they felt — or would feel in hypothetical treatments. The first item was adapted from Steffel et al. (2016) to measure
participants’ desired level of responsibility. The second item assessed actual felt responsibility, while the third item aimed to capture
the role of moral obligation (Dzindolet et al., 2002). These questions were included as a control to verify whether delegation is indeed
associated with lower levels of desired and felt responsibility, as well as reduced moral obligation.

We used two complementary measures for participants’ perceptions of Al capability across all treatments (Al and human). First,
participants rated three statements about Al capability on a five-point Likert scale from 1 (strongly disagree) to 5 (strongly agree):
(1) “In a situation as described in this study, an artificial intelligence (AI) can make a better decision between two donations than I
can”; (2) “I have full confidence that an Al can make a high-quality decision between two donations in a situation like this”; and (3)
“Al can make good moral decisions”. These items span increasing levels of generality: item 1 benchmarks AI against the respondent
in the specific study context, item 2 addresses similar donation choices more generally, and item 3 captures respondents’ evaluation
of Al as a moral decision-maker in general.

As a second measure of perceived capability, we included the established mind perception scale by Gray et al. (2007), which has
been widely used in prior research demonstrating aversion based on AI’s perceived mental capacities (Bigman and Gray, 2018; Young
and Monroe, 2019; Gray et al., 2012). This scale differentiates between two dimensions — agency and experience. The experience
dimension evaluates whether participants believe an Al can feel emotions such as compassion or guilt, while the agency dimension
assesses beliefs about cognitive abilities like foresight and planning.

As in Study 1, participants rated decision difficulty. Whereas Study 1 gathered open-text reasons for participants’ decisions, Study
2 elicited reasons via a multiple-choice list derived from recurring themes in the Study 1 responses. These included motives such
as perceived decision quality, decision difficulty or clarity, and the desire to either shift or retain responsibility. These data were
collected for exploratory analyses of the motivations underlying delegation behavior.

5 Since difficulty is based on participants’ self-assessment, the observed association with delegation should be interpreted as correlational rather than causal.
6 Preregistration at AsPredicted.org: https://aspredicted.org/hnff-b6gg.pdf Participants were recruited via (Cint GmbH, 2024).
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2.2.2. Hypotheses

We aim to replicate the results for Hypothesis 1 in the representative sample. Additionally, we introduce hypotheses concerning
responsibility and the adaptation of beliefs about AI capability, as outlined above. We hypothesize that individuals delegate to shift
responsibility and avoid the burden of a moral decision, and that delegating to Al is especially effective to do so. Since the burden
of responsibility is greater in real-consequence decisions compared to hypothetical-consequence ones, it follows:

Hypothesis 3. Delegation rates are higher in real-consequence than in hypothetical-consequence decisions, with this effect being
primarily driven by Al treatments.

% Delegation g, c,ns > % Delegationy ,,,cons
Interaction Effect: Decision Impacty,,c,,s X Delegate,; > 0

Furthermore, we hypothesize that individuals adapt their beliefs about AI’s capability for moral judgment in a motivated,
self-serving manner. To test this mechanism, we compare assessments of Al capability — ranging from more situation-specific to
general perceptions (e.g. mind perception) — across treatments. As treatment assignment is random, systematic differences can be
interpreted as treatment-induced rather than reflective of pre-existing attitudes.

While prior research shows that individuals are generally skeptical of AI’s ability to make moral decisions, the desire to delegate
and shift responsibility gives individuals an incentive to adapt more favorable views to rationalize delegation as the reasonable or
even superior course of action. This incentive is weaker in hypothetical scenarios with lower burden of responsibility and absent in
conditions with a human delegate, thus’:

Hypothesis 4. Perceptions of Al’s capability are rated higher in real-consequence decisions compared to hypothetical decisions,
driven by belief adaptation in the real-consequence Al condition.

Capability Rating Alg,,cons > Capability Rating Al
Interaction Effect: Decision Impactg,,c,.s X Delegate,; > 0

If perceptions of capability are genuine and not subject to belief adaptation, they should remain stable regardless of decision
impact.

2.2.3. Results

Result 1 is confirmed in the representative German and U.S. sample, demonstrating that the effect is not limited to the potentially
more Al-affine student population from a technical university. Participants delegated significantly more often when the available
delegate was an Al (27.8%) than when it was a human (18.32%, p < 0.001). Fig. 1 illustrates delegation demand in Study 1 and 2.
For an overview of delegation in all conditions, see Appendix C, Fig. C.9.

We further analyze whether preferences for Al versus human delegates differ across cultural samples (U.S. and Germany) and
sociodemographic groups. Logistic regression results indicate that the interaction between sample and delegate type is not significant
(p = 0.513). Wald tests for sociodemographic factors show no significant interactions between delegate type and age (p = 0.635),
ethnicity (p = 0.790), or gender (p = 0.717).

Responsibility shifting

To test whether delegation rates differ as the burden of responsibility varies, we compare delegation rates in real-consequence
versus hypothetical-consequence decisions using chi-square tests. Delegation rates to Al are significantly higher when the decision
has real consequences (29.74%) compared to hypothetical ones (25.92%; p = 0.036). In contrast, delegation rates for human
treatments decrease in real-consequence decisions (15.93%) compared to hypothetical ones (20.67%; p = 0.003). This pattern for
human delegation was not anticipated and explains the null result across delegate types (22.78% delegation in real-consequence
and 23.30% in hypothetical conditions; p = 0.672).

A logistic regression (results in Table C.3) confirms the hypothesized interaction between delegate type and decision impact (Fig.
2). Delegation to AI is 40% less likely in hypothetical-consequence decisions than real ones (Decision Impacty,,c,,, X Delegate ,; :
OR = 0.60, p < 0.001).

Result 3. The interaction between decision impact and delegate type reveals opposing trends: delegation to Al increases significantly in
decisions with real consequences compared to hypothetical ones, while delegation to human delegates decreases under the same conditions.

Delegation is associated with a reduction of perceived responsibility, particularly when delegating to AL® Regression analysis
confirms that delegating a decision is linked to a significant overall reduction of responsibility ratings by an average of 0.76 points

7 We do not condition this test on delegation behavior, as doing so would introduce endogeneity — it would be unclear whether individuals delegate because
they believe in AI's capability, or adapt their beliefs in the AI’s capability motivated by their desire to delegate.

8 The interaction effect (Delegationy,, x Delegate,;) shows a significant reduction for wanted responsibility by 0.24 units, felt responsibility by 0.19 units,
and perceived moral duty by 0.30 units on a 5-point scale (all p < 0.005), see Fig. C.6 in Appendix C.
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(b) Study 2: Conducted with a representative
sample from the U.S. and Germany, manipulat-
ing delegate X decision impact (real vs. hypo-
thetical). The difference in delegation rates is
highly significant (x?(1, N = 4,843) = 61.31,
p < 0.001). Delegation to AI (27.80%) is 9.48
percentage points higher compared to delega-

tion to a human (18.32%).

Fig. 1. Delegation rates for human versus Al treatments in both studies.

T T
—©— Human Delegate
30 AT Delegate 29.74
X 25,92
N
o 25 |
S
3
80 20167
2 20F i
a
1594
15 B
1 |
HypoCons RealCons

Decision Impact

Fig. 2. Interaction plot of delegation shares by decision impact and delegate type with 95%-CI. Lower burden of responsibility leads to
opposing effects for Al versus human delegates. Delegation to Al is significantly less likely when consequences are hypothetical rather than

real (Decision Impactg,,c,,s X Delegate,;, OR = 0.60, p < 0.001).

(p < 0.001) on a 5-point scale. This effect is stronger for Al delegates (Delegationy,, x Delegate,; : p < 0.001), representing a further
reduction of 0.24 units compared to human delegates, as illustrated in Fig. 3. Although baseline responsibility ratings are slightly
higher for AI than for human delegates (f = 0.16, p < 0.001), delegation is associated with lower responsibility when the delegate is

an AL Detailed results are provided in Table C.4.

Belief adaptation
To understand why Al delegates may in particular enable responsibility shifting, we turn towards participants’ perceptions of

Al’s capability to make moral decisions. When aggregated across treatments, the overall increase in Al capability ratings for real-
consequence (Mpeqicons = 2.64) compared to hypothetical-consequence decisions (Myypocons = 2-56) is statistically significant but
small (t-test, p = 0.0016,d = 0.09).° However, consistent with the idea of belief adaptation to justify delegation under the burden
of responsibility, separate analyses for Al and human treatments reveal that this effect is driven entirely by Al treatments. For Al

9 The result is also significant for all individual items. Notably, the strongest effect is observed for the most general statement — the ability of Al to make

moral decisions in general, see Fig. C.7.
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Fig. 3. Interaction plot of mean responsibility ratings on a 5-point scale by delegation decision and delegate type. Error bars represent standard
errors. Delegation significantly reduces perceived responsibility, with a stronger reduction observed when delegating to Al than a human delegate
(Delegation,,,, x Delegate ,,, f = 0.24, p < 0.001).

treatments, capability ratings are significantly higher in real-consequence decisions (Mgeaicons = 2.81) compared to hypothetical-
consequence decisions (Myypocons = 2-63; p < 0.001, d = 0.17). In contrast, no significant difference is observed in human treatments
(MReaicons = 247, Myypocons = 2.47; p = 0.42, d = 0.008). These results, illustrated in Fig. 4, confirm that the observed differences
arise specifically in Al treatments, aligning with the notion of belief adaptation when real-consequences are coupled with an Al
delegate.

Regression analysis further corroborates this interpretation, showing that capability ratings are consistently higher in Al
treatments (f = 0.33, p < 0.001), with a significant interaction: Ratings are significantly lower in hypothetical-consequence decisions
compared to real ones when the delegate is an Al (Decision Impactyypocons X Delegatey @ f = —0.16, p = 0.006). The main effect
of decision impact (f = —0.008, p = 0.84) is not significant, indicating that belief adaptation is driven by the interaction between
delegate type and decision impact (detailed results in Appendix C, Table C.5).

Results for mind perception reveal further nuances in participant’s assessment of Al’s capabilities, specifically its broader mental
capacities. For Al treatments, experience — the perceived ability of Al to exhibit emotions or empathy (Bigman and Gray, 2018; Gray
et al., 2012, 2007) — is rated higher in real-consequence decisions (M g,,c,,; = 1.83) than in hypothetical ones (M y,,cons = 1.70),
as shown by a t-test (p = 0.0028,d = 0.13). Again, consistent with motivated belief adaptation, no significant effect is observed in
human treatments (M geycons = 1.71 V8. My yp0cons = 1.65,p = 0.12,d = 0.06). By contrast, agency — capturing cognitive attributes
such as foresight or planning (Bigman and Gray, 2018; Gray et al., 2007, 2012) — remains stable across decision impact for both
human (p = 0.58) as well as Al delegates (p = 0.20).

Result 4. Participants rate AI’s capability to make moral decisions higher when facing a decision with real consequences when Al is the
available delegate. In human treatments, capability ratings do not vary by decision impact; thus the difference is specific to the Al condition,
consistent with motivated belief adaptation.

An exploratory regression analysis of capability ratings by delegate type and delegation behavior adds additional context to
these findings (see Table C.6). Participants who delegated the task to Al rated its capability significantly higher, by approximately
0.73 points on a 5-point scale, compared to participants who decided themselves or those in treatments with human delegates
(Delegationy,, x Delegate,; : f =0.73, p < 0.001). This pattern is replicated in the results for the mind perception scale: Regression
analyses show a significant interaction effect between delegate type and delegation decision on experience (Delegationy,, X
Delegate,; : f = 0.16, p = 0.022), and agency (Delegationy,, X Delegate,; : f =0.29, p < 0.001).

As in Study 1, delegation rates are lower for individuals finding the decision “very easy” (16.8%) compared to those who find
it “very difficult” (41.0%, p < 0.001). Details are illustrated in Fig. C.8 in Appendix C.

3. Discussion
3.1. Delegation demand for AI: Beyond algorithm aversion

More individuals delegate a moral decision when given the option to delegate to Al rather than to another person. This finding
contrasts with the prevailing narrative of algorithm aversion specifically in the moral domain (Bigman and Gray, 2018; Castelo
et al., 2019; Gogoll and Uhl, 2018; Burton et al., 2020; Mahmud et al., 2022), which would predict less delegation to AI in such
contexts. Our results indicate that Al holds a relative appeal as a moral delegate compared to human counterparts.

This outcome is particularly striking considering our design choices that typically amplify algorithm aversion (no transparency,
no quality assurances, no anthropomorphic cues, no human oversight). As detailed in Section 2.1.1 the Al-human delegation gap
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Fig. 4. Interaction plot of mean capability ratings on a 5-point scale by decision impact and delegate type. Error bars represent standard errors.
Capability ratings are significantly higher in real-consequence scenarios when the delegate is AI, while decision impact alone does not affect
ratings in human treatments (Decision Impactyypcons X Delegatey;, f = —0.16, p = 0.006).

in our findings should be read as a lower bound. The only factor potentially mitigating aversion in our study is the nature of the
comparison agent — a non-expert human delegate. However, in the moral domain, in particular in moral dilemmas where there is
no clear “right” or “wrong” (Anderson and Anderson, 2011), the concept of expertise becomes less applicable.

The robustness of the observed effect is underscored by its consistency across U.S. and German samples and across age, gender,
and ethnicity, as well as the decision’s framing.

This appeal of Al as a moral delegate raises concerns about a potential misalignment between individuals’ willingness to rely on
Al when they are the decision-maker and widely expressed preferences to retain human control in moral domains. The availability
of Al tools could place considerable moral agency in the hands of machines, against societal preference to keep moral decision-
making under human authority. Such reliance in difficult moral decisions may also substantiate previously expressed theoretical
worries about the erosion of essential human capacities, such as moral reasoning and ethical judgment, by normalizing delegation
in challenging situations (Vallor, 2015; Danaher, 2019).

Crucially, our findings contribute to the ongoing discussion of Al in morality by indicating that the role individuals assume in the
decision-making process and how they may be personally affected are pivotal in shaping preferences regarding AI’s involvement and
behavior in moral contexts. When tasked with making a difficult moral decision themselves, delegation is especially sought-after:
Participants who rated the decision as more difficult also were more likely to delegate it. This suggests that delegation is unlikely
to simply reflect indifference toward the donation choice. Instead, reasons for delegation may include a desire to reduce effort or
minimize potential regret associated with making a moral decision (e.g. Steffel et al., 2016). Notably, these factors have similar
effects for Al and human delegates: in both cases, delegation removes the need to decide and to learn the outcome. Consequently,
they cannot fully account for the higher delegation to Al

One possible explanation could be a shift in perception of AI’s capability in moral decision-making. For instance, due to the
increasing prevalence and popularity of Large Language Models and tools like ChatGPT, individuals may now genuinely trust Al
more than the average person to make a sound moral choice. However, as the following discussion of the results on responsibility
and capability shows, individuals may also have an incentive to become more accepting of Al as a moral delegate, when it enables
them to justify avoiding the burden of responsibility.

3.2. Off-loading responsibility through capability belief adaptation

Our study extends the delegation literature by demonstrating that the mechanism of responsibility shifting applies not only to
human delegates but also to AL. Moreover, Al appears to offer a unique means to off-load responsibility in morally complex decisions,
facilitated by belief adaptation about the AI's capability.

The significant interaction between decision impact and type of delegate (Result 3) aligns with the idea that the burden of
responsibility in real-consequence decisions uniquely shapes delegation patterns, with Al appearing to facilitate responsibility
shifting more effectively than human delegates. This dynamic is reflected in participants’ feelings of responsibility and moral
obligation: All delegation is associated with a lower rating of felt responsibility after the decision, but this effect is significantly
more pronounced when the delegate is an Al. Whether individuals who feel and want less responsibility delegate more often, or
whether delegation itself reduces perceived responsibility, remains unclear. Nevertheless, the observed tendency that delegation is
more frequent among participants who find the decision harder suggests that delegation is a strategy to alleviate the burden of the
decision, and that this is reinforced by the option to delegate to Al

Off-loading moral responsibility to other humans may be hard to rationalize. Because moral judgments are inherently subjective,
there are few plausible reasons to rely on another person’s decision other than wanting to avoid facing the choice. When the
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alternative is another human decision-maker, participants may feel a duty to decide themselves (“if a human decides, it should
be me”). By contrast, Al may represent an entirely different decision procedure. Although people typically prefer human control
in moral domains and view Al as inferior to make moral decisions, being the responsible decision-maker faced with a difficult,
consequential choice can nevertheless prompt individuals to reach for this tool. This willingness may be enabled by ambiguous
perception of Al's capability as a moral decision-maker, which creates ‘wiggle room’ about the intentions behind delegation, and
allows it to be framed as appropriate rather than evasive. Our findings provide evidence for self-serving adaptation of capability
beliefs. Qualitatively, AI delegation is most commonly justified with a ‘better decision’ (Table C.7) — essentially turning Al into
a kind of ‘magic wizard’ more capable of solving the problem without knowing much about its actual decision-making process or
substantiating what it is that makes Al more suitable to decide. Quantitatively, capability ratings rise only in AI and real-consequence
conditions (Fig. 4), consistent with motivated belief adjustment. While it is possible that participants who already viewed Al as
capable are also more likely to delegate, this does not account for the observed interaction between the level of responsibility
induced by decision impact and delegate type (see Result 4). The observed inflation of Al capability ratings when stakes are high
and the delegate is an Al appears to reflect a form of self-deception, akin to the ‘moral wiggle-room’ described by Dana et al. (2007)
and Fahrenwaldt et al. (2024). Here, individuals seem to reinterpret ambiguous circumstances — stemming from the AI's opaque
nature — to avoid feeling responsible or engaging with the decision and its outcomes, while maintaining the belief that they “did
the right thing”. Although a lack of perceived capability is a key reason for aversion toward Al making moral decisions (e.g. Bigman
and Gray, 2018; Gray et al., 2012; Castelo et al., 2019), our results accord with prior findings on delegation to humans suggesting
that, in other-regarding decisions, the desire to avoid responsibility can outweigh concerns about the delegate’s qualifications (cf.
Steffel et al., 2016).

By applying the established mind perception scale to assess agency and experience (Bigman and Gray, 2018; Gray et al., 2012,
2007), our findings can be contextualized within a broader body of work on the perception of Al. Agency ratings remain stable,
while experience ratings — which describe the emotional abilities crucial to moral decision-making (Bigman and Gray, 2018; Gray
et al.,, 2007, 2012) — rise in Alxreal-consequence conditions (see Section 2.2.3). For both dimensions of mind perception, we
observe the same interaction effect between delegation decision and delegate type as seen in the other capability ratings. Our
observations indicate that mind perception is context-dependent and influenced by delegation behavior. Consistent with previous
findings and mind perception theory, individuals rate agency for Al higher than experience. Despite generally low ratings especially
for experience, participants in our study appear willing to delegate moral decisions to Al. Belief adaptation being specific to
experience aligns with findings that this dimension is the differentiating factor and specifically desired in subjective, emotional
or social tasks such as moral decision-making (e.g. Appel et al., 2020; Wiese et al., 2022).

The observed behavioral patterns pose societal challenges. Sharing or delegating decisions reduces feelings of moral responsibil-
ity, potentially increasing the occurrence of unethical behavior and problematic decision outcomes (e.g., Falk and Szech, 2013; Falk
et al., 2020; Bartling and Fischbacher, 2012; Bartling et al., 2023). While this dynamic is concerning in general, it is particularly
relevant for Al systems, as it adds to the unresolved issue of where responsibility is ultimately transferred and who should be held
accountable for decision outcomes. High demand for Al delegation may exacerbate these ‘responsibility gaps’ (Santoni de Sio and
Mecacci, 2021; Matthias, 2004) in sensitive, high-stakes domains as hiring (Dattner et al., 2019), healthcare (Obermeyer et al.,
2019) or the judicial system (Dressel and Farid, 2018; Metz and Satariano, 2020; Rudin et al., 2020). Furthermore, if individuals
adapt their perception of AI's capabilities or actively avoid honestly evaluating the AI’s competence in a self-serving manner, this
raises questions about the true effectiveness of a ‘human in the loop’ as an oversight mechanism. While such measures are intended
to ensure accountability, their success may depend on users’ willingness to engage critically rather than exploit ambiguity to shift
responsibility.

3.3. Limitations and future research

While our study provides valuable insights into the mechanisms of delegation to Al in moral decision-making, several limitations
warrant consideration.

First, as described in Section 2.1.1, our study employs a deliberately minimalist design. Future research should examine
whether providing transparency information about AI decision-making processes or incorporating anthropomorphic cues influences
delegation demand. For instance, providing participants with detailed information might further legitimize delegation by reinforcing
perceptions of Al competence and human-likeness and reducing algorithm aversion, potentially amplifying the observed effects.

Secondly, future studies may explore interventions designed to counteract responsibility shifting and ensure that accountability
for moral decisions remains with decision-makers, such as emphasizing joint responsibility between the decision-maker and the
delegate or explicitly tracing decision outcomes back to the delegator.

Finally, our findings capture a momentary snapshot of how individuals currently perceive and interact with Al in moral decision-
making contexts. As Al systems become increasingly integrated into daily life, longitudinal research is needed to explore how
underlying dynamics may evolve.

4. Conclusion
Despite expectations based on algorithm aversion literature that people are reluctant to use Al in high-stakes moral decisions,
our study reveals a greater demand to delegate moral decisions to AI — particularly when the burden of responsibility weighs

heavily. Al appears to provide a convenient means of shifting responsibility, as delegators may rationalize their choice by inflating
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beliefs about the AI's capability. This may introduce ethical challenges. Our results seem to indicate that ambiguity and opacity,
often inherent to Al’s decision-making, diminish feelings of responsibility, guilt or accountability, as outlined by Kobis et al. (2021).
Furthermore, our findings lend empirical support to concerns about overreliance on Al for moral decision-making (Danaher, 2019;
Vallor, 2015). This raises critical questions about how ethical standards in sensitive and highly consequential contexts can be upheld.
Transparency and human oversight — the ‘human in the loop’ — are often championed as solutions to these challenges and are
core components of existing regulatory frameworks such as the EU’s General Data Protection Regulation (GDPR, 2016). However,
this concept might have limitations if individuals wish to evade responsibility. Given the scalability of AI systems (Klockmann
et al., 2022) and the demonstrated demand for delegating moral decisions to Al, this could result in a substantial number of high-
stakes decisions being made by Al systems, affecting a large number of people. Therefore, ensuring clear accountability mechanisms
and minimizing opportunities for responsibility evasion are vital. Further research is needed to explore the behavioral dynamics
underlying these patterns and to develop strategies for mitigating potential ethical risks.
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Appendix A. Instructions

[Welcome and Instructions]

Welcome! Thank you for your participation in a behavioral economics study conducted by the Karlsruhe Institute of Technology
(KIT), one of the largest research universities in Germany.

Please complete the study in a quiet place where you will not be distracted. Ideally, you should not take long breaks during the
study, but rather complete it without interruption.

Please DO NOT use the back button on your browser while completing the survey.

The study takes approx. 5 to 10 minutes to complete.

Important: Participants who have not read the instructions, or randomly marked answers may be disqualified from payment.
Comprehension questions are used to verify that the instructions have been read.

[Consent form]

[Sociodemographics (Statistisches Bundesamt (Destatis), 2022; U.S. Census Bureau, 2023, 2024; Office of Management and Budget (OMB),
2024)]

1. What sex are you?

2. How old are you?

3. What is your ethnicity? [For US-sample]

4. What is the highest diploma/degree or level of school you have completed?
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[Decision Consequence]

***In RealCons Treatments***

Your decisions have real consequences!

As in all behavioral economic studies at KIT, all the facts described in the study are true.

At the end of the study, the computer randomly selects about one in ten participants.

The decisions made by these selected participants in the study are implemented exactly as described. Your decisions in this study are
therefore not hypothetical, they can have real-world consequences.

Therefore, make your decision carefully.

***In HypoCons Treatments***

Hypothetical Decision Scenarios!

As in all behavioral economic studies at KIT, all the facts described in the study are true.
Your decisions in this study exclusively concern hypothetical scenarios.

Nevertheless, your decisions are essential to research. Therefore, please decide carefully.

On the following pages we present the work of two reputable charities. Please read the information carefully. You will need it in the further
course of the study.

[Donation Information (AMF)- English Version]

***In RealCons, Gain Treatment™**

Against Malaria Foundation

In the following, a donation of 5 dollars to the Against Malaria Foundation will be made by us in your name.
With this donation, a child can be saved from malaria, from which it might otherwise die.

Fighting Malaria

[Image of

+ Each year, more than 600,000 people die from malaria.
child receiving help]

» More than 70% of them are children under the age of 5.

» Malaria can be prevented: Anti-malaria nets are an effective form of protection.

Against Malaria Foundation « Nets save lives!
... distributes long-lasting insecticidal nets (LLINs) in malaria endemic countries.

Recipients of nets hang and sleep under them so they are not bitten by malaria-carrying mosquitoes. * Providing one net costs ca. $5.

*In Loss Treatment™***

Against Malaria Foundation

There is a donation voucher in your name worth 5 dollars to the Against Malaria Foundation.

Upon completion of this study, we will redeem this donation voucher on your behalf, and the corresponding amount will be donated to the
organization in question.

With this donation, a child can be saved from malaria, from which it might otherwise die.

Subsequent Information identical as above

***In HypoCons Treatment***
Against Malaria Foundation

Donations to the Against Malaria Foundation protect children from malaria that could otherwise kill them.
Subsequent Information identical as above

13
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[Donation Information (HKI)- English Version]

***In RealCons, Gain Treatment™**

Helen Keller International

You can also actively intervene and donate 7 dollars to Helen Keller International instead.

With this donation, seven children will receive vitamin A who might otherwise die from a deficiency.

Fighting Vitamin A Deficiency

+ Vitamin A deficiency makes children susceptible to infections and can lead to death. [Image of

+ Each year, more than 200,000 children’s deaths are attributed to vitamin A deficiency. child receiving help]

» Providing vitamin A supplements saves children’s lives!

Helen Keller International
... distributes long-lasting vitamin A supplements. + Vitamin A saves lives!

In areas where vitamin A deficiency is a public health problem, children aged 6 months to 5° Vitamin A for a child under 5 costs ca. $1.
years receive a high dose of vitamin A.

***In Loss Treatment***

Helen Keller International

Additionally, there is a donation voucher worth 7 dollars to Helen Keller International.

This donation will provide Vitamin A to 7 children who might otherwise be at risk of dying from a deficiency.
Subsequent Information identical as above

***In HypoCons Treatment***

Helen Keller International

With this donation, seven children will receive vitamin A who might otherwise die from a deficiency.
Subsequent Information identical as above

Please note:

According to the independent initiative GiveWell, which evaluates charities, both programs are among the top donation opportunities.
Selected are donation organizations that are particularly efficient, whose impact is particularly well documented, that work particularly
transparently, that require additional donations and that meet other criteria.

[Donation and Delegation Option]

***RealCons***

Your donation

On the following screens you can influence which donation will be made.

Alternatively, you can delegate to [another participant in this study/an artificial intelligence (AI)].

Then you will not be confronted with the situation and you will also not be informed which donation will be made in the end.

Instead, [another participant will be randomly drawn and their behavior will be implemented./an AI will then determine which donation is made.]

14
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***HypoCons***

A donation

Imagine you could decide which of these two charities should receive a donation.

Alternatively, you could delegate to [another participant in this study/an artificial intelligence (AI)].

Then you would not be confronted with the situation any further and would also not be informed which donation would have been made in the
end.

Instead, [another participant would then be randomly selected and their behavior implemented./an artificial intelligence would then determine which
donation to make.]

[Comprehension questions]
Comprehension question on basic instructions. Participants that answered incorrectly more than twice were disqualified.

[Decision — RealCons]

***Gain Treatments***
Your donation
On the next screen, 20 seconds will count down

« If you do nothing, the donation to the Against Malaria Foundation (option A) will be made.
* You can also actively intervene and donate to Helen Keller International (option B) instead

sk Ktk

*Loss Treatments™*
Your donation
On the next screen, 20 seconds will count down

« If you do nothing, the donation voucher to Helen Keller International (option B) will be destroyed.
* You can also actively intervene and destroy the donation voucher to the Against Malaria Foundation (option A) instead.

If you prefer, you can also delegate to [another participant in this study/an artificial intelligence (AI) instead.]
Then you will not be confronted with the situation and you will also not be informed which donation will be made in the end.
Instead, another participant is randomly drawn and their behavior is implemented/Instead, an AI will then determine which donation is made.

If you want to delegate to [another participant/the AI], click the button.

Otherwise, click "Next" to proceed to the donation options.

***[f "Next" (No Delegation), Gain***
Which donation should be made?

Option A: Option B:
$5 to the Against $7 to Helen Keller
Malaria Foundation. International.

Remaining time: 20s

***If "Next" (No Delegation), Loss***
Which donation should be destroyed?

Option A: Option B:

Destroy $7-donation Destroy $5-donation
voucher to Helen voucher to Against
Keller International. Malaria Foundation.

Remaining time: 20s

***If Button (Delegation)***
You have delegated the decision to [another participant/the AI] in this study.
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[Delegation Decision — HypoCons]

***Human Treatment***

How would you decide? [random order]

In the situation described, would you delegate to another participant or make the decision yourself?

Please note that this decision is purely hypothetical and will not be implemented over the course of this study.

+ I would decide myself which of the two charities would receive the donation.
» I would delegate the decision about which of the two charities receives the donation to another participant.

***A] Treatment**

How would you decide? [random order]

In the situation described, would you delegate to an artificial intelligence or make the decision yourself?
Please note that this decision is purely hypothetical and will not be implemented over the course of this study.

+ I would decide myself which of the two charities would receive the donation.
+ I would delegate the decision about which of the two charities receives the donation to an artificial intelligence.

[Follow-Up Questions]

[Decision Justification for RealCons/HypoCons]
Why [did/would] you [/not] delegate the decision? Multiple answers possible
* :':7':I-f Delegated *kk

» The [other participant/AI] [will/would] make a better decision.

+ The decision [was/would be] too difficult or I [didn’t/wouldn’t] have a clear preference.

« I [had/would have] too little information about the decision.

« I [wanted/would want] to hand over responsibility for the decision.

+ I [wanted/would want] to keep it as simple as possible and not have to deal with the decision any further.
+ Other (please specify): ____

Corresponding opposite reasons provided if the decision was not delegated.

[Responsibility for RealCons/HypoCons]
Please indicate to what extent you agree or disagree with each of the following statements.
5-point scale: 1 = strongly disagree, 5 = strongly agree

» I would like to be fully responsible for the decision, whatever the outcome.
« I [feel/would feel] responsible for the outcome of this decision.
+ I have/would have a moral obligation to make such a decision

How confident are you that you have made the right decision about whether to delegate or make the decision to donate
yourself?

How difficult do you find the decision between the two donation options?

How important are the following criteria to you when making a donation?

+ Cost-effectiveness of the donation, i.e. how much donation money is needed to save a life.
» Number of people affected, i.e., how many people are fatally threatened by the issue being addressed (e.g., disease or hunger).
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[Rating of AI’s capability for moral decision-making]
The following questions are about your assessment of the capabilities of artificial intelligence (AI).
5-point scale: 1 = strongly disagree, 5 = strongly agree

+ In a situation as described in this study, an artificial intelligence (AI) can make a better decision between two donations than
I can.

+ I have full confidence that an AI can make a high-quality decision between two donations in a situation like this.

+ AI can make good moral decisions.

[Mind Perception Scale (Bigman and Gray, 2018)]
To what extent do you think an AI can/is ...
5-point scale: 1 = Not at all, 5 = Extremely
**‘*‘Experience***

* ... sensitive to pain?

» ... experience happiness?

« ... experience fear?

* ... experience compassion?

* ... experience empathy?

* ... experience guilt?

“*kAgency***

* ... communicate with others?

+ ... able of thinking?

« ... plans its actions?

» ... is intelligent?

* ... has foresight?

+ ... is able to think things through?

Appendix B. Robustness check: No effect of burden-disclaimer

In the original study, participants in human treatments were informed that in case of delegation “another participant will be
randomly drawn and their behavior will be implemented” in the instructions and on the decision screen (see Appendix A). Our intention
was to convey that no additional decision burden would be imposed on the selected delegate. However, the phrasing may have been
perceived as ambiguous.

To address this concern, we conducted an additional study (U.S. representative sample via Prolific).! We employed the two
real-consequence treatments from the main studies (Human delegate, Al delegate) and added a No-Burden Human treatment. This
treatment was identical with the original Human delegate condition, but included the following disclaimer both in the instructions
as well as on the decision screen, visually highlighted in red font: “The selected participant will be drawn from those who have already
made a decision. Their choice will be implemented without requiring any further action or awareness on their part”. Since live
filtering was not technically possible, we applied the same exclusion criteria as in the main studies retrospectively: participants who
failed the comprehension question, failed the attention check, or completed the study too quickly (Leiner, 2019) were excluded.
After applying these criteria, the final sample consisted of N = 592 participants.

As shown in Fig. B.5, delegation rates in the No-Burden Human condition (11.6%) were nearly identical to the Standard Human
condition (11%). A chi-square test confirmed that this difference was not statistically significant (p = 0.846). Delegation to AI (18.6%)
remained substantially higher, indicating that the increased delegation to Al we find in our studies cannot be explained by concerns
about imposing a burden on a human delegate.

Appendix C. Additional results & statistical analyses

See Figs. C.6—C.9 and Tables C.2-C.13.

Appendix D. Supplementary data
Supplementary material related to this article can be found online at https://doi.org/10.1016/j.euroecorev.2025.105255.
Data availability

Replication data and code are available as Supplementary Material accompanying this article.

10 preregistration at AsPredicted.org: https://aspredicted.org/79sb-jb38.pdf.
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Fig. B.5. Delegation rates across Standard Human, No-Burden Human, and Al treatment. Explicitly clarifying that the human delegate would
not bear any additional burden did not affect delegation rates. (y2(1, N = 398) = 0.0377, p = 0.846).

Table C.2
Logistic regression results for delegation behavior by delegate type and framing.
OR Std. Error
Delegate (AI vs. Human) 4.551%** 1.763
Framing (Loss vs. Gain) 2.077 0.875
Delegate x Framing 0.433 0.216
Constant 0.047*** 0.016
Note: LR x%(3) = 24.01, Pseudo R? = 0.0412, N = 800.
* p <0.05, ** p <001, *** p<0.00l.
Table C.3
Logistic regression results for delegation behavior depending on delegate and decision impact.
OR Std. Error
Delegate (Al vs. Human) 2.233%%* 0.226
Decision Impact (HypoCons vs. RealCons) 1.375%* 0.145
Delegate x Decision Impact 0.601%*** 0.084
Constant 0.190%** 0.015

Note: LR x*(3) = 75.15, p < 0.001, Pseudo R?> = 0.0144, N = 4,839.
* p<0.05 ** p<0.01, *** p <0.001.

Table C.4
Regression analysis of responsibility ratings on a 5-point scale by delegation decision and delegate

type.

B Std. Error
Delegate (AI vs. Human) 0.163%** 0.027
Delegation Decision (Yes vs. No) —0.755%** 0.043
Interaction (AI x Delegation = Yes) 0.057
Constant 0.018

Note: F(3,4839) = 342.06, p < 0.001, R* = 0.1750.
* p<0.05, ** p<0.01, *** p <0.001.

Table C.5
Regression analysis of capability ratings on a 5-point scale as a function of delegate type and decision
impact.

B Std. Error
Delegate (Al vs. Human) 0.331* 0.042
Decision Impact (HypoCons vs. RealCons) —0.008 0.042
Interaction (AI x HypoCons) —0.163** 0.060
Constant 2.475%** 0.030

Note: F(3,4839) = 28.56, p < 0.001, R*> = 0.0174.
* p<0.05, ** p<0.01, *** p <0.001.
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Table C.6
Regression analysis of capability ratings on a 5-point scale as a function of delegate type and
delegation behavior.

B Std. Error
Delegate (Al vs. Human) 0.012 0.032
Delegation Behavior (Yes vs. No) 0.348%** 0.051
Interaction (AI x Delegation = Yes) 0.732%** 0.068
Constant 2.407%*** 0.022

Note: F(3, 4839) = 238.19, p < 0.001, R* =0.1287.
* p<0.05 ** p<0.01, *** p <0.001.

Table C.7
Open-text answers from delegating participants by delegate type (Study 1).
Reason for delegation Delegation to human (%) Delegation to Al (%)
Better decision 3.70% 44.12%
Decision difficult or uncertain/no clear preference 51.85% 32.35%
Too little information 18.52% 10.29%
Hand over responsibility 44.44% 19.12%
Table C.8
Logistic regression results for reasons to delegate.
Reason Delegate Decision impact Inter-action Significance notes
Delegate makes better decision 0.51** (0.19) —0.44(0.22) 0.28(0.27) Delegation to Al is justified by “better decisions”

more often, especially in RealCons. HypoCons reduces
this justification.

Decision difficult or unclear 0.52*%* (0.19) 0.81**%(0.20) —0.70%*(0.25) Difficulty drives justification for AI delegation,

preference particularly in RealCons scenarios. HypoCons reduces
this reasoning for Al

Insufficient information —0.42(0.22) 0.47%(0.22) -0.11(0.29) HypoCons increases this justification, while Al is
slightly less likely to elicit it compared to humans.

Hand over responsibility 0.06(0.24) 0.56%(0.24) —0.46(0.32) Responsibility-shifting is justified more often in
HypoCons, regardless of delegate type.

Simplify and avoid dealing 0.28(0.25) 0.34(0.26) 0.12(0.11) No significant differences. Less prominent justification
overall.

Note: The findings from the multiple-choice question after the decision shed light on how participants rationalize their delegation decisions, rather than uncovering
the true motivational drivers. These results support the hypothesis that delegation to Al is justified more frequently by perceived capability (e.g., “better decisions”)
and decision difficulty, particularly in RealCons conditions. Responsibility-shifting appears more prominent in HypoCons scenarios, which might reflect greater
willingness to admit to this justification when the decision lacks real consequences.

* p<0.05, ** p<0.01, *** p <0.001.

Table C.9
Moral relevance: “How morally significant do you find the situation?”.
Moral relevance Frequency Percent Cumulative percent
... very significant 147 18.38% 18.38%
.. significant 397 49.62% 68.00%
.. slightly significant 169 21.12% 89.12%
... insignificant 64 8.00% 97.12%
.. morally very insignificant 23 2.88% 100.00%
Total 800 100.00%
Table C.10

Donation decisions for Study 1.

Positive framing (gain)

Option Freq. Percent
Option A: €5 to the Against Malaria Foundation 157 43.98
Option B: €7 to Helen Keller International 200 56.02
Total 357 100.00

Negative framing (loss)

Option Freq. Percent
Option A: Destroy €7 donation voucher to Helen Keller International 142 40.80
Option B: Destroy €5 donation voucher to the Against Malaria Foundation 206 59.20
Total 348 100.00
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Table C.11
Donation decisions for Study 2 in real-consequence condition.
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German representative sample

Option Freq. Percent
Option A: €5 to the Against Malaria Foundation 204 59.30
Option B: €7 to Helen Keller International 140 40.70
Total 344 100.00
U.S. representative sample

Option Freq. Percent
Option A: $5 to the Against Malaria Foundation 971 64.60
Option B: $7 to Helen Keller International 532 35.40
Total 1503 100.00

Table C.12

Stated reasons for choosing the Against Malaria Foundation (AMF) in open-text form in Study 1.

Theme

Brief description

Example (EN translation; participant ID)

Severity/urgency & mortality

Durability & reusability of
nets

Concreteness & familiarity

Direct, visible impact (“save
a life”)

Cost-effectiveness & numbers
(e.g., GiveWell)

Skepticism about Vitamin-A
route

Other (simplicity, autonomy,
fairness)

Malaria perceived as acute and more lethal

(often citing higher annual death tolls).

Nets seen as one-off, long-lasting, reusable;

can protect multiple sleepers.

Problem/solution felt more tangible or
better understood; personal experience
common.

Clear line from donation to concrete
protection of a child/life saved.
Perceived efficiency and references to
rankings/ratios.

View that vitamin A can be obtained via

diet or is less critical/immediate.

Preference to decide oneself; belief others

will fund vitamin A, etc.

“Malaria is deadly; vitamin A deficiency is not
necessarily. Malaria is more widespread.” (ID 130)

“The net can be used multiple times and is not a
consumable product. So perhaps it can also save lives in
the long term.” (ID 175)

“I am aware of the problem with malaria and I know
that mosquito nets help.” (ID 95)

“Because a specific human life would be saved, I chose
it.” (ID 487)

“On the GiveWell website, the Malaria Project currently
had higher costs per life saved than the other charity.
Additional donations thus would theoretically help more
with the realization of this project than the other
donation. However, the decision was not easy, as both
projects are important.” (ID 178)

“I believe that vitamin A can also be consumed in ways
other than through supplements ...” (ID 58)

“I did not delegate the decision because I wanted to
decide myself.” (ID 168)

“I assumed more people would donate to Option B
because it’s the larger amount, so I chose A.” (662)

Notes: Translations by the authors; lightly edited for brevity. Multiple themes can co-occur. Participants frequently weighed several considerations simultaneously
(e.g., severity/urgency vs. breadth of beneficiaries; durability/reusability vs. compliance concerns).

20



N. Hiiholt and N. Szech

Table C.13
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Stated reasons for choosing Helen Keller International (HKI) in open-text form in Study 1.

Theme

Brief description

Example (EN translation; participant ID)

More beneficiaries (“7 >
1”) & higher amount (€7

Preference to help more children with a
single donation and/or to send the larger

“With €7 I can help seven children; with nets for €5 I
can only help one person.” (ID 337)

vs. €5) amount.
Concerns about net Nets protect mainly at night, may be “...1 was also skeptical about how effective a mosquito
usage/compliance unused/misused/stolen/break; protection net is if it only provides protection from bites while you

Broader health benefits/basic
nutrition

Cost-effectiveness (lives per
€)

Implementation
reliability/ease

Other (balancing attention,
personal ties, autonomy)

not assured.

Vitamin A strengthens immunity and
prevents multiple illnesses (cause-oriented
support).

HKI perceived to save more lives per euro
in the presented setup.

Supplement delivery seen as simpler or
more reliable than correct net
installation/use.

Malaria already well known/funded; desire
to back the other cause; personal
trust/experience.

are sleeping...” (ID 77)
“Supplementing with vitamins can prevent several
diseases ...” (ID 106)

“... the estimated cost-per-life-saved ratio is lower for
Helen Keller.” (ID 370)

“... A one-time treatment can help. I'm not sure mosquito
nets are feasible in recipients’ everyday lives.” (ID 202)

“I assumed more people would choose the better-known
cause (malaria) and wanted to support the other
organization...” (ID 349)

Notes: Translations by the authors; lightly edited for brevity. Multiple themes can co-occur. Participants frequently weighed several considerations simultaneously

(e.g., severity/urgency vs. breadth of beneficiaries; durability/reusability vs. compliance concerns).
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Fig. C.6. Interaction plots for responsibility measures (1)-(3), showing effects of delegation (No vs. Yes) and delegate type (Human vs. AI). (01)

“I would like to be fully responsible for the decision, whatever the outcome”., (02) “I feel responsible for the outcome of this decision”., and
(03) “I have a moral obligation to make such a decision myself”. Error bars represent 95% confidence intervals.
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Fig. C.7. Comparison of Al’s capability ratings on a five-point scale (1 = strongly disagree to 5 = strongly agree) for three questions: (1) “In a
situation as described in this study, an artificial intelligence (AI) can make a better decision between two donations than I can” (t—test, p = 0.0720);
(2) “I have full confidence that an Al can make a high-quality decision between two donations in a situation like this” (p = 0.0029); and (3) “Al
can make good moral decisions”. (p = 0.0001). Error bars represent 95% confidence intervals.
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Fig. C.8. Delegation rates for each level of decision difficulty on a 5-point scale for both samples. Difficulty is significantly higher for delegators
than non-delegators (Sample 1 x?(4, N = 800) = 26.16, p < 0.001, Sample 2 y*(4, N = 4843) = 136.58, p < 0.001).
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Fig. C.9. Delegation rates by condition for both delegates. Bars show means (%) with 95% confidence intervals. Overall rates are weighted
across all situations and both studies.
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