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1 Einleitung
Die Industrialisierung hat zu vielfältigen wirtschaftlichen, gesellschaftlichen und so-
zialen Umbrüchen geführt. Ähnliches gilt für den Übergang ins Informations- bzw.
Computerzeitalter, in dem wir uns gegenwärtig befinden. Grundlage hierfür ist die
effiziente, automatisierte und schnelle Informationsbearbeitung. Dies hat die in den
letzten Jahrzehnten rasante Entwicklung der elektronischen Datenverarbeitung ermög-
licht. Angefangen von (elektro-)mechanischen Rechnern wie der Zuse-Maschinen[6, 7]
über vollelektrische Röhrenschaltungen und erste Halbleiterbauteile bis hin zu den
heutigen Computerchips mit Milliarden von integrierten Elementen ist die Rechen-
leistung exponentiell gestiegen.[8] Berühmt ist dieser Zusammenhang durch Gordon
Moore, der diese Abhängigkeit 1965 empirisch feststellte[9] und postulierte, dass
die Menge an integrierten Elementen pro Chip sich ca. alle 2 Jahre verdoppelt.[10]
Diese empirische Abhängigkeit gilt bis heute[11], maßgeblich ermöglicht durch immer
kleinere Strukturgrößen bei höchstem technologischem Aufwand. Daraus folgen immer
größere Rechenleistungen bzw. eine immer größere Recheneffizienz (Rechenleistung
pro elektrischer Leistung).

Daneben gibt es immer größere Anwendungsgebiete für Elektronik, die andere
Anforderungen an den Herstellungsprozess stellen. So sind z.B. niedrigere Herstel-
lungskosten, bedingt durch eine stark verringerte Herstellungskomplexität verbunden
mit weniger hohen Qualitätsansprüchen für die verwendeten Materialien, für manche
Anwendungsgebiete wichtiger als eine hohe Schaltfrequenz. Auch sind manche Ma-
terialien, wie z.B. Stoff, Papier oder Folie, nicht mit Vakuumprozessierung, hohen
Temperaturen und/oder den für herkömmliche Lithographie notwendigen Chemikalien
kompatibel. Die Herstellungskosten sind für herkömmlich lithographisch hergestellte
Halbleiterbauteile sehr hoch, was konträr mit einigen Anwendungsgebieten ohne große
Anforderungen an Rechenleistung ist wie z.B. RFID-Tags oder Einwegsensoren für
die Kontrolle der Transport-/Kühlkette.

Hier kommt die gedruckte Elektronik[12] ins Spiel. Drucktechniken ermöglichten
es in der Geschichte der Menschheit erstmals, Wissen schnell und vergleichsweise
einfach massenweise zu kopieren und zu verbreiten. Diese Methoden können auch auf
elektronische Schaltkreise angewendet werden. Die Drucktechniken lassen sich heute
in viele Teilgebiete unterteilen wie den Tintenstrahl-, Sieb-, Tief- und Hochdruck. Sie
haben alle gemeinsam, dass sie ein Substrat additiv kontinuierlich beschichten können.
Diese Verfahren erlauben neben herkömmlichen Waver-Substraten auch grundsätzlich
andere Substrate, vor allem auch flexible Materialien[13, 14] (Papier, Stoff, Folie), wie
in Abb. 1.1 dargestellt. Damit sind sog. Rolle-zu-Rolle-Herstellungsprozesse möglich,
in denen das Substrat kontinuierlich durch eine Druckmaschine geführt wird.[15, 16]
Ein solcher Prozess ermöglicht einen hohen Produktionsdurchsatz, der durch die Breite
der gedruckten Bahn und die Geschwindigkeit des Substrats bestimmt wird.
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1 Einleitung

Abbildung 1.1: Dargestellt ist ein gedruckter Schaltkreis auf einer flexiblen Folie
während des Druckprozesses. Die viskose Tinte aus MXene[18] wurde mit einem pneu-
matischen Extruder gedruckt. Ausschnitt aus Abbildung von Shao et al.[19], lizenziert
nach der Creative Commons Attribution 4.0 International-Lizenz (CC BY 4.0)[20].

Als additive Prozesse sind Druckverfahren deutlich materialsparender als herkömm-
liche Lithographieprozesse, wo für jede Schicht der Photolack und das gewünschte
Material auf dem gesamten Substrat aufgebracht werden muss. Zusätzlich entfällt
der selektive Belichtungsschritt sowie das chemische Ätzen des Photolacks bei m
Lift-Off-Schritt. Dies reduziert die Anzahl der nötigen Prozessschritte, verringert den
Materialeinsatz und die Menge des chemisch problematischen Abfall.[17]

Sowohl in der Forschung als auch in der Anwendung sind hybride gedruckte Bauteile
bzw. Verfahren[13, 21] beliebt. Mit hybriden Bauteilen oder Schaltungen werden
die Vorteile von Druckprozesstechniken wie eine hohe Geschwindigkeit eines Pro-
zessschritts mit Vorteilen der herkömmlichen Lithographie wie der hohen Präzision
kombiniert. Bei diesem Verfahren wird nur ein Teil des Bauteils bzw. einer Schaltung
gedruckt, während die übrigen Teile bzw. Prozessschritte konventionell durchgeführt
werden. Damit sind z.B. Forschungsarbeiten an einzelnen Aspekten von gedruck-
ten Transistoren möglich, z.B. wenn die Halbleitereigenschaften untersucht werden
sollen und deshalb der Halbleiter sowie Elektrolyt gedruckt, die Elektroden aber
lithographisch hergestellt sind. Nachteil ist, dass die Herstellungskomplexität durch
die Kombination von verschiedenen Herstellungsverfahren steigt.

Unabhängig von der Herstellungsweise gibt es in Feldeffekttransistoren (FET) ver-
schiedene Möglichkeiten den Gate-Kontakt auszubilden. In herkömmlich hergestellten
Transistoren besteht der Gate-Kontakt aus einem elektrischen Leiter, der durch eine
dünne Schicht eines Isolators (bzw. Dielektrikums) vom Halbleiter getrennt ist. Die
Permittivität und Dicke des Dielektrikums sind dabei Tuningparameter für den Tran-
sistor. Daneben gibt es auch die Möglichkeit, einen Elektrolyt als Gate-Elektrode zu
verwenden.[22] Dies ist z.B. in der gedruckten Elektronik beliebt, da Flüssigelektrolyte
leichter in Druckverfahren prozessiert werden können als Dielektrika. Zusätzlich weisen
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Elektrolyt-FETs eine große Gatekapazität auf, was niedrigere Betriebsspannungen im
Vergleich zu gedruckten Dielektrikum-FETs ermöglicht.[23] Feldeffekttransistoren auf
Elektrolytbasis werden als EGFET (electrolyte gated field effect transistor) bezeich-
net. Außerdem werden Elektrolyte häufig in chemischen Sensoren als Sensor-Medium
verwendet (ISFET, ion sensitive field effect transistor)[24, 25].

Das aktive Material in einem Transistor ist ein Halbleiter. Diese lassen sich in orga-
nische und anorganische Halbleiter unterteilen, die grundsätzlich beide auch gedruckt
werden können. Während anorganische Halbleiter bessere elektronische Eigenschaften
aufweisen[23], sind organische Halbleiter besser in Druckprozessen verwendbar[26–28]
und werden bereits in Anwendungen wie OLEDs[29] und OPV[30, 31] erfolgreich
genutzt. Anorganische Materialien werden erfolgreich in herkömmlich hergestellten
Transistoren verwendet, haben im Bereich der gedruckten Elektronik bisher aber wegen
Herausforderungen bei der Prozessierbarkeit trotz besserer elektrischer Eigenschaften
die organischen Materialien noch nicht abgelöst. Sie zeigen im Forschungsbereich aber
bereits vielversprechende Resultate.[23]

Es wäre deshalb von großem Nutzen, anorganische Halbleiter auch in gedruckter
Elektronik weiter zu verbreiten. Dazu muss das Verständnis der anorganischen Halb-
leiter sowie der Funktionsweise eines gedruckten Transistors vertieft werden, um die
Ausbeute bei der Herstellung sowie die Eigenschaften verbessern zu können. So sind
z.B. die genauen Eigenschaften der Materialien im gedruckten Bauteil nicht zwangswei-
se gleich denen des gleichen Materials außerhalb des Transistors. Die inneren Vorgänge
wie räumliche Verteilung des elektrischen Stroms sind experimentell nicht zugänglich
und deshalb weitgehend unbekannt. Die Schwellspannung (engl. threshold voltage,
manchmal auch Threshold-Spannung), als charakteristische Größe eines Transistors,
ist in gedruckten Elektrolyt-Transistoren im Akkumulationsbetrieb unverstanden.
Modellierung und insbesondere die Unterklasse der physikalischen Simulationen er-
möglichen es, diese und andere experimentell unzugänglichen Größen zu ermitteln
und Informationen zu generieren.

In dieser Arbeit untersuche ich die elektrischen Eigenschaften von gedruckten Transis-
toren und druckbaren Halbleitermaterialien. Für einen am Institut für Nanotechnologie
(INT) von der Arbeitsgruppe Dasgupta/Breitung gedruckten vertikalen Feldeffekt-
transistor mit Elektrolyt-Gate (vFET, vertical field effect transistor) auf SnO2-Basis
erstelle ich ein physikalisches Simulationsmodell (Top-down). Dieses Modell erlaubt
als virtuelles Mikroskop Einblicke in den Ladungstransport und die Ausprägung der
Leitungskanäle wie sie in einer mesoporösen Struktur vorherrscht. Darüber hinaus
nutze ich das Modell um Vorhersagen der Eigenschaften wie der Schwellspannung bei
modifizierten vFET zu erarbeiten und um z.B. den Größenordnung von Randströmen
abzuschätzen.

Ein weiterer am INT von der Arbeitsgruppe Aghassi-Hagmann gefertigter EGFET
(planar, auf In2O3-Basis) zeigt im Experiment eine Schwellspannungsabhängigkeit
von der Leitungskanallänge, aber nicht von der Leitungskanalbreite. Damit lässt
sich die Schwellspannung justieren und diese Transistoren für verschiedene Aufgaben
in Schaltungen verwenden. Um einen Grund für die beobachtete Abhängigkeit zu
ermitteln, entwickle ich in dieser Arbeit ein allgemeines Schwellspannungsmodell für
beliebige Elektrolyt-FET. Es erklärt eine Abhängigkeit der Schwellspannung von
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1 Einleitung

den Verhältnissen der Grenzschichtkapazitäten des Elektrolyt. Das Modell verknüpft
erstmals physikalische Größen wie die Gatekapazität mit DC-Eigenschaften (zeitlich
konstante Signale) eines EGFET statt wie bisher nur mit AC-Eigenschaften von
zeitlich abhängigen Signalen. Mit diesem Bottom-up Modell lässt sich qualitativ die
beobachtete Schwellspannungsabhängigkeit erklären und erlaubt die Diskussion von
weiteren extern erstellten experimentellen Daten.

Neben den herkömmlichen druckbaren Materialien sind Kohlenstoffnanoröhrchen
(CNT, carbon nanotubes) bzw. allgemein reine Kohlenstoffverbindungen eine weitere
Klasse druckbarer (halb)leitender Materialien. Dort können Exzitonen den Stromfluss
bzw. das Transportregime beeinflussen, was bisher nicht vollständig verstanden ist. In
Zusammenarbeit mit der Arbeitsgruppe Krupke habe ich eine Simulationssoftware
entwickelt, die die Diffusion und den Zerfall von gepulst erzeugten Photoexzitonen so-
wie den Stromfluss durch einen CNT simuliert. Durch einen Vergleich der Simulations-
und Messergebnissen wird das Simulationsmodell geprüft. Das Simulationsmodell er-
möglicht erstmals Einblicke darin, inwiefern eine gepulste Exzitonenerzeugung Einfluss
auf die Charakteristik der Transportregimes hat und erlaubt es die relative Häufigkeit
der verschiedenen Prozesse sowie den Einfluss der geometrischen Asymmetrie zu
bestimmen.

Diese Arbeit ist in folgende Kapitel aufgeteilt. Die Grundlagen der Modelle und
Systeme in dieser Arbeit fasse ich im folgenden Kapitel 2 zusammen. Anschließend
stelle ich in Kapitel 3 die Simulationsmethoden vor, die in dieser Arbeit verwendet
und teilweise entwickelt wurden. In Kapitel 4 diskutiere und präsentiere ich das
Top-Down-Simulationsmodell sowie dessen Ergebnisse zum vFET. Ich prüfe und
passe das Modell an experimentellen Daten an und nutze es, um die Stromdichte im
Halbleiter zu untersuchen. Außerdem nutze ich das Modell um abzuschätzen, welche
Eigenschaften vFET mit anderer Halbleitermorphologie und Dotierkonzentration
haben. Zusätzlich prüfe ich mit einer gekoppelten Halbleiter-Elektrolyt-Simulation die
verwendete Näherung, ob benachbarte Halbleiterdomänen voneinander unabhängig
betrachtet werden können. Zuletzt nutze ich das Modell, um die Größenordnung und
Wichtigkeit von Randströmen zu untersuchen. In Kapitel 5 entwickle ich ein allge-
meines Bottom-up Modell für die effektive Schwellspannung (engl. threshold voltage)
von Elektrolyt-Transistoren und definiere die makroskopische Schwellspannung als
Funktion einer nur materialabhängigen mikroskopischen Schwellspannung sowie aller
Grenzschichtkapazitäten des Elektrolyt. Das Modell wird zunächst qualitativ begrün-
det und dann die Schwellspannung mathematisch hergeleitet. Anschließend diskutiere
ich das Modell zu verschiedenen extern erstellten Messreihen von planaren gedruckten
Elektrolyt-Transistoren. In Kapitel 6 stelle ich die Simulationen des Photostroms in
einem gepulst angeregten Kohlenstoffnanoröhrchen vor und vergleiche die Ergebnisse
mit dem Experiment, um die Validität des Modells zu prüfen. Anschließend analysiere
ich die bereits vorher extern experimentell gefundenen verschiedenen Transportre-
gimes und untersuche die Relevanz eines asymmetrischen Beleuchtungsprofils. Alle
Ergebnisse dieser Arbeit fasse ich in Kapitel 7 zusammen und gebe einen Ausblick zu
weiterern Forschungsfragen.
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2 Grundlagen

2.1 Gedruckte Transistoren/Elektronik
Elektronik und insbesondere Transistoren zu drucken ist eine komplementäre Her-
stellungsweise zu herkömmlichen (teuren und aufwändigen) Lithographieverfahren.
Gedruckte Transistoren bzw. Elektronik allgemein ist dabei eine Klasse von Bauteilen,
bei denen das gesamte Bauteil oder auch nur ein Teil davon mit Druckmethoden
hergestellt wird. Druckprozesse sind grundsätzlich additiv, was den Materialeinsatz
niedrig hält. Der Druckprozess bietet gegenüber herkömmlicher Lithographie einige
Vorteile. Zum einen ist die Auswahl an Substratmaterialien größer und beinhaltet
auch flexible Materialien wie Papier[32], Folie[33] oder Textilien[34]. Flexible Subtrate
sind mit herkömmlicher Silizium-Technik nur sehr aufwändig durch Ausdünnen des
Substrats möglich[35]. Zusätzlich bieten Drucktechniken einen Gegenpol zu modernen
Lithographie-Verfahren, die einen extremen Material- und Technologieeinsatz erfordern.
Herkömmliche Druckverfahren wie Sieb-, Offset-, Hoch- und Tiefdruck sind etablierte
Verfahren und erlauben Druckgeschwindigkeiten der Größenordnung m/s[33], was
auch die Produktionskosten senkt. Dabei kann ein Rolle-zu-Rolle-Verfahren verwendet
werden, wo das Substrat von einer Rolle kontinuierlich abgewickelt, durch die Druck-
und Prozessiermaschinen transportiert und als fertiges (Zwischen-) Produkt wieder
aufgerollt wird. In gedruckter Elektronik müssen gegenüber modernen DUV- und
EUV-Prozessen Abstriche bei der Performance der Transistoren gemacht werden, da
die Größe der Bauteile in Lithographieprozessen um Größenordnungen kleiner ist.

Die verwendeten Materialien lassen sich in organisch und anorganisch einteilen.
Organische Materialien (insbesondere Halbleiter) sind etabliert in Forschung und
Industrie. Die Elektronenmobilität ist in organischen Materialien allerdings wegen
des fehlenden Bandtransports und der üblicherweise amorphen Struktur um 1-2
Größenordnungen geringer. Anorganische Materialien wie Metalloxide weisen höhere
Mobilitäten von ca. 200 cm2

V·s auf, was sie vielversprechend für eine neue Generation
von gedruckter Elektronik macht. Das Gate kann bei gedruckter Elektronik sowohl
über ein Dielektrikum als auch über einen Elektrolyt (flüssig oder fest) verbunden
werden.

Bei anorganischen gedruckten Halbleitern gibt es zwei Ansätze, wie das Material zu
einem funktionsfähigen Halbleiter prozessiert werden kann. In der direkten Form wer-
den Nanopartikel in der Drucktinte gelöst und gedruckt. Das Lösungsmittel verdampft
und die Nanopartikel bleiben als poröse Struktur zurück. Dies ist vor allem bei emp-
findlichen Substraten relevant, da keine hohen Temperaturen nötig sind. Alternativ
kann ein sog. Precursor gedruckt werden. Dies ist ein chemischer Stoff, der als Edukt
für eine chemische Reaktion dient. Diese Reaktion wird nach dem Druckprozess durch
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2 Grundlagen

Ausheizen des Precursors gestartet. Der Precursor reagiert dabei zum eigentlichen
Halbleiter. Vorteil ist, dass die dabei entstehenden polykristallinen Strukturen bessere
elektronische Eigenschaften aufweisen, da die Atome beim Ausheizen mobil sind und
sich lokal umordnen können. Allerdings ist nicht jedes Substrat beständig für die
nötigen Ausheiztemperaturen.

Vollständig gedruckte Transistoren sind bereits realisiert worden.[36] Häufig wer-
den allerdings Druck- und herkömmliche Lithographieprozesse vereint zu teilweise
gedruckten bzw. hybriden Transistoren. Sie können Vorteile beider Seiten vereinen.

2.2 Feldeffekttransistoren
In diesem Abschnitt wird der Aufbau, die Funktionsweise, Eigenschaften und kurz die
Geschichte von Feldeffekttransistoren vorgestellt. Der Inhalt basiert auf dem Buch
von Sze und Ng[37], auf das auch für detailliertere und weiterführende Informationen
verwiesen wird.

Transistoren sind elektronische Halbleiterbauteile, die es ermöglichen einen Strom
durch eine Eingangsspannung oder einen Eingangsstrom zu steuern. Feldeffekttransis-
toren sind eine Unterklasse der Transistoren, die einen hochohmigen Eingang besitzen,
damit spannungsgesteuert sind und auf dem elektrischen Feldeffekt basieren. Dieser
besagt, dass die elektrische Leitfähigkeit eines Halbleiters durch ein äußeres elektrisches
Feld gesteuert werden kann.

Feldeffekttransistoren sind Nachfolger bzw. Weiterentwicklungen der Triode bzw.
Vakuumröhre. Sie wurden konzeptionell bereits 1925 von Julius Edgar Lilienfeld postu-
liert. Während zunächst Bardeen, Shockley und Brattain 1956 den Physik-Nobelpreis
für den Bipolartransistor erhielten, gelang es Mohamed Atalla und Dawon Kahng
1959 in den Bell Labs den ersten MOSFET zu erstellen. Bis heute ist der MOSFET
(bzw. allg. der IGFET, insulated gate field effect transistor) das vermutlich am häu-
figsten von der Menschheit hergestellte Bauteil. Insbesondere in der Digitaltechnik
werden MOSFETs z.B. im CMOS-Verfahren bzw. -Schalttechnik als Grundbausteine
für Logikgatter verwendet. Der Vorteil ist, dass in der CMOS-Technik (abgesehen
von Leckströmen) Strom nur beim Umschalten der Transistoren fließt, da über eine
Ladungsveränderung am Gate nur ein elektrisches Feld im Halbleiter verändert werden
muss.

Halbleiter erlauben es, über ihre Dotierung mit Elektronenakzeptoren oder -donatoren
ihre elektrischen Eigenschaften zu verändern. Die thermische Energie ionisiert da-
bei die Dotierstellen, die ein freies Loch (p-Dotierung) bzw. Elektron (n-Dotierung)
freigeben und eine negative bzw. positive ortsfeste lokalisierte Ladung zurücklassen.

Um das herkömmliche Funktionsprinzip eines Inversions-FET zu erklären, ist in Abb.
2.1 schematisch ein planarer MOSFET dargestellt. Zwischen Source- und Drainelektro-
de ist eine Spannung angelegt. Der Source/Drain-Strom ist dann durch die Leitfähigkeit
des Halbleiters definiert. Die Gate-Elektrode ist durch eine Isolator-Schicht (z.B. ein
Oxid) vom Halbleiter abgetrennt. Im hier dargestellten Fall ist der Halbleiter p-dotiert
mit einer zusätzlichen n-Dotierung um die Source-Drain-Elektroden. Ohne Gatespan-
nung liegt zwischen der Source/Drain-Elektrode ein npn-Übergang vor, der sowohl
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n+ n+

p-Halbleiter
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Abbildung 2.1: Schematische Darstellung eines n-leitenden MOSFET (bzw. allgemein
IGFET) mit p-Halbleiter.
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Abbildung 2.2: Banddiagramme eines Metall-Isolator-Halbleiters (p-dotiert) für ver-
schiedene Potentialunterschiede zwischen Metall und Halbleiter

bei positiven als auch bei negativen Source/Drain-Spannungen den Strom blockiert.
Bei einer positiven Gatespannung lädt sich die Gateelektrode auf und erzeugt ein
elektrisches Feld, das die Bänder im Halbleiter verschiebt. Zunächst werden im Halb-
leiter durch eine kleine positive Gatespannung die Majoritätsladungsträger (Löcher,
da p-dotiert) reduziert (engl. depletion). Bei höherer Gatespannung kommt es zur
Inversion, es werden vom elektrischen Feld so viele Minoritätsladungsträger (hier Elek-
tronen) erzeugt, dass mehr Minoritäts- statt Majoritätsladungsträger zur Verfügung
stehen. Es bildet sich also im Halbleiter an der Gateisolatorschicht eine dünne Schicht
an Elektronen aus, der sog. Leitungskanal. Dieser verbindet die n-dotierten Bereiche
um die Source/Drain-Elektroden. Damit existiert eine durchgehende Verbindung
zwischen den Elektroden mit Elektronenüberschuss ohne pn-Übergänge, sodass der
Source-Drain-Strom um Größenordnungen ansteigt.

Die möglichen Betriebszustände eines Inversions-FET lassen sich auch an Hand
der Banddiagramme des Halbleiters am Gatekontakt erklären. Dazu sind in Abb.
2.2 Banddiagramme eines p-dotierten Halbleiters für verschiedene Gatespannungen
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UGS

IDS

Uth
Transfer-Kennlinie

UDS

IDS

Output-Kennlinie

UGS

Abbildung 2.3: Beispielhafte Transfer- und Outputkennlinien eines n-leitenden MOS-
FET. Aus Transferkennlinien lässt sich die Schwellspannung Uth ermitteln und zeigt
die nichtlineare Abhängigkeit des Source-Drain-Stroms von der Gatespannung. Die
Outputkennlinie zeigt verschiedene Regimes. Bei niedrigen Source-Drain-Spannungen
steigt der Strom linear mit der Spannung an, erreicht dann einen sublinearen Bereich
und endet in einen charakteristischen Sättigungsbereich.

dargestellt. EC/V bezeichnet die Leitungs- bzw. Valenzbandkante, EF das (Quasi-)
Ferminiveau und Ei das intrinsische Niveau, das ein undotierter Halbleiter bei dieser
Temperatur hätte. Physikalisch entspricht diese Betrachtung einem Metall-Isolator-
Halbleiter-Kondensator, wie er in der Literatur oft als Grundlage für die Diskussion
eines FET bei vernachlässigbarer Source-Drain-Spannung herangezogen wird.([37],
Kap. 4) Im einfachsten Fall (Abb. 2.2a) ist die Gatespannung so eingestellt, dass
die Bänder im Halbleiter eben sind (UG = Ufb, flat band). Die Ladungsträgerdichte
p(x, UG) ist im Halbleiter homogen und entspricht der Dotierung p0. Wird eine niedrige-
re Gatespannung UG < Ufb angelegt, nähert sich das Fermi-Niveau an das Valenzband,
die Lochdiche steigt (p > p0) und die Elektronendichte sinkt. Dies wird der Akku-
mulationsmodus genannt (Abb. 2.2b), da die Dichte der Dotierungs-Ladungsträger
erhöht wird. Bei einer höheren Gatespannung (UG > Ufb) (Abb. 2.2c) nähert sich
das Fermi-Niveau zunächst dem intrinsischen Energieniveau, sodass die Lochdichte
sinkt (Verarmung, engl. depletion). Schneidet das Ferminiveau das intrinsische Niveau,
kommt es zur Ladungsträgerinversion (Abb. 2.2d), d.h. die Elektronendichte liegt jetzt
über der Lochdichte (n > p). Die Inversion lässt sich in zwei Unterbereiche einteilen,
die durch die sog. Schwellspannung Uth (engl. threshold voltage) getrennt sind. Bei
der Schwellspannung ist die Elektronenkonzentration direkt an der Gateelektrode
n(0, UG) gleich der Dotierkonzentration p0, sie trennt makroskopisch den Aus- vom
Ein-Zustand des FET. Gilt Ufb < U(G) < Uth, so ist die Elektronendichte niedriger als
die Dotierdichte der Löcher (n(0, UG) < p0) und der Halbleiter in der sog. schwachen
Inversion. Ist die Gatespannung höher (UG > Uth), befinden sich durch die Inversion
mehr Elektronen als Löcher nahe am Gatekontakt und der Halbleiter ist in der starken
Inversion. In diesem Fall ist bereits ein Ladungskanal ausgebildet.

Für FET gibt es zwei Arten von charakteristischen Kennlinien. Zum einen kann der
Source-Drain-Strom über die Gatespannung bei konstanter Source-Drain-Spannung
(Transfer-Kennlinie) und zum anderen der Source-Drain-Strom über die Source-Drain-
Spannung bei konstanter Gatespannung (Output-Kennlinie) aufgetragen werden.
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2.2 Feldeffekttransistoren

Deren schematischer Aufbau ist in Abb. 2.3 dargestellt. In Transferkennlinien ist die
Schaltcharakteristik von FET sichtbar. Im Off-Zustand ist der Source-Drain-Strom
klein gegenüber dem On-Zustand. Dieser steigt bei Erreichen der Schwellspannung Uth

abrupt an. In Outputkennlinien sind drei Regimes zu erkennen. Im linearen Regime
bei kleinen Source-Drain-Spannungen steigt der Source-Drain-Strom linear mit der
Spannung. Dann fällt die Abhängigkeit sublinear ab und erreicht schließlich den
Sättigungsbereich, in dem der Strom konstant ist. Dass der Strom trotz steigender
Source-Drain-Spannung nicht weiter ansteigt, liegt am sog. pinch-off -Effekt. Der
Leitungskanal erstreckt sich dann nicht mehr über die gesamte Source-Drain-Strecke,
sondern es gibt einen nur schwach leitenden Bereich mit niedriger Ladungsträgerdichte.
Die Länge dieses Bereichs steigt mit der Source-Drain-Spannung, sodass die höhere
Source-Drain-Spannung kompensiert wird.

FETs können eine Vielzahl von Kenngrößen zugewiesen werden, die die elektrischen
Eigenschaften beschreiben und bei der Auswahl in elektronischen Schaltungen wichtig
sind. Im Folgenden werden einige für diese Arbeit relevante Größen beschrieben.

• Schwellspannung Wie oben beschrieben trennt diese Spannung den Aus-
vom An-Zustand. In herkömmlichen Inversions-FET fällt dies mit dem Beginn
der starken Inversion zusammen. Diese strenge Definition über mikroskopische
Eigenschaften kann verallgemeinert werden auf Akkumulations-FET und andere
Transistoren, indem die Nichtlinearität der Transferkurven ausgewertet wird.[38]

• On-Stromstärke Diese Größe ist insbesondere für Leistungselektronik wichtig
und gibt an, wie groß der maximale Source-Drain-Stromfluss ist. Analog kann
auch die Leitfähigkeit statt der Stromstärke als Kenngröße verwendet werden.

• On/Off-Verhältnis Das Verhältnis gibt an, wie stark On- und Off-Zustand
eines FET voneinander getrennt sind und ist für die Eignung in digitalen
Schaltungen bedeutend.

• Subthreshold slope Im Off-Zustand verhält sich der Source-Drain-Stromfluss
exponentiell mit der Gatespannung. Der dazugehörige Exponent (bzw. Steigung
in log. Darstellung) ist ein Maß dafür, wie schnell der Transistor zwischen On-
und Off-Zustand schalten kann.

Über die Dotierung des Bulks und der Elektrodenbereiche des Halbleiters können
die Eigenschaften des Transistors beeinflusst werden. Damit können insgesamt vier
Regimes eingestellt werden, über die sich auch vier Schalteigenschaften definieren
lassen. Diese beziehen sich dabei einmal auf den Schaltzustand ohne angelegte Ga-
tespannung, der entweder leitend oder sperrend sein kann (engl. normally on und
normally off ). Sperrend sind dabei üblicherweise Transistoren mit unterschiedlicher
Dotierungsart des Bulk und der Elektrodengebiete (durch sperrende npn-Übergänge),
leitend wenn die Bereiche gleich dotiert sind. Zusätzlich besagt die Dotierung des
Bulk, ob der absolute Stromfluss mit der Gatespannung steigt oder fällt. Ist der
Halbleiter p-dotiert, steigt seine Leitfähigkeit mit der Gatespannung (n-leitend), bei
n-Dotierung sinkt er mit höheren Gate-Spannungen (p-leitend). Die dazugehörigen
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UGS

|IDS| |IDS|

|IDS| |IDS|

UGS

UGSUGS
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Verarmungstyp
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Abbildung 2.4: Schematische Darstellung von vier Transferkennlinien. Oben sind
elektronenleitende FET (wo eine höhere Gatespannung zu mehr Stromfluss führt), unten
lochleitende FET mit umgekehrter Charakteristik abgebildet. Links sind die Transistoren
normally-off, d.h. der FET sperrt bei einer Gatespannung von 0 V. Rechts sind die
FET bei 0 V Gatespannung leitend und können mit einer niedrigeren bzw. höheren
Gatespannung gesperrt werden.

Transferkennlinien sind in Abb. 2.4 dargestellt. Auch bei anderen Transistortypen
bleiben diese grundsätzlichen Kennlinientypen erhalten. Sie sind universell für die
Beschreibung der Eigenschaften eines Transistors.

Es existieren auch vereinfachte Transistoren ohne pn-Übergang. Diese werden im
sog. Akkumulations-Modus betrieben. Im Gegensatz zum Inversionsmodus ist der Typ
des dominanten Ladungsträgers im Leitungskanal gleich der Hintergrunddotierung. Es
entfällt die Notwendigkeit für extra dotierte Bereiche an den Source/Drain-Elektroden,
was die Herstellung vereinfacht.

Alle bisher genannten Eigenschaften basieren auf der Annahme von einer hohen
Leitungskanallänge, wo Effekte von den Source-Drain-Elektroden vernachlässigt wer-
den können. Wenn sie doch eine Rolle spielen, werden sie engl. short channel effects
genannt. Z.B. kann das elektrische Feld der Drain-Elektrode auch den Halbleiter an
der Source-Elektrode beeinflussen (drain induced barrier lowering). In Elektrolyt-FET
spielen diese wegen der hohen Gatekapazität keine signifikante Rolle.[39]

2.3 Elektrochemische Doppelschicht
Wenn ein (halb-)leitender Festkörper mit einem Elektrolyt in Kontakt kommt, kann
sich abhängig von den elektrischen Potentialen am Kontakt eine sog. elektrochemische
Doppelschicht (auch elektrolytische Doppelschicht oder Doppelschicht) ausbilden. Sie
tritt auf, weil eine solche Grenzschicht eine Phasengrenze zwischen elektrischen Leitern
unterschiedlicher Klasse ist. Im elektrisch (halb-)leitenden Feststoff findet Stromfluss
durch Elektronen statt, sie sind deshalb Leiter 1. Klasse. In einem Elektrolyt bewegen
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sich Ionen als ganze geladene Teilchen durch das Medium, ein Elektrolyt ist deshalb ein
Leiter 2. Klasse. Die Nettoladungen der Anionen und Kationen heben sich gegenseitig
auf.

Die Ladungsseparation in einer Doppelschicht führt zu einer Kapazität, die der
Doppelschicht zugewiesen wird. Die Kapazität wird dabei wie in einem herkömmli-
chen Plattenkondensator durch die Ladungsmenge sowie den Abstand der Ladungen
definiert. Es existieren eine Vielzahl von qualitativen und quantitativen Modellen
für die Ladungsdichte im Elektrolyt abhängig vom Abstand zur Grenzfläche, von
denen einige nun vorgestellt werden sollen. Für genauere Diskussionen wird auf die
Literatur[40] verwiesen, auf der auch dieser Abschnitt basiert.

Als Helmholtz-Doppelschicht wird das Modell bezeichnet, das Hermann von
Helmholtz 1879 erstellte.[41] Dort wird im Elektrolyt eine Monolage von Ionen an
der Grenzschicht angenommen, die alle den gleichen Abstand zur Grenzschicht haben.
Das elektrische Potential fällt zwischen den Gegenladungen in der Elektrode und der
Monolage der Ionen im Elektrolyt ab und ist ansonsten konstant. Unberücksichtigt
bleiben thermische Bewegungen der Ionen, Abschirmeffekte sowie Multilagen der
Ionen.

Eine andere Beschreibung ermöglicht das Gouy-Chapman-Modell. Dort sind die
Ionen als rein diffuse Ladungsschicht nahe der Grenzschicht Boltzmann-verteilt, neh-
men also exponentiell mit dem Abstand zur Grenzschicht ab. Unberücksichtigt bleiben
z.B. die tatsächliche Größe der (hydratisierten) Ionen, sodass das das Guy-Chapman-
Modell nur bei sehr kleinen Ionendichten und Potentialdifferenzen gilt. Mit diesem
Modell verwandt ist die Poisson-Boltzmann-Gleichung, in die Ladungsträgerdich-
ten einfließen. Sie verknüpft das elektrische Potential Φ mit der Elementarladung q,
der Permittivität εε0, der Boltzmannkonstante kB, Temperatur T , Ionenladungszahl
zi und der Bulk-Ionendichte ni,0

∇2Φ(r⃗) = − e

εε0

∑
i

zini,0 exp
(

−eziΦ(r⃗)
kBT

)
(2.1)

Die Lösung dieser Differenzialgleichung ist das elektrische Potential abhängig vom Ort.
Weitere Parameter sind die Temperatur und die Ionenkonzentrationen und -ladungen.

Eine Kombination der beiden Modelle beschreibt das Stern-Modell[42] von 1924. In
ihm weisen Ionen eine endliche Größe auf, sodass die Ladung nicht beliebig nah an die
Grenzschicht gelangen kann. Unmittelbar an der Grenzschicht entspricht das Modell
demnach dem Helmholtz-Modell. Weiter im Elektrolyt fällt die Nettoladungsdichte
wie im Gouy-Chapman-Modell exponentiell ab.

Eine weitere Möglichkeit ist, mittels der Newtonschen Bewegungsgleichungen die
Trajektorien der Ionen in einem kleinen Voxel zu simulieren (Molekulardynamik-
Simulation, MD) und dabei die mittlere Ionendichten für An- und Kationen zu
bestimmen. Dabei sind drei Schichten zu erkennen[43, 44], wo zwischen einem inneren
Helmholtz-Layer (IHL, Lösungsmittelmoleküle)), einem äußeren Helmholz-Layer (OHL,
Ionen mit Hydrathülle) und einer diffusiven Schicht unterschieden wird. Die Helmholtz-
Schichten basieren dabei auf adsorbierten Ionen [45] Es existieren auch Modelle, die
speziell auf bestimmte Systeme wie z.B. ionensensitive Transistoren abgestimmt sind.
[46]
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2.4 Elektrolyt als Gatekontakt
Bereits 1947 hatten Gibney und Brattain die Idee, einen Elektrolyt als Gatekontakt
zu verwenden um Oberflächenzustände und -oxidierung zu verhindern.[47] Wegen
der einfacheren Prozessierbarkeit, Reproduzierbarkeit und Langlebigkeit setzten sich
später allerdings FET mit Dielektrikum als Gateisolator durch.

Allerdings hat ein mit einem Elektrolyt verschaltetes Gate bei FETs auch einige
Vorteile. Zum einen werden Elektrolyttransistoren für chemische Sensoren verwendet
(ISFET, Ion sensitive field effect transistor).[48] Außerdem weist ein Elektrolyt-Gate
gegenüber einem Metall-Isolator-Gate eine größere Gate-Kapazität auf, was die erfor-
derlichen Gatespannungen verringert.[49, 50] Der Grund für die größere Kapazität ist
in Abb. 2.5 dargestellt, wo ein MISFET (metal insulator semiconductor FET, verall-
gemeinerter MOSFET) und ein EGFET (electrolyte gated FET ) verglichen werden.
In einem MISFET (2.5a) isoliert ein Dieletrikum die Gate-Elektrode vom Halbleiter.
Die Gate-Spannung erzeugt ein elektrisches Feld, das im Halbleiter zum Feldeffekt
führt. Die Dicke des Dielektrikums bestimmt die Gatekapazität (wie im Plattenkon-
densator der Plattenabstand) und die Stärke des elektrischen Felds. Im EGFET (2.5b)
wird geometrisch das Dielektrikum durch einen Elektrolyt getauscht. Durch diese
Änderung ändert sich die Gate-Verschaltung des EGFET fundamental. Der Elektrolyt
ist im Gegensatz zum Dielektrikum kein Isolator, sondern ein elektrischer Leiter
(Ionenleitung). Dieser ist über die Gate-Elektrode/Elektrolyt-Grenzschicht kapazitiv
(sofern keine bzw. vernachlässigbar wenige Redox-Reaktionen stattfinden) an die
Gatespannung gekoppelt und ist im inneren (im Gleichgewicht) feldfrei. Mathematisch
ist die elektrische Permittivität im Dielektrikum endlich, im Elektrolyt (im Falle eines
idealen elektrischen Leiters) unendlich groß. Die Rolle des Gate-Isolators übernimmt
im Elektrolyt-FET nun kein geometrisches Element, sondern intrinsisch der isolierende
Übergang von Ionenleitung im Elektrolyt zu Elektronenleitung im Halbleiter. Ist der
Spannungsabfall an der Grenzschicht klein, finden keine chemischen Reaktionen und
damit kein Ladungsübertritt statt und die Grenzschicht isoliert. Der Abstand der
Ladungen an dieser Grenzschicht ist minimal, da es sich um einen Grenzflächeneffekt
ist. Die Gatekapazität ist damit groß (z.B. 4,33 µF/cm2 von Garlapati et al.[51]),
was die erforderlichen Gatespannungen in den Bereich ≤ 1 V verringert. Dies ist 1-2
Größenordnungen niedriger als für gedruckte Dielektrikum-FET.[52]

In der Realität ist ein Elektrolyt und insbesondere ein Festkörperelektrolyt kein
perfekter elektrischer Leiter, es ist denkbar dass sich voneinander isolierte Domänen
im Elektrolyt ausbilden. Die Größe der elektrisch leitfähigen Domänen beschreibt
dann, ob der reale Elektrolyt sich wie ein idealer Elektrolyt (große Domänen) oder wie
ein Dielektrikum verhält (Extremfall Domänengröße gleich Atomdurchmesser, sodass
es nur zur elektrischen Verschiebung kommt). Die oben genannte Gatekapazität in
der Größenordnung von einigen µF/cm2 deutet auf ein Verhalten nahe eines idealen
Elektrolyt hin.[53]

Neben der hohen Gatekapazität hat ein Elektrolyt weitere Vorteile. Im Gegensatz
zum Dielektrikum spielt die Ausrichtung der Elektrodenflächen zueinander beim
Elektrolyt keine Rolle. Eine Gatespannung an einem Elektrolyten überträgt sich
homogen auf sämtliche Gegenflächen unabhängig von ihrer Orientierung, da das
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Abbildung 2.5: Schematische Schnittabbildungen eines FET mit Dielektrikum und
eines FET mit Elektrolyt statt Dielektrikum. Die Farben zeigen jeweils identische funk-
tionelle Einheiten. a) zeigt einen MISFET (metal-insulator-semiconductor FET ), in dem
ein Dielektrikum die Gate-Elektrode vom Halbleiter isoliert und die Spannungsschaltung
des FET ermöglicht. Die Dicke des Dielektrikums beeinflusst wie in einem Plattenkon-
densator das von der Gatespannung erzeugte elektrische Feld im Halbleiter. b) zeigt den
analogen Aufbau eines EGFET (electrolyte gated FET ), in dem das Dielektrikum durch
ein Elektrolyt ersetzt wurde. Physikalisch ist der Elektrolyt (als elektrischer Leiter) eine
kapazitiv gekoppelte Verlängerung der Gate-Elektrode. Die eigentliche Rolle des Gate-
Isolators übernimmt intrinsisch der Übergang von Ionen- zu Elektronenleitung an der
Elektrolyt-Halbleiter-Grenzschicht. Die Dicke dieser elektrochemischen Doppelschicht
übernimmt die Rolle der Dicke des Dielektrikums im MISFET und liegt im Bereich
von einigen Atomradien bis wenigen nm, was niedrige Betriebsspannungen von EGFET
ermöglicht.

Innere des Elektrolyt im Gleichgewicht feldfrei ist. Raue bzw. poröse Oberflächen
lassen sich durch flüssig prozessierte Elektrolyte gut benetzen und verschalten.

2.5 Metalloxide
Metalloxide sind chemische Verbindungen von Metallen mit Sauerstoff und im Überfluss
in der Erdkruste verfügbar.[54, 55]. Der Sauerstoff hat dabei immer die Oxidationsstufe
-2. In der Praxis werden Metalloxide (wegen der vielfältigen Kombinationsmöglichkeiten
der Elemente) als elektrische Leiter, Halbleiter und Isolatoren verwendet. Insbeson-
dere optisch transparente (Halb)leiter sind in der Technik von großem Interesse für
Bildschirme und Solarzellen.[56]

Charakteristisch für Metalloxide sind die elektronischen Eigenschaften der Mate-
rialien, die zusammen mit einer großen Bandlücke allgemein eine höhere Elektronen-
im Vergleich zur Lochmobilität aufweisen.[56, 57] Die p-Orbitale des Sauerstoffs sind
wegen ihrer räumlichen Anisotropie empfindlich gegen Verschiebungen (z.B. durch
Kristallfehler, Fehlstellen, Korngrenzen), da die keulenförmigen Orbitale räumlich
überlappen müssen um wechselwirken zu können. Das bedeutet, dass die p-Orbitale
des Sauerstoffs im Festkörper abhängig von der Anordnung der Atome nicht in jedem
Fall so gut delokalisieren wie die radialsymmetrischen s-Orbitale der Metalle, die
wegen ihrer Symmetrie robuster gegenüber Kristallfehler sind. Das Valenzband wird
elektronisch von den p-Orbitalen des Sauerstoffs dominiert, weshalb die Lochmobilität
durch Kristallfehler stärker sinkt als die Elektronenmobilität. Das Leitungsband ist
deshalb gegenüber dem Valenzband durch eine höhere Elektronenmobilität charakteri-
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siert, da dort die stärker delokalisierten (und weniger von Fehlstellen beeinflussten)
s-Orbitale des Metallatoms eine Rolle spielen.

Dass Metalloxide im allgemeinen bessere Elektronen- als Lochleiter sind, stellt
eine Herausforderung für die Konzeption von elektrischen Schaltungen dar, da z.B.
komplementäre Transistoren für CMOS-Schaltungen nötig sind. Es gibt allerdings
bereits erste Ansätze für Schaltungen mit Metalloxid-FETs in CMOS-Technik.[58]

Viele Metalloxide weisen große Bandlücken von ca. 1-4 eV[23, 56, 59], was sie
zunächst zu Isolatoren machen würde. Metalloxide und insbesondere die in dieser
Arbeit verwendeten Halbleiter weisen in der Realität stets eine unbeachtsichtige
Dotierung (engl. unintentional doping, UID) auf.[60–62] Dabei wird im Experiment
beobachtet, dass eigentlich halbleitende Metalloxide auch ohne absichtliche Dotie-
rung auch unter Reinbedingungen eine hohe Ladungsträgerdichte aufweisen (z.B. für
In2O3 von 1017 cm-3[60] bis 1019 cm-3[63]. Die genaue Ursache(n) dafür sind noch nicht
eindeutig geklärt.[61] Zum einen wurde im Experiment gezeigt, dass der Sauerstoff-
partialdruck[64] bzw. eine chemisch oxidierende[65] oder reduzierende[66] Atmosphäre
die Ladungsträgerdichte beeinflusst. Dies kann theoretisch durch Sauerstofffehlstellen
erklärt werden, die in DFT-Rechnungen zu schwach gebundenen Elektronen (nahe dem
Leitungsband) führen.[67, 68] Zum anderen zeigen weitere DFT-Berechnungen einen
ähnlichen Effekt für ein Wasserstoffatom auf einem Zwischengitterplatz[69]. Wasser-
stoff ist im Experiment so gut wie überall auch unter Reinbedingungen vorhanden[61].
Auch Wasser kann einen Einfluss auf die Leitfähigkeit von In2O3 haben. [70, 71] Es
ist auch denkbar, dass sowohl Sauerstofffehlstellen als auch Wasserstoffinterstitials
eine Rolle für UID spielen.

In gewissem Rahmen können die Effekte, die zu UID führen, auch genutzt werden
um die elektrischen Eigenschaften von Metalloxiden gezielt zu beeinflussen, indem die
Metalloxide einer chemisch reduzierenden bzw. oxidierenden Umgebung ausgesetzt
werden.[65, 66] Poröse Metalloxide werden auch als chemische Sensoren verwendet, da
die elektronischen Eigenschaften empfindlich gegenüber Stoffen aus der Umgebung
sind, die z.B. in Fehlstellen im Kristallgitter diffundieren können.[72, 73]

In dieser Arbeit werden sowohl halbleitende (SnO2, In2O3, IGZO) als auch leitende
(ITO) Metalloxide untersucht und verwendet. ITO ist eine ternäre Verbindung aus
Indium, Zinn und Sauerstoff. Es wird manchmal als mit Zinn dotiertes Indiumoxid
bezeichnet, allerdings ist der Anteil an Zinn mit einigen Prozent um Größenordnungen
höher als es für herkömmliche Dotierung typisch ist. ITO ist ein optisch durchsichtiger
elektrischer Leiter und hat in der Industrie bereits eine Vielzahl von Anwendun-
gen, z.B. zur Beheizung von Glasscheiben[74] oder als Elektrode von Displays oder
Solarzellen[75]. Dabei bewirkt die hohe Bandlücke des Indiumoxid, dass sichtbares
Licht nicht absorbiert wird. Die Beimischung von Zinn bzw. SnO2 ermöglicht aber
die elektrische Leitfähigkeit durch Energieniveaus nahe des Fermi-Niveaus. ITO ist
damit undurchlässig für Infrarotstrahlung. Zusätzlich weist die Bandstruktur optisch
verbotene Übergänge auf, weshalb die optische Bandlücke größer als die tatsächliche
Bandlücke ist.[76] ITO wird in den Transistoren in dieser Arbeit als Elektrodenmaterial
verwendet.

Von den halbleitenden Metalloxiden soll SnO2 und In2O3 genauer betrachtet wer-
den, die als Halbleitermaterial in den meisten gedruckten Transistoren dieser Arbeit
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verwendet werden. Sie weisen Bandlücken von 3,6 (SnO2) [77–79] und 2,9 eV bzw.
3,75 eV (In2O3 fundamental bzw. optisch) [76] auf und sind beide durch den Sau-
erstoffpartialdruck dotierbar[66, 80]. Sie weisen üblicherweise die rutil/tetragonale
bzw. bixbyit/kubische-Kristallstruktur auf. Je nach Kristallinität, stöchiometrischem
Gleichgewicht und Reinheit weisen sie Elektronenmobilitäten von 5 cm2V-1s-1 (SnO2,
Nanopartikel)[81] bis 200 cm2V-1s-1 (SnO2, kristallin)[82] bzw. 0,44 cm2V-1s-1 (InO2,
gedruckt über precursor bei 250°C)[83] bis 225 cm2V-1s-1 (InO2, MBE, kristallin)[84]
auf. Die Ladungsträgerdichte ohne beabsichtigte Dotierung wird in der Literatur für
SnO2 im Bereich von 1017-1019 cm-3[81, 82] und bei In2O3 von 7 · 1016 cm-3[84] bis
1019 cm-3 [85] angegeben.

Eine wichtige Rolle in Metalloxiden wie SnO2 und In2O3 spielt der sog. surface
electron accumulation layer (SEAL)[61, 86, 87]. In dieser Schicht an der Oberfläche ist
die Elektronendichte erhöht, was erneut mit Sauerstofffehlstellen (bzw. Wasserstoff-
Interstitials, siehe oben) erklärt wird. Dies führt zu abgesenkten Bändern an der
Oberfläche, was das Leitungsband füllt. Im Experiment kann der SEAL chemisch
eingestellt werden.[88] Der SEAL erschwert (als Oberflächeneffekt) die Bestimmung
der bulk-Elektronendichten und -mobilitäten.

2.6 Kohlenstoff-Nanoröhrchen
Kohlenstoff-Nanoröhrchen[89, 90] (engl. carbon nanotubes oder abgekürzt CNT ) sind
eine Modifikation bzw. ein Allotrop des Kohlenstoff. Sie bestehen aus reinem Kohlen-
stoff, der sp2-hybridisiert in einer hexagonalen Struktur als Zylindermantel-Fläche
bzw. Röhre angeordnet ist. Ähnliche Modifikationen des Kohlenstoffs mit anderer
Topologie sind z.B. Graphen[91] und Fullerene[92]. Kohlenstoff-Nanoröhrchen können
aus einer einzelnen, zwei oder mehr Schichten aus Kohlenstoff-Atomen bestehen (SW-
CNT, DWCNT, MWCNT, single/double/multi walled carbon nanotube). CNTs haben
(ähnlich wie Graphen) außergewöhnliche mechanische Eigenschaften, es wurde z.B. bei
MWCNT axial eine Zugfestigkeit von 11 bis 63 Gigapascal beobachtet[93]. Geometrisch
zeichnen sich CNT durch ihre Zylinderform aus und können große Aspektverhältnisse
aufweisen. Ihr Durchmesser liegt in der Größenordnung von Nanometern[89], die Länge
aber reicht von Nanometern bis hin zu Zentimetern[94]. Die Gitterkonstante a beträgt
0,246 nm[89].

Neben diesen geometrischen Eigenschaften zeichnet sich ein CNT durch die Orientie-
rung der Atomgitters in Relation zur CNT-Achse aus, auch Chiralität genannt. Dazu
geht man zunächst von der Graphen-Struktur aus und definiert die Gittervektoren u⃗
und v⃗ (siehe Abb. 2.6). Aus den Gittervektoren kann man einen Verbindungsvektor
w⃗ zwischen zwei Atomen definieren: w⃗(n,m) = n · u⃗ + m · v⃗, wobei n und m ganze
Zahlen sind. Rollt man imaginär das Graphen so auf, dass zwei bestimmte Atome (mit
Verbindungsvektor w⃗(n,m)) gerade aufeinander liegen, ergibt sich ein CNT, dessen
Chiralität bzw. Typ und Durchmesser mit dem Tupel (n,m) eindeutig definiert ist.
Symmetriebedingt gibt es unendlich viele (n,m) für einen bestimmten CNT-Typ. Es
ist Konvention, n ≥ m ≥ 0 zu wählen [89]. In Abb. 2.6 ist w⃗ für die Typen (5,1), (4,0)
und (3,3) als roter Pfeil dargestellt.
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u

v

w

Chiral Zickzack Sessel/Armchair

(5,1) (4,0)
(3,3)

Abbildung 2.6: Darstellung von Graphen als ausgerolltes Kohlenstoffnanoröhrchen
(CNT). u⃗ und v⃗ bezeichnen die Einheitsvektoren. w⃗ definiert den Umfang eines CNT,
der entsteht wenn Graphen so aufgerollt werden würde, dass Start- und Endpunkt
von w⃗ aufeinander liegen. Links ist w⃗ für den chiralen Typ (5,1), in der Mitte für
den Zickzack-Typ (4,0) und rechts für den Sessel- bzw- armchair-Typ (3,3) dargestellt.
Die gedachten Umfangslinien, die den Zickzack- bzw Sessel-Typ ergeben, sind blau
eingefärbt.

Der CNT-Typ (n,0) wird auch als „Zickzack“-Typ bezeichnet, da bei diesem Typ
eine geschlossene Kette aus nächsten Nachbarn um den CNT gebildet werden kann,
die wechselweise einen Winkel von ±60 °C aufweisen (blau dargestellt in der Mitte
von Abb. 2.6). Der Typ (n,n) wird als „Sessel“-Typ (engl. „armchair“) bezeichnet,
da die geschlossene Kette um den CNT eine Form ergibt, die zweimal 60° in die eine
und dann zweimal in die andere Richtung weist, was an einen Sessel erinnern kann
(blau dargestellt in Abb. 2.6, rechts). Alle anderen Typen sind (im Gegensatz zum
„Zickzack“- und „Sessel“-Typ) asymmetrisch und werden als chiral bezeichnet.

Je nach Typ haben CNT unterschiedliche elektrische Eigenschaften[95], die in erster
Näherung die von Graphen mit periodischen Randbedingungen sind (zone-folding-
approximation)[96, 97]. Die 1D-Dispersionsrelation ergibt sich aus einem Schnitt
durch die (zweidimensionale) Dispersionrelation des Graphens. Durchläuft der Schnitt
den Dirac-Punkt, ist ein CNT metallisch (bzw. die Bandlücke beträgt 0 eV), sonst
halbleitend. CNT des Typs (n,m), Ist n − m ein ganzzaliges vielfaches von 3, ist
ein CNT metallisch. Das schließt alle Sessel-CNT wegen n = m ein. Alle anderen
sind halbleitend. Je kleiner der Durchmesser eines CNT ist, desto mehr scheitert die
Näherung als Graphen mit periodischen Randbedingungen und die Bandstruktur
hängt zusätzlich vom CNT-Durchmesser ab[98].

Um den Durchmesser dCNT eines CNT zu berechnen, wird zunächst der Umfang
uCNT eines CNT aus geometrischen Überlegungen mit der Gitterkonstanten a und
dem Typ (n,m) des CNT berechnet zu uCNT = a ·

√
n2 + m2 + n · m. Daraus ergibt

sich der Durchmesser dCNT = uCNT

π
:[89]

dCNT = a

π
·
√

n2 + m2 + n · m (2.2)

Ein (7,6)-CNT hat beispielsweise einen Durchmesser von 0,88 nm.
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Daraus lässt sich auch die Liniendichte der Kohlenstoffatome bestimmen [99]:

nc = 4πdCNT

a2
√

3
(2.3)

Sie beträgt beispielsweise in einem (7,6)-CNT 102,9 1
nm .

2.7 Markov-Chain-Monte-Carlo
Monte-Carlo-Verfahren (MC) sind nach dem für sein Glücksspielcasino bekannten
Bezirk von Monaco benannt und sind nicht-deterministisch, sie basieren auf dem
Zufall. Sie haben vielfältige Anwendungen in der Mathematik, Physik, Informatik und
Wirtschaft. Mit ihnen ist es möglich, gute Näherungen zu Fragestellungen zu erhalten,
die analytisch gar nicht oder nur sehr aufwändig lösbar sind. Im Folgenden sollen die
Grundzüge sowie die algorithmische Anwendung dargestellt werden. Der Abschnitt
basiert auf [100].

In der Physik kann das Markov-Chain-Monte-Carlo-Verfahren (MCMC) genutzt
werden, um thermodynamische Größen eines Systems zu bestimmen. Es ermöglicht
eine Näherung der Zustandssumme, aus der die therodynamischen Zustandsgrößen
berechnet werden können. Dazu muss eine Markov-Kette der Zustände des Systems
erstellt werden. Jeder Zustand hängt dabei ausschließlich vom vorigen Zustand ab.
Wird die Karkov-Kette gemäß dem detaillierten Gleichgewicht erstellt, so ist nach
einer unendlich großen (real: sehr großen) Anzahl von Simulationsschritten die Beset-
zungswahrscheinlichkeit bzw. Häufigkeit für alle Zustände boltzmannverteilt.

Im thermodynamischen Gleichgewicht ist das detaillierte Gleichgewicht (engl. detai-
led balance) erfüllt. Es besagt, dass für die Wahrscheinlichkeit P für einen Wechsel
von einem beliebigen Zustand za zu Zustand zb und für den umgekehrten Prozess
sowie für die Energiedifferenz ∆E der Zustände gelten muss:

P (za → zb)
P (zb → za) = exp

( 1
kBT

· ∆E
)

(2.4)

Das detaillierte Gleichgewicht folgt daraus, dass im thermodynamischen Gleichge-
wicht die Rate Γ(za → zb) für alle Übergang vom Zustand za zu Zustand zb gleich sein
muss wie für den umgekehrten Prozess (Γ(za → zb) = Γ(zb → za)). Die Rate kann
über die Wahrscheinlichkeit P und die Zustandssumme Z definiert werden:

Γ(za → zb) = P (za → zb) · 1
Z

· exp
(

− 1
kBT

· E(za)
)

(2.5)

Daraus folgt das detaillierte Gleichgewicht.
Ein MCMC-Simulationsalgorithmus erzeugt ein kanonisches Ensemble von Zustän-

den und minimiert im thermodynamischen Gleichgewicht die freie Energie F = U −TS,
wobei für U für die innere Energie und S für die Entropie steht. In einer MCMC-
Simulation wird eine Kette aus Zuständen gebildet, indem für den letzten Zustand
eine (möglicherweise) zufällige Änderung gesucht wird und anhand eines Akzeptanz-
kriteriums entschieden wird, ob der geänderte Zustand oder der unveränderte Zustand
an das Ende der Kette gesetzt wird.
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Eine Variante der MCMC ist der Metropolis-Monte-Carlo-Algorithmus[101], der
folgendermaßen abläuft[100]:

1. Das System wird auf einen beliebigen (z.B. zufälligen) Startzustand z0 gesetzt

2. Eine Modifikation zm am System zn wird durchgeführt und aus der Energie
vor (En) und nach (Em) der Änderung die dazugehörige Energiedifferenz ∆E =
Em − En bestimmt.

3. Der modifizierte Zustand zm wird mit der Wahrscheinlichkeit

p = min
(

1, exp
(

Em − En

kBT

))
(2.6)

akzeptiert und das nächste Element zn+1 der Markov-Kette entsprechend entwe-
der mit zm (Akzeptanz) oder zn (keine Akzeptanz) gefüllt. Ist der modifizierte
Zustand zm demnach energetisch günstiger (∆E < 0), wird die Änderung ange-
nommen (p = 1). Ist der Zustand energetisch ungünstiger, ist die Wahrscheinlich-
keit für die Akzeptanz der Änderung der Boltzmannfaktor p = exp(−∆E/(kBT ))
mit der Temperatur T und dem Boltzmann-Konstanten kB.

4. Wiederhole die Schritte 2 und 3.

Das Metropolis-Markov-Chain-Monte-Carlo wird häufig angewendet, da es wegen der
zufälligen Systemänderungen einfach zu implementieren ist. Ein Nachteil ist, dass je
nach Systemtemperatur T energetisch ungünstige Schritte nur sehr selten durchgeführt
werden und eine Gruppe von Zuständen deshalb korreliert sind, auch wenn über alle
Zustände hinweg das Ensemble einem thermodynamischen Gleichgewicht entspricht.
Dann sind eine hohe Anzahl von Simulationsschritten nötig, um den Zustandsraum
ausreichend abzutasten. Bei einer ungünstigen Wahl der Modifikation am System
kann es ebenfalls zu vielen nötigen Simulationsschritten kommen.

Neben dem hier vorgestellten Metropolis-Kriterium existieren auch andere Akzep-
tanzkriterien wie z.B. das Glauber-Akzeptanzkriterium[102].

Eine MCMC-Simulation kann mit dem Verfahren der simulierten Abkühlung (simu-
lated annealing) modifiziert werden, um das globale Optimum einer Funktion oder
eines Problems zu approximieren[103]. Dabei wird die Temperatur T während der
Simulation variiert. Das detaillierte Gleichgewicht ist damit streng genommen nicht
mehr gültig, bei ausreichend langsamen Abkühlgeschwindigkeiten aber in sehr guter
Näherung anwendbar. Physikalisch muss das System trotz sinkender Temperatur
T stets sehr nahe dem Gleichgewichtszustand sein. Das Absenken der Temperatur
entspricht einer immer weiteren Einschränkung des Zustandsraums, was das System
immer stärker zu seinem globalen Extremum führt (oder einem der ähnlichen Extrema,
falls es Extrema mit sehr ähnlicher Energie gibt).

Der Vorteil des Verfahrens ist, dass es auf sämtlichen Optimierungsproblemen
anwendbar ist, für die eine Kenngröße analog der Energie definiert werden kann. Im
Gegensatz zu gradientenbasierten Verfahren kann dieses Verfahren auch energetisch
ungünstigere Änderungen am System durchführen und verharrt auf diese Weise nicht
in lokalen Optima, findet also besser ein tatsächliches globales Optimum.

24



2.8 Drift-Diffusionsmodell, Halbleitergleichungen

2.8 Drift-Diffusionsmodell, Halbleitergleichungen
Die Halbleitergleichungen sind Differenzialgleichungen, die ortsaufgelöst das elektrische
Potential sowie die Elektronen- und Lochdichte beschreiben. Sie können verwendet
werden, um in numerischen Simulationen den Stromfluss sowie die elektrischen Felder
in einem elektronischen Bauteil zu bestimmen. Die Halbleitergleichungen bestehen aus
zwei Teilen, dem Gaußschen Gesetz bzw. der Poisson-Gleichung und den Kontinuitäts-
gleichungen. Die Halbleiter-Gleichungen können z.B. über die Maxwell-Gleichungen
oder auch die Boltzmann-Transportgleichung hergeleitet werden. Hier soll die Herlei-
tung über über die Maxwell-Gleichungen beschrieben werden, sie basiert auf [104].
Danach wird kurz auf die Boltzmann-Transportgleichung eingegangen.

Ausgangspunkt sind die Maxwell-Gleichungen in Materie:

∇ × H⃗ = J⃗ + ∂D⃗

∂t
↔

∮
∂A

H⃗ · ds⃗ =
∫

A
J⃗ · dA⃗ +

∫
A

∂D⃗

∂t
· dA⃗ (2.7)

∇ × E⃗ = −∂B⃗

∂t
↔

∮
∂A

E⃗ · ds⃗ = −
∫

A

∂B⃗

∂t
· dA⃗ (2.8)

∇ · D⃗ = ρ ↔
∮

∂V
D⃗ · dA⃗ = Q(V ) (2.9)

∇ · B⃗ = 0 ↔
∮

∂V
B⃗ · dA⃗ = 0 (2.10)

Sie können sowohl differenziell (links) als auch integral (rechts) dargestellt werden, im
Folgenden wird ausschließlich die differenzielle Darstellung verwendet. Im Falle eines
Halbleiter ist die Ladungsdichte ρ über die Dichte von Elektronen (n), Löchern (p)
und eingebrachten fixen Ladungen bestehend aus Donatoren (ND) und Akzeptoren
(NA) definiert:

ρ = q(p − n + ND − NA) (2.11)

q beschreibt die Elementarladung mit positivem Vorzeichen.
Für die elektrische Verschiebungsdichte D⃗, das elektrische Feld E⃗ die Permittivität

ε und das elektrische Potential Φ gilt:

D⃗ = εE⃗ = −ε∇Φ, (2.12)

Setzt man dies mit Gleichung 2.11 in Gleichung 2.9 ein und nimmt eine isotrope
(skalare) Permittivität ε an, ergibt sich:

∆Φ = q

ε
(n − p − ND + NA) (2.13)

Dies ist die Poisson-Gleichung in einem Halbleiter mit dem elektrischen Potential Φ
und den Ladungsträgerdichten n, p und ND und NA.

Für die Herleitung der Kontinuitätsgleichungen wendet man die Divergenz auf
Gleichung 2.7 an. Da die Divergenz einer Rotation gleich Null ist, erhält man:

0 = ∇ · J⃗ + ∇ · ∂D⃗

∂t
(2.14)
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Auf den rechten Summanden kann Gleichung 2.9 angewendet werden, da die zeitliche
und räumliche Ableitung vertauschbar sind. Dies ergibt die Kontinuitätsgleichung

0 = ∇ · J⃗ + ∂ρ

∂t
(2.15)

Aus der Gleichung folgt, dass das Vektorfeld der Stromdichte quellenlos ist, sich die
Ladungsdichte also zeitlich nicht ändert wenn ein- und ausfließender Strom gleich groß
sind.

Setzt man den Audruck 2.11 für die Ladungsdichte in die Kontinuitätsgleichung
2.15 ein, erhält man:

0 = ∇ · J⃗ + q
∂

∂t
(p − n + ND − NA) (2.16)

Nimmt man die Dotierkonzentrationen als vollständig ionisiert und damit nicht
zeitabhängig an, sind die beiden letzten Summanden aus dieser Gleichung gleich 0.
Die Gleichung kann in einen Elektronen- und einen Lochteil separiert werden:

Û = ∇ · J⃗p + q
∂

∂t
p (2.17)

−Û = ∇ · J⃗n − q
∂

∂t
n (2.18)

Bei der Separation entsteht ein Freiheitsgrad, da ein Summand ±Û beim Addieren
der Gleichungen eliminiert wird. Physikalisch ist Û die Rate für die Generierung und
Rekombination von Elektronen und Löchern bzw. allgemein von erzeugten Paaren
von positiven und negativen Ladungen.

Die in Gl. 2.17 und 2.18 enthaltene Stromdichten kann im Halbleiter in den
Elektronen- und Lochstrom J⃗ = J⃗p + J⃗n aufgeteilt und als Summe aus einem Drift-
und Diffusionsterm geschrieben werden:

J⃗p = qpµpE⃗ − qDp∇p (2.19)
J⃗n = qnµnE⃗ + qDn∇n (2.20)

Mit der Nernst-Einstein-Beziehung D = µkBT
q

, die den mikroskopischen Diffusion-
koeffizienten D mit der makroskopischen Mobilität µ verknüpft [105], ergibt sich
zusammen mit Gl. 2.12:

J⃗p = −qpµp∇Φ − µpkBT∇p (2.21)
J⃗n = −qnµn∇Φ + µnkBT∇n (2.22)

Diese Formeln beschreiben den Driftstrom (erster Summand) als Funktion des Gradi-
enten des elektrischen Potentials sowie den Diffusionsstrom (zweiter Summand) als
Funktion vom Gradienten der Teilchendichte.
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In die Gleichungen 2.17 und 2.18 können nun die Stromdichten 2.21 und 2.22
eingesetzt werden, was zu folgenden Gleichungen führt:

∇
(

pµp∇Φ + kBT

q
µp∇p

)
+ U = ∂

∂t
p (2.23)

∇
(

nµn∇Φ − kBT

q
µn∇n

)
− U = ∂

∂t
n (2.24)

Û/q wurde dabei durch U ersetzt. Die Gleichungen 2.13, 2.23 und 2.24 werden zusam-
men als Halbleitergleichungen bezeichnet. Sie beschreiben ein Set aus drei gekoppelten
Differenzialgleichungen für das elektrische Potential Φ(r⃗), die Elektronendichte n(r⃗)
und die Lochdichte p(r⃗). Aus diesen Größen kann leicht das elektrische Feld E⃗(r⃗), die
Elektronenstromdichte J⃗n(r⃗) und die Lochstromdichte J⃗p(r⃗) berechnet werden. Diese
Größen sind wichtig für das Verständnis von elektronischen Bauteilen. Werden die
Halbleitergleichungen räumlich diskretisiert, können damit Halbleiterbauteile simuliert
werden [106, 107].

Quantenmechanische Effekte werden in diesem Modell vernachlässigt. Kommer-
zielle Simulationssoftware für die Chipindustrie koppelt die Halbleitergleichungen
noch mit der Schrödingergleichung, um auch quantenmechanische Effekte zu berück-
sichtigen.[108] Ein weiteres Problem sind z.B. thermionische Ströme, um die das
Drift-Diffusions-Modell zwar leicht erweitert werden kann, die allerdings nicht streng
aus den Maxwellgleichungen hergeleitet werden können.

Neben der eben beschriebenen Herleitung der Halbleitergleichungen über die
Maxwell-Gleichungen können die Halbleitergleichungen auch aus der Boltzmann-
Transportgleichung hergeleitet werden.[109–112] Diese Herleitung ist allgemeiner,
da der Kollisionsterm auf viele physikalische Effekte angewendet werden kann. Die
Boltzmann-Transportgleichung lautet

 ∂

∂t
+ v⃗ · ∇x⃗ + F⃗

m
· ∇v⃗

 f
(
x⃗,v⃗, t⃗

)
=
(

f

∂t

)
coll

(2.25)

Auf der linken Seite steht die totale Zeitableitung der Verteilungsdichte, auf der rechten
Seite ein Kollisionsterm. v⃗ steht für die Geschwindigkeit eines Teilchens, x⃗ für den Ort,
m für dessen Masse und F⃗ für eine äußere Kraft. f

(
x⃗,v⃗, t⃗

)
steht für die Verteilungs-

dichte der Teilchen. Für den stationären Fall lassen sich aus Gleichung 2.25 mit einem
phänomenologischen Kollisionsterm wie feq−f(x⃗,⃗k,t)

τ
(mit der Relaxationszeit τ) die Drift-

Diffusionsgleichungen herleiten. Für eine selbstkonsistente Lösung müssen diese noch
mit der Poisson-Gleichung gekoppelt werden, um die Halbleitergleichungen zu erhalten.
Alternativ zu den Halbleitergleichungen kann die Boltzmann-Transportgleichung auch
direkt gelöst werden, dazu wurde die Lattice-Boltzmann-Methode entwickelt.[113]
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2 Grundlagen

2.9 Numerische Lösungsmethoden partieller
Differenzialgleichungen

Die Halbleitergleichungen können nicht im Allgemeinen geschlossen analytisch gelöst
werden. Es existieren aber numerische Verfahren zum Lösen der Halbleitergleichungen
auf realitätsnahen Systemen. In diesem Abschnitt wird zunächst das in dieser Arbeit
hauptsächlich verwendete Finite-Volumen-Verfahren (FVM) erklärt und anschließend
das Finite-Elemente-Verfahren (FEM) kurz vorgestellt.

Ziel ist, eine partielle Differenzialgleichung der Form

∂q(r⃗,t)
∂t

+ ∇ · f⃗(q(r⃗,t)) = 0. (2.26)

zu Lösen. Sie beschreibt die Erhaltungsgröße q mit dem dazugehörigen Fluss f⃗(q).

Finite-Volumen-Verfahren Im Finite-Volumen-Verfahren (FVM) werden Geome-
trieeinheiten als Voxel mit definierten Randflächen modelliert. Die Volumenintegrale
der Ladungsträgerdichten werden über den gaußschen Integralsatz in Oberflächenin-
tegrale der Ströme durch die Grenzflächen umgewandelt. Da der ausgehende Fluss
aus einem Voxel gleich dem eingehenden Fluss des benachbarten Voxels an der selben
Grenzfläche ist, ist die Menge an Ladungsträgern (von expliziten Injektions- und
Erzeugungstermen abgesehen) intrinsisch erhalten.

Ein Vorteil des Finite-Volumen-Verfahrens ist deshalb, dass im Falle der Halblei-
tergleichungen die Stromdichte der Elektronen und Löcher an den Grenzflächen und
damit die Dichte der Elektronen und Löcher erhalten sind. In diesem Abschnitt soll
nur ein kurzer Überblick über das Verfahren gegeben und für eine tiefere Diskussion
auf Literatur wie [114, 115] verwiesen werden, die auch Grundlage für diesen Abschnitt
sind.

Für das FVM muss das System in Volumenelemente Vi (analog in 2D in Flächen-
bzw. in 1D Linienelemente) diskretisiert werden. Integriert man Gleichung 2.26 über
ein Volumenelement, erhält man die integrale Darstellung des Erhaltungssatzes für
ein Voxel Vi:

∂

∂t

∫
Vi

q(r⃗,t) dV = −
∫

Vi

∇ · f⃗(q(r⃗,t)) dV (2.27)

Die linke Seite ist die zeitliche Ableitung des Integrals über q über ein Volumen
Vi. Das Integral kann umgeschrieben werden zu einem Produkt aus Vi und dem
Mittelwert q̄i der Größe q in diesem Volumen. Auf der rechten Seite wird der Gaußsche
Integralsatz angewendet, der das Volumenintegral über Vi durch ein geschlossenes
Oberflächenintegral über die geschlossene Grenzfläche Si um Vi ersetzt:

Vi
∂

∂t
q̄i = −

∮
Si

f⃗(q(r⃗,t)) · n⃗ · dS (2.28)

n⃗ beschreibt den normierten Einheitsvektor senkrecht auf Si. Aus der Formel folgt die
physikalisch intuitive Aussage, dass eine Änderung der Erhaltungsgröße nur durch
einen Netto-Fluss durch die Oberfläche gegeben ist. Für die Simulationen kann die
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2.9 Numerische Lösungsmethoden partieller Differenzialgleichungen

diskretisierte gemittelte Simulationsgröße q̄i unterschiedlich modelliert werden. Im
einfachsten Fall wird sie konstant über das gesamte Volumenelement angenommen. Der
Fluss (und damit die zeitliche Änderung der Erhaltungsgröße) entsteht ausschließlich
durch unterschiedliche Werte von q in verschiedenen Volumenelementen. Aufwändigere
Verfahren ersetzen den konstanten Mittelwert durch das Integral bzw. eine Mittelung
einer linearen oder quadratischen Funktion.

Um die Konvergenz und numerische Stabilität zu verbessern, können Informationen
über die Richtung der Ausbreitung von Änderungen verwendet werden.. Änderungen
im System propagieren als Störungen oder Wellen. Der Fluss durch eine Grenzfläche
kann dann bei bekannter Richtung des Flusses aus den benachbarten Voxeln aus
Richtung des Flusses berechnet werden. Dies wird „Upwind-Schema“ genannt.

Finite-Elemente-Verfahren Die FEM-Gleichungen für die Halbleitergleichungen
wurden bereits 1977 von Barnes und Lomax[106] beschrieben. Für das Finite-Elemente-
Verfahren ist es notwendig, die PDE in eine sog. schwache Form umzuwandeln. Dazu
wird die gesamte Gleichung mit einem sog. glatten kompakten Träger (Testfunk-
tion) multipliziert. Der glatte kompakte Träger ist eine Funktion, die beliebig oft
differenzierbar und nur in einem endlichen Intervall um einen Punkt x ungleich 0
ist. Bei der Umwandlung aus der differenziellen Form in die integrale Form ist es
über geschickte partielle Integration möglich, eine Darstellung ohne Ableitungen der
gesuchten Größe/Funktion zu finden. Dies hat den Vorteil, dass auch nicht (ausrei-
chend oft) differenzierbare Lösungen möglich sind. Bei der Diskretisierung wird die
Gesamtlösung genähert als Summe über die einzelnen Netzpunkte, wobei jeder Punkt
über die Testfunktion nur von seiner unmittelbaren Umgebung abhängt. Sowohl über
die Form und Weite der Testfunktion als auch über die Dichte der Netzpunkte kann
die Stärke der Näherung eingestellt werden.

Auf eine genauere Beschreibung der FEM-Methode wird hier verzichtet, da sie in die-
ser Arbeit nur am Rande (Abschnitt 8.3) verwendet wurde. Für weitere Informationen
und genauere Definitionen wird auf die Literatur[116, 117] verwiesen.
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3.1 Monte-Carlo-Simulation der Mikrostruktur
Markov-Chain-Monte-Carlo-Simulationen sind vielseitig in der Physik anwendbar[100]
und können z.B. für grundlegende Entmischungssimulationen verwendet werden [118,
119]. Häufig werden diese mit einer simulierten Abkühlung kombiniert. Die dabei
entstehenden kinetisch eingefrorenen Strukturen entsprechen dabei streng genommen
keinem Gleichgewichtszustand, was aber der Realität näher kommt. Die Verringerung
der Temperatur pro MC-Schritt („Annealing-Geschwindigkeit“) bestimmt dabei die
Struktur(größe), die entsteht. Dieser Effekt ist in den Materialwissenschaften gut
bekannt und wird z.B. beim Härten von Stahl angewendet, der erhitzt und dann
schlagartig abgekühlt wird [120].

Der im Rahmen dieser Arbeit implementierte Simulationscode wendet den Metropolis-
Algorithmus auf einem 2D-Gitter mit periodischen Randbedingungen und zwei Phasen
an. Als MC-Schritt werden zwei zufällige nächste Nachbarn ausgewählt und dem
Metropolis-Kriterium entsprechend getauscht. Die Gesamtzahl von Pixeln von Phase
A und B bleibt also die Simulation über konstant, das Verhältnis der Phasen zueinan-
der in der Startbedingung ist also ein Simulationsparameter. Jede Phase entspricht
dabei einem Material im realen System. Die Energie E im System ist die Summe der
Energieterme Ei,j aller nächster Nachbarn i,j:

E = 1
2
∑
i,j

Ei,j (3.1)

Der Faktor 1
2 korrigiert die doppelte Summierung über benachbarte Paare. Der Ener-

gieterm Ei,j hängt von den aneinander grenzenden Phasen ab und kann sinnvollerweise
als Grenzflächenspannung interpretiert werden, sodass zwei gleiche benachbarte Git-
terpunkte energetisch bevorzugt sind im Vergleich zu unterschiedlichen Gitterpunkten.
(Dies ist vergleichbar mit einem 2D-Ising-Modell bei konstanter Magnetisierung.)

Die simulierte Abkühlung wird über eine lineare Absenkung der Temperatur durch-
geführt. Die Temperatur T (n) berechnet sich dabei aus der Zahl der bereits beendeten
MC-Schritte n, der Start- und Endtemperatur TStart,End sowie der Gesamtzahl N der
Schritte der Simulation:

T (n) =
(

1 − n

N

)
· TStart + n

N
· TEnd (3.2)

TStart muss dabei größer als die Übergangstemperatur bzw. die Glastemperatur gewählt
werden, TEnd muss kleiner sein.
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Implementiert wurde das Programm zur Strukturbildung des gedruckten Halblei-
termaterials in Python. Das Skript vertauscht in einem MC-Schritt zufällige nächste
Nachbarn im 2D-Gitter und akzeptiert die Vertauschung basierend auf dem Metropolis-
Akzeptanzkriterium (Gl. 2.6) mit der Temperatur nach Gl. 3.2. Die Datenstrukturen
der Simulation verwenden die optimierte numerische Bibliothek numpy[121]. Teile
des Codes basieren lose auf einem MC-Code von Pascal Friederich, der realistische
3D-Strukturen von Solarzellen aus 2D-TEM-Aufnahmen erstellt[118].

Vor jedem MC-Schritt wird die Temperatur mit Gleichung 3.2 berechnet. Als
MC-Schritt werden in einer Python-Methode zwei benachbarte Koordinaten zufällig
zum Tauschen ausgewählt und dann anhand der benachbarten Koordinaten die Ener-
gieauswertung durchgeführt. Da die modellierte Wechselwirkung nur die nächsten
Nachbarn berücksichtigt und damit nur lokal wirkt, konnte die Energieauswertung
für den MC-Schritt optimiert werden, indem auch nur die Differenz der Wechselwir-
kungsenergien der nächsten Nachbarn berechnet wird. Dann wird der Tausch des
Materials der gewählten benachbarten Koordinaten nach dem Metropolis-Kriterium
entweder angenommen oder verworfen. In regelmäßigen Abständen wird der aktuelle
Zustand des Systems gespeichert und als Plot ausgegeben. Am Ende der Simulation
wird erneut der Zustand des Systems gespeichert und einige Statistiken wie z.B. die
mittlere Berechnungszeit pro MC-Schritt ausgegeben. Nach einer vorher festgelegten
Intervall von MC-Schritten wird jeweils die Gesamtenergie des Systems ausgegeben,
um den Verlauf der Gesamtenergie über den Simulationsverlauf analysieren zu können.

3.2 Lösung der Halbleitergleichungen
Die nichtlinearen Halbleitergleichungen (Abschnitt 2.8) müssen in dieser Arbeit räum-
lich aufgelöst gelöst werden, was nur numerisch möglich ist. Für diese komplexe
Aufgabe existieren eine Reihe von vorgefertigten Softwarepaketen, die die iterativen
Lösungsverfahren, verschiedene direkten Löser, Konvergenz, Präkonditionierung und
Nachbearbeitung bereits optimiert implementieren. Diese Arbeit wurde mit Hilfe des
Softwarepakets COMSOL multiphysics[122] in Version 5.1 und 5.2 für den vFET
(siehe Kap. 4) gelöst. COMSOL ist ein eingetragenes Warenzeichen der COMSOL
AB. In diesem Abschnitt wird beschrieben, welche Teile des Programmpakets für die
Simulationen verwendet wurden und wie sie konfiguriert werden können. Auf eventuell
wichtige Detaileinstellungen wird eingegangen. Dieses Kapitel soll eine Zusammenfas-
sung der COMSOL-Benutzung für diese Arbeit darstellen. Es basiert auf der Vorarbeit
dieses Autors, die in einer früheren Arbeit[123] vorgestellt wurde. Grundlage für die
frühere und jetzige Arbeit sind die COMSOL-Handbücher Introduction to COMSOL
Multiphysics, COMSOL Multiphysics Reference Manual, Introduction to Semicon-
ductor Manual und Semiconductor Module User’s Guide. Für die Version 5.1 sind
diese Handbücher nicht online frei verfügbar, lassen sich aber zusammen mit dem
Programmpaket installieren (Installationsmedien sind verfügbar von der Webseite[122]
und z.B. auch vom SCC). Online verfügbar sind die genannten Handbücher allerdings
für Version 5.2[109, 124–126], die für den Rahmen dieser Arbeit keine wesentlichen
Änderungen gegenber Version 5.1 darstellen. Alle Beschreibungen beziehen sich auf
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die englische Benutzeroberfläche.
Abschnitt 3.2.1 beschreibt, wie die Geometrie des vFET erstellt wurde. Die Ab-

schnitte 3.2.2, 3.2.3 und 3.2.4 beschreiben die Definition der Halbleitergleichungen, das
Erstellen des Netzes und den numerischen Löser. Die tatsächlichen Simulationsmodelle
(einmal 3D-Simulation für Stromfluss, einmal 2D-Simulation für Ladungsverteilung
mit Elektrolyt) werden in den Abschnitten 3.2.5 und 3.2.6 vorgestellt. Im Anhang in
Abschnitt 8.1 wird spezifischer für COMSOL darauf eingegangen, wie die Simulations-
software genutzt wurde, wie die Konvergenz verbessert werden kann, die Geometrie
bearbeitet wurde und wie die Simulationsergebnisse ausgewertet werden können.

3.2.1 Geometrieaufbau und externe Vorbereitung
In dieser Arbeit wurden mehrere Quellen für die Geometrie des Transistors verwen-
det. Zum einen wurde ein 2D-SEM-Bild, zum anderen MC-generierte 2D-Bilder als
Grundlage für die 3D-Geometrie verwendet. In beiden Fällen liegen die Informationen
als Bilder vor. Im Falle des SEM-Bilds wurd das Bild zunächst über einfache Bild-
bearbeitung in ein S/W-Bild umgewandelt, wie es die MC-generierten Bilder bereits
sind. Dann werden sie in Bildbearbeitungsschritten um Fehlpixel (Satellitenpixel,
raue Umrisse, unerwünschte Brücken bzw. Löcher) bereinigt, die Kanten geglättet
und ein Kantenerkennungsfilter wandelt die flächigen Domänen in ihre Umrisse um.
Anschließend werden die Bilder über selbst erstellten Code in Listen von Koordinaten
der Grenzlinien der Domänen umgewandelt. Schließlich iteriert ein Skript über die
Umrisslinien und exportiert die Koordinaten für jede Domäne.

Diese Dateien werden dann automatisiert in COMSOL geladen, indem die Java-API
genutzt wird. Dabei stehen alle Funktionen der graphischen Benutzeroberfläche auch
dem Javacode zur Verfügung, sodass z.B. in Schleifen jede Datei einzeln geladen und
in ein Polygon umgewandelt werden kann. Als letzter Schritt werden die geladenen
Domänen ein letztes Mal gesäubert, indem bei Bedarf einzelne Punkte aus den Listen
entfernt oder modifiziert werden. Alle Schritte sind detaillierter in Abschnitt 8.1.4
erklärt.

3.2.2 Definitionen und Randbedingungen im Halbleitermodul
Das Halbleiter-Modul stellt den Semiconductor-Knoten bereit. Dort sind standardmä-
ßig das Semiconductor Materials Model, einige Randbedingungen und die Anfangswerte
(Initial Values) fest eingefügt. Es stehen verschiedene spezielle Randbedingungen zur
Verfügung, die die Eigenschaften von verschiedenen Elektroden (ohmsch, Schottky,
isoliertes Gate, elektrisches Potential) modellieren. Daneben stehen Zusatzformeln
für Domänen zur Verfügung, die z.B. die Dotierung, die Rekombination oder die
Erzeugung (durch optische Absorption) modellieren.

Im Semiconductor-Knoten werden nur die Ladungsträgerstatistik (Maxwell-
Boltzmann oder Fermi-Dirac) und die zu lösenden Variablen (elektrisches Potential +
Elektronen + Löcher oder elektrisches Potential + Majoritätsladungsträger) eingestellt.
Beide haben Einfluss auf die Nichtlinearität, Komplexität und damit auch die Dauer
der Berechnung.
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Das Semiconductor Material Model-Objekt definiert die Halbleitergleichungen.
Dort fließen neben der Temperatur die Materialkonstanten Permittivität, Bandlücke,
Elektronenaffinität, effektive Zustandsdichte des Leitungs- und Valenzbands und die
Mobilität der Ladungsträger ein. Effekte wie das Band Gap Narrowing können hier
aktiviert werden, außerdem ist einstellbar ob alle Dotierstellen als ionisiert angesehen
werden sollen (standardmäßig aktiviert). Die Formeln sind dabei zunächst mit der
Stromdichte definiert (siehe Definition in COMSOL sowie [109] S. 154):

∇ · (−ϵr∇V ) = q(p − n + N+
d − N−

a ) (3.3)
∇ · J⃗n = −qUn (3.4)
∇ · J⃗p = qUp (3.5)

Dabei stellen, und das elektrische Potential V , die Lochdichte p und die Elektronen-
dichte n die Variablen der Simulation dar. N+

d und N−
a beschreiben die Dotierkonzen-

trationen, q die Elementarladung, J⃗n/p die Elektronen- bzw. Lochdichten und Un/p die
Erzeugung bzw. Vernichtung von Elektronen bzw. Löcher. Die Stromdichten weiter
definiert als (siehe Definition in COMSOL sowie [109] S. 153):

J⃗n = qnµn∇Ec + µnkBTG(n/Nc)∇n + qnDn,th∇ ln(T ) (3.6)
J⃗p = qpµp∇Ev + µpkBTG(p/Nv)∇p − qpDp,th∇ ln(T ) (3.7)

Der jeweils letzte Summand definiert einen thermionischen Strom. Da in dieser Arbeit
die lokale Temperatur nicht untersucht wird, ist er immer 0. kB ist dabei die Boltzmann-
Konstante, T die Temperatur, Nv und Nc die effektiven Zustandsdichten des Valenz-
und Leitungsbands und G(x) vereinfacht in der Implementierung Quotienten der Fermi-
Dirac-Integrale (siehe [109], S. 153). µn/p beschreibt die Elektronen- bzw. Lochmobilität.
Die Energieniveaus Ec,v der Leitungs- und Valenzbandkante verknüpfen das Potential
V , die Elektronenaffinität χ0 und die Bandlücke Eg,0 wie folgt: Ec = −(V + χ0) und
Ev = −(V + χ0 + Eg,0) Eine genauere Beschreibung und Erklärung findet sich z.B. im
Modulhandbuch[109](S. 152-154)

Für diese Arbeit war u.a. die Metal Contact-Randbedingung für die Source-
und Drain-Elektrode von Bedeutung. Diese Randbedingung definiert die Spannung
einer Metallelektrode an einer Metall-Halbleiter-Grenzschicht und erlaubt Stomfluss
in den und aus dem Halbleiter. Sie kann in COMSOL sowohl einen ideal ohmschen
als auch einen idealen Schottky-Kontakt modellieren. Im Fall des idealen ohmschen
Kontakts wird für die vorgefertigten Gleichungen von einem thermischen Gleichgewicht
und Ladungsneutralität an der Grenzschicht ausgegangen. Daraus folgen identische
Quasi-Fermi-Level für Elektronen und Löcher sowie konstante, ungekrümmte Bän-
der am Kontakt. Die implementierten Gleichungen des ohmschen Kontakt für die
Ladungsträgerdichten peq und neq und das elektrische Potential V lauten[109](S. 194,
196):

peq = −1
2
(
N+

d − N−
a

)
+ 1

2

√(
N+

d − N−
a

)2
+ 4γnγpn2

i,eff (3.8)

neq = 1
2
(
N+

d − N−
a

)
+ 1

2

√(
N+

d − N−
a

)2
+ 4γnγpn2

i,eff (3.9)
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V = kBT

q

(
ln
(

neq

γnni,eff

)
+ 1

2 ln
(

Nv

Nc

))
− 1

q

(
∆Ef + 1

2Eg

)
− χ + V0 (3.10)

ni,eff bezeichnet die effektive intrinsische Ladungsträgerdichte, ∆Ef ist die tempera-
turabhängige Verschiebung des (Quasi-)Fermi-Niveaus. Eg beschreibt die Bandlücke,
χ die Elektronenaffinität und V0 die Spannung, die am ohmschen Kontakt angelegt
sein soll. γn und γp sind Faktoren, die eingeführt werden um zwischen Kontakten
mit ohmschen und Schottky-Verhalten wechseln zu können. Im Fall von ohmschen
Kontakten gilt γn,p = 1, sonst[109](S. 141)

γn =
F1/2

(
−Ec−Ef

kBT

)
exp

(
−Ec−Ef

kBT

) (3.11)

γp =
F1/2

(
−Ef −Ev

kBT

)
exp

(
−Ef −Ev

kBT

) (3.12)

mit der Valenz- und Leitungsbandkantenenergie Ev, Ec, dem (Quasi-)Fermi-Niveau Ef

und dem Fermi-Dirac-Integral Fj(x). Damit lassen sich die Ladungsträgerkonzentratio-
nen im Halbleiter als n = Ncγn exp

(
−Ec−Ef

kBT

)
bzw. p = Nvγp exp

(
−Ef −Ev

kBT

)
sowohl für

den ohmschen als auch für den Schottky-Kontakt schreiben. Eine genauere Definition
und Diskussion finden sich sowohl im Equation-Unterpunkt in der Benutzeroberfläche
sowie im Handbuch des Halbleitermoduls[109](S. 192-196).

Des Weiteren ist die Thin Insulator Gate-Randbedingung von Bedeutung. Sie
nimmt die Spannung einer fiktiven metallischen Gate-Elektrode und erzeugt ein
elektrisches Potential. Ein Stromfluss senkrecht zur Grenzfläche ist nicht möglich. In
der Randbedingung wird die Grenzfläche als dünner Plattenkondensator modelliert.
Die Dicke sowie die Permittivität des Dielektrikums/Isolators definiert das elektrische
Feld. Wegen der Näherung als dünner Isolator sind die elektrischen Feldlinien senkrecht
zur Oberfläche, die Normalkomponente n⃗ · D⃗ der elektrischen Flussdichte D⃗ ist dann
definiert als (nach [109], S. 200)

n⃗ · D⃗ = −ϵinsϵ0
UG − U

dins

(3.13)

mit der Permittivität des Isolators ϵins, der Dicke des Isolators dins, der angelegten
Gatespannung UG und der Spannung im Halbleiter an der Grenzschicht U .

Um die Dotierung des Halbleiters zu definieren, existieren in COMSOL zwei vordefi-
nierte Objekte, Analytic Doping Model und Geometric Doping Model. Beide
definieren die Dotierkonzentration, lassen aber unterschiedliche Koordinatensysteme
zu. Ersteres nutzt das Koordinatensystem des Modells, damit ist es einfach die Dotier-
konzentration einer Domäne festzulegen. Auch konstante Dotierkonzentrationen sind
damit einfach möglich. Das Geometric Doping Model hingegen ist nützlich, um die
Dotierung als Funktion von der Distanz zu einer Grenzschicht zu beschreiben. Damit
lassen sich insbesondere diffundierte Dotierstellen einfach modellieren.

Soll nur die Ladungsträgerdichte definiert werden wie sie im Gaußschen Gesetz
verwendet wird, kann das Space Charge Density-Objekt verwendet werden. Wie
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in allen Formularfeldern in COMSOL kann auch hier eine Formel statt einem Wert
eingegeben werden.

Daneben existieren auch weitere Definitionen/Randbedingungen, die nicht speziell
zum Halbleitermodul sondern z.B. zum AC/DC-Modul oder dem Grundpaket gehören.
Dazu zählt z.B. das Charge Conservation-Objekt, in dem die Verschiebungsdichte
D⃗ definiert ist als D⃗ = ϵ0ϵrD⃗ mit der relativen Permittivität ϵr, der elektrischen
Feldkonstanten ϵ0 und dem elektrischen Feld E⃗.

3.2.3 Vernetzung

Das Netz definiert in numerischen Simulationen die räumliche Diskretisierung, welche
elementarer Teil der Modellierung ist. Das Erstellen des Netzes ist eine wichtige
Vorbereitung für die Simulation, da die Wahl des Netzes bedeutende Auswirkungen
auf die Geschwindigkeit der Simulation und physikalische Bedeutung der Ergebnisse
hat. Wegen der Komplexität wird üblicherweise ein Netz genutzt, das zumindest
teilweise automatisch erstellt wurde.

In dieser Arbeit wurde ein manueller bzw. teilautomatischer Modus verwendet, in
dem die Struktur und und Dichte vorgegeben werden, die eigentlichen Netzknoten
aber automatisch gesetzt werden. In der COMSOL-Simulationssoftware gibt es da-
zu den (User-controlled mesh) Vernetzungs-Modus (neben dem vollautomatischen
(Physics-controlled mesh)-Modus). Dabei wird sowohl die Größe der Netzelemente
als auch die Art des Netzes an Domänen, Flächen und Kanten vorgegeben. Die
Größe der Netzelemente wird dabei an Entitäten der Geometrie (Volumen, Flächen,
Kanten) vorgegeben. Werden mehrere Größen vorgegeben (z.B. an einem Volumen
und einer dazugehörigen Grenzfläche), wird die Netzgröße graduell vom Volumen-
auf die Flächen-Größe angepasst. Die jeweils letzte Definition überschreibt dabei die
vorherigen Definitionen. Neben der Größe ist also auch die erlaubte Größenänderung
ein wichtiger Parameter. Es existieren einige vorgefertigte Größeneinstellungen für
verschiedene Anwendungen (Halbleiter, Fluiddynamik etc.). Auf Basis dieser Grundpa-
rametrisierung können einzelne Parameter wie die minimale/maximale Elementgröße,
Größenveränderung und Auflösung von Krümmungen modifiziert werden.

Neben der Netzgröße sind auch die Grundformen des Netzes von Bedeutung. Die
einfachste Form sind Dreiecke (2D) bzw. Tetraeder (3D). Je nach Implementierung
der Software kommen auch andere Grundformen wie Quadrate oder Prismen in
Frage. In dieser Arbeit wurde wegen der konkreten Implementierung des COMSOL-
Softwarepakets Prismen mit dreieckiger Grundfläche zum Einsatz (sog. Swept-Mesh).
Dazu wird zunächst ein Dreiecksnetz auf einer Stirnfläche der Geometrie erstellt.
Dieses Netz wird anschließend parallel zur Stirnfläche in das Volumen kopiert bzw.
extrudiert. Die Höhe der Prismen in einer Schicht sind damit alle gleich, die Hö-
he in unterschiedlichen Schichten kann aber unterschiedlich sein um z.B. an einer
Gate-Elektrode das Netz zu verfeinern um die Netzqualität und die physikalische
Sinnhaftigkeit der Lösung zu verbessern. Außerdem passt diese Netzstruktur gut zu
einer Geometrie, die ebenfalls durch Extrusion entstanden ist.
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3.2.4 Numerischer Löser
Iteratives Verfahren Während lineare Gleichungssysteme mit sog. Direkten Ver-
fahren unmittelbar in einem Schritt gelöst werden können, müssen nichtlineare Glei-
chungssysteme wie z.B. die Halbleitergleichungen in einem iterativen Verfahren gelöst
werden. Dabei wird das nichtlineare Gleichungssystem zunächst linearisiert und dieses
modifizierte System gelöst. Neben den Werten der unbekannten Variablen ergibt sich
auch ein Residuum, was ein Maß für den Fehler dieser Lösung ist. Ein iterativer Löser
minimiert nun das Residuum, z.B. über ein Newton-Verfahren mit Dämpfungsfaktor.
Der variable Dämpfungsfaktor unterstützt dabei, zu Beginn der Simulation rasch in
die Nähe an das globale Minimum des residuums zu gelangen und dort das Minimum
präzise zu erreichen, ohne in ein benachbartes lokales Minimum zu springen. Das
iterative Verfahren ist abgeschlossen, wenn das Konvergenzkriterium erfüllt ist. Im
einfachsten Fall ist das eine bestimmte Anzahl an Schritten, besser ist aber, wenn das
Residuum eine vorher festgelegte Konvergenzschwelle unterschreitet.

Studien-Parameter Neben den mathematisch-technischen Parametern des Lösers
gibt es noch eine Reihe von Parametern, die zwar zum Löser gehören, allerdings auch
physikalische Bedeutungen haben können. Das physikalische Modell betreffen vor
allem sog. sweeps, in denen das Modell für eine Reihe von Parametern gelöst wird,
man erhält damit Lösungen in Abhängigkeit dieses Parameters (z.B. für Transfer-
oder Output-Kennlinien). Parameter können dabei zum einen klassische physikali-
sche Werte wie z.B. die Dotierkonzentration, die Gate-Spannung oder verschiedene
Materialobjekte, zum anderen auch Geometriewerte und allgemein jeglicher Simulati-
onsparameter sein. Für einen sweep gibt es in COMSOL zwei Möglichkeiten: Entweder
wird ein Parametric Sweep-Objekt erstellt, oder im Knoten Step 1: Stationary wird
der Auxiliary Sweep aktiviert. Ersteres bietet theoretisch die Möglichkeit, mehrere
Rechnungen parallel auszuführen und ist nötig, wenn sich durch eine Geometrie-
änderung z.B. das Netz verändern muss. Letzteres ermöglicht es, die Lösung des
Modells für einen Parametersatz als Anfangszustand des nächsten Parametersatzes zu
verwenden. Damit sinkt üblicherweise die benötigte Anzahl an Newton-Iterationen
und die Konvergenz wird verbessert. Bei Bedarf wird der Abstand zwischen einzelnen
Parametern verringert, standardmäßig werden diese zusätzlichen Schritte aber nicht
in den Ergebnissen abgespeichert. Die Unterknoten des Stationary Solver können
optional für die Verbesserung der Konvergenz modifiziert werden, da es dort feinere
Einstellungsmöglichkeiten für die Lösungsverfahren gibt. Genauere Erläuterungen zur
Beschleunigung der Simulation und Erleichterung der Konvergenz des nichtlinearen
Lösers sind im Anhang in Abschnitt 8.1.2 zusammengefasst.

Konvergenzerleichterungen In diesem Abschnitt werden allgemein Methoden vor-
gestellt, wie (häufig auftretende) Konvergenzprobleme bei Halbleitermodellen in der
Praxis behoben werden können. Im Anhang in Abschnitt 8.1.3 werden diese Methoden
konkret auf Simulationen in COMSOL angewendet. Zunächst ist wichtig, das Modell
physikalisch korrekt aufgebaut zu haben. Hat die Geometrie eine Symmetrie, ist es hilf-
reich diese auszunutzen und entweder nur einen Teil der Geometrie zu simulieren, oder
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von 3D nach 2D bzw. von 2D nach 1D zu wechseln. Bei Feldeffekttransistoren hilft eine
Bulk-Elektrode, im nichtlinearen Löser auftretende Schwingungen der Simulation zu
dämpfen und die Zahl der nötigen Schritte erheblich zu senken. Weiterhin ist eine gute
Netzqualität wichtig für die Konvergenz. Regionen mit großen örtlichen Änderungen
des elektrischen Potentials oder Ladungsträgerdichte (z.B. an einer Gate-Elektrode)
benötigen ein feineres Netz als bulk-Elemente. Zur Kontrolle der Konvergenz während
der Simulation ist es ratsam, die Zwischenergebnisse des nichtlinearen Lösers graphisch
auszuwerten und so z.B. numerische Störungen örtlich zu identifizieren, um in dieser
Gegend das Netz anzupassen.

Zusätzlich kann es hilfreich sein, keine starken Parameteränderungen (weder zeitlich
noch örtlich) einzuführen und diese im Zweifelsfall in Mehrfachsimulationen langsam zu
entwickeln, z.B. indem eine angelegte Spannung in der Simulation in einer Rampe von
0 V bis zum gewünschten Wert gesteigert wird. Dabei muss sichergestellt sein, dass die
Lösung eines Parametersatzes als Anfangswert des nächsten Parametersatzes gesetzt
wird. Soll der Wertebereich des Parameters positiv und negativ sein, bietet es sich an
den Bereich in zwei Teile zu trennen und jeweils vom Wert 0 zu beginnen. Umgekehrt
kann es bei manchen Modellen auch ratsam sein, mit einem hohen Parameterwert
zu beginnen und den Wert dann abzusenken, um dem Löser zu Beginn einen starken
Gradienten zur korrekten Lösung hin anzubieten. Allgemeingültige Regeln aufzustellen
ist dabei schwierig, es bietet sich an bei Konvergenzproblemen verschiedene Ansätze
auszuprobieren. Als Beispiel zeigt Abb. 3.1 einen Konvergenzplot des Residuums über
die Schritte des nichtlinearen Lösers für eine Parameterstudie, in der die Gatespannung
eines Feldeffekttransistors von 2 V auf 0 V in Schritten von 0,1 V gesenkt wird. Die erste
Simulation ist nach 12 Schritten konvergiert, die nachfolgenden Parameter konvergieren
schneller da die Lösung der vorherigen Simulation als Startwerte genutzt werden.
Zur Verbesserung der Konvergenz wurde von der Simulationssoftware (COMSOL)
nach dem Parameter 0,9 V automatisch ein Zwischenschritt bei 0,85 V eingefügt, der
ausschließlich als verbesserter Startwert für die Simulaiton bei 0,8 V genutzt wird und
nicht im Endergebnis abgespeichert wird.

Ein weiterer wichtiger Aspekt für die Stabilität des Simulationslaufs ist der numeri-
sche Löser der linearen Zwischenlösungen, wofür es verschiedene Softwaremodule gibt.
Grundsätzlich konvergieren alle diese Löser numerisch zur gesuchten mathematisch
korrekten Lösung, allerdings unterscheiden sich die Softwarepakete in der Praxis, z.B.
im Speicherverbrauch, der Skalierung über mehrere Threads, der Geschwindigkeit
und der numerischen Stabilität. Tritt wegen numerischer Instabilitäten z.B. eine
asymmetrische Matrix auf, bricht die Berechnung ab. Deshalb kann der Wechsel der
numerischen Implementierung der Matrixlöser hilfreich sein, wenn dort numerische
Probleme auftreten. Auch die Anzahl der genutzten Rechenkerne kann einen Ein-
fluss auf die Stabilität des linearen Löser haben. Bei Problemen im linearen Löser
(nichtsymmetrische Matrix, singuläre Matrix etc.) kann es sich lohnen, die Anzahl der
Rechenthreads zu verändern.

Ebenso ist der eigentliche nichtlineare Löser für die Konvergenz von Bedeutung.
Klassischerweise wird das Newton-Verfahren verwendet, das z.B. um eine adaptive
Dämpfung erweitert werden kann. Die Schrittweite und Dämpfung wird dabei automa-
tisch innerhalb eines einstellbaren Intervalls angepasst. Ebenso ist ein Verfahren mit
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Abbildung 3.1: Konvergenzplot aus COMSOL (aus der Transferkurvensimulation mit
kleineren Domänen), in dem das Fehlermaß (skaliertes Residuum) über den Simulations-
schritten dargestellt ist. In dieser Simulation wurde die Gate-Spannung von 2,0 V auf
0,0 V in 0,1 V-Schritten abgesenkt. Die erste Simulation für 2,0 V benötigte 12 Schritte,
um die Konvergenzschwelle von 10−5 zu unterschreiten. Die nachfolgenden Schritte
waren mit 2-4 Iterationen deutlich schneller. Der nichtlineare Löser hat automatisch
einen Zwischenschritt bei 0,85 V eingefügt, um die Konvergenz zu erleichtern.

konstanter Schrittweite denkbar, das in wenigen Fällen einem adaptiven Verfahren
überlegen ist, da der Regelungsmechanismus des adaptiven Verfahrens zu Dämpfung
schwingen kann.

3.2.5 3D-vFET-Modell
Die Ergebnisse des 3D-vFET-Modells werden in Kap. 4 vorgestellt. Hier soll der
Aufbau des Modells beschrieben werden. Die Geometrie wurde wie im Abschnitt 3.2.1
aufgebaut und importiert. Die Halbleitergleichungen wurden über das Semiconductor
Material Model integriert und auf die Geometrie angewendet. Das Modell wurde für
das elektrische Potential und die Elektronendichte, nicht aber für die Lochdichte gelöst.
Diese Näherung ist im Akkumulations-FET wegen der fehlenden Inversion gerechtfer-
tigt (und wurde für ein Modell einmal verifiziert). Das reduziert den Rechenaufwand.
Als Ladungsträgerstatistik wurde die Fermi-Dirac-Verteilung gewählt, die im Vergleich
zur Boltzmann-Verteilung schlechter konvergiert, allerdings physikalisch genauer ist.

Der Elektrolyt wurde implizit über die geladene elektrochemische Doppelschicht
modelliert. Dazu wird im Projekt über die Thin Insulator Gate-Randbedingung (siehe
Abschnitt 3.2.2) an alle Mantelflächen des vFET das elektrische Potential indirekt über
die Gatespannung vorgegeben. Die Dotierkonzentration wird homogen angenommen.
Die Ober- und Unterseiten der Halbleiterdomänen stellen die Source- bzw. Drain-
Elektrode dar. Sie sind als ohmsche Kontakte modelliert, was mit dem experimentellen
Ergebnis von Oprea et al.[81] übereinstimmt.

Das Netz wird zunächst in 2D als Dreiecksnetz definiert, wobei die Dichte an der
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Gate-Elektrode etwas erhöht ist gegenüber dem Inneren der Domäne. Das Netz wird
(analog der Extrusion bei der Geometrieerstellung) dann als Swept Mesh parallel zur
Fläche kopiert, sodass aufrecht stehende Prismen entstehen. Der Abstand der Ebenen
zueinander ist nahe der Source-/Drain-Elektroden klein und steigert sich zur Mitte
der Domäne hin.

Da Transfer-Kennlinien erzeugt werden sollen, wurde die Gate-Spannung in der
Simulation im Bereich von 0 V bis 2 V variiert. In diesem speziellen Fall war es für
die Konvergenz angebracht, die Gatespannung in der Simulation in umgekehrter
Reihenfolge von 2 V auf 0 V als Auxiliary Sweep abzusenken und dem nichtlinearen
Löser so zu Beginn der Simulation einen stärkeren Gradienten anzubieten.

Die Auswertung erfolgte sowohl über den Wert des Source-/Drain-Stroms (den
COMSOL bereits als fertig integrierte Größe bereitstellt), als auch über einen farbig
codierten Plot der Elektronendichte und des elektrischen Potentials als auch über eine
zusätzlich extrahierte Ebene (neues Data Set) durch die Geometrie auf halber Höhe.

3.2.6 2D-vFET-Modell mit Elektrolyt
Um weitere physikalische Effekte zu untersuchen, wurde ein Modell mit Halbleiter
und explizitem Elektrolyt (als Poisson-Boltzmann-Modell) erstellt. Da gekoppelte
Systeme schwerer konvergieren, wurde das Modell als 2D-Modell aufgesetzt und nur
eine kleine, typische Domäne ausgewählt. Die gewählte Simulationsebene ist parallel
zum Substrat, sodass Stromfluss (der im vFET senkrecht zum Substrat verläuft) nicht
möglich ist. Die Simulation besteht aus zwei Schritten.

Im ersten Schritt muss eine typische mittlere Elektronendichte in der Schnittebe-
ne ermittelt werden. Dazu wurde die gewählte Domäne auch in 3D wie im vori-
gen Abschnitt beschrieben simuliert und die Elektronendichte in einer Schnittebene
parallel zum Substrat gemittelt. Je nach Höhe der Schnittebene sowie Gate- und
Source/Drain-Spannung ergeben sich unterschiedliche Elektronendichten, die für die
jeweilige Fragestellung gewählt werden können.

In der Hauptsimulation ist die 2D-Domäne in ein Rechteck eingebettet. In der
Domäne selbst definiert das Semiconductor Material Model die Simulationsgleichungen,
außerdem sind die Unterknoten Initial Values, Analytic Doping Model und Space
Charge Density relevant. Berechnet werden in diesem Fall erneut nur die Elektronen und
das elektrische Potential im Halbleiter, die Ladungsträgerstatistik wird durch die Fermi-
Dirac-Verteilung definiert. Es ist wichtig zu beachten, dass das Modell ausschließlich
die Ladungsverteilung und keine Stromflüsse modellieren kann. Außerdem ist es
wegen der Konvergenz nicht möglich, explizit eine Gatespannung zu setzen und den
folgenden Gleichgewichtszustand zu ermitteln. Deshalb wird im Modell der umgekehrte
Weg gegangen, indem die Elektronenkonzentration im Halbleiter vorgegeben wird.
Wenn das System in der Simulation relaxiert, bildet sich an der Halbleiter-Elektrolyt-
Grenzschicht ebenso eine elektrochemische Doppelschicht aus wie mit einer extern
anliegenden Gate-Spannung. Die im ersten Schritt ermittelte Elektronendichte muss
im Initial Values-Knoten eingetragen werden.

Der Bereich des Elektrolyt (außerhalb der Domäne, innerhalb des Rechtecks) wird
(ebenfalls im Semiconductor -Bereich) durch den Charge Conservation-Knoten definiert,
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in dem die Verschiebungsdichte D⃗ über D⃗ = ϵ0ϵrE⃗ über die relative Permittivität ϵr,
die elektrischen Feldkonstante ϵ0 und das elektrische Feld E⃗ miteinander verknüpft
ist. Die Ionendichte wird als Raumladungsdichte (Space charge Density) modelliert.
Für die Ladungsträgerdichte dort wird in diesem Modell eine Funktion verwendet, die
die Poisson-Boltzmann-Gleichung (siehe Abschnitt 2.3) definiert. Die Formel, die in
das Feld für die Ladungsträgerdichte eingetragen wird, lautet:
F_const*( 1*c_ion*exp(-1*e_const*V/(k_B_const*293.15[K]))

-1*c_ion*exp( 1*e_const*V/(k_B_const*293.15[K])) )
Die Konstanten F_const, k_B_const und e_const sind in COMSOL vordefi-
niert und bezeichnen die Faradaysche Konstante, die Bolzmann-Konstante und die
Elementarladung. c_ion ist ein neu erstellter Parameter und bezeichnet die Ionen-
konzentration im Elektrolyt (im Falle des vFET 1 mol/l). Als Temperatur wurde
die Standard-Temperatur in COMSOL von 293,15 K verwendet. Die beiden Sum-
manden in der Formel gehen auf die Kationen und Anionen zurück. Insgesamt ist
zu beachten, dass der Halbleiter in diesem Modell abgeschlossen und ohne Zu- und
Abfluss von Elektronen ist, der Elektrolyt implizit allerdings an ein Reservior mit der
Bulk-Ionendichte angeschlossen ist.
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4 Gedruckter Feldeffekttransistor mit
vertikalem Stromfluss

In Feldeffekttransistoren (FET) ist die Länge des Leitungskanals eine bedeutsame
Größe. Mit ihr steigt die Gate-Kapazität, was zu höheren Gate-Strömen und höheren
Schaltverlusten führt. Gleichzeitig begrenzt ein langer Leitungskanal die maximale
Stromstärke, die durch den FET fließen kann. Ein kürzerer Leitungskanal ist deshalb
grundsätzlich von Vorteil.

In herkömmlichen (planaren) gedruckten FET ist die minimale Leitungskanallänge
von der maximalen technischen Druckauflösung begrenzt, da in dort Source- und
Drain-Elektrode üblicherweise nebeneinander gedruckt werden.[127] Dabei dürfen sich
die Elektroden an keiner Stelle berühren, da dann der Transistor kurzgeschlossen
und damit defekt wäre. Bei kommerziellen Tintenstrahldruckern liegt der minimale
sinnvoll nutzbare Abstand der Source- und Drain-Elektroden im Bereich von 10 µm,
was Größenordnungen über der Leitungskanallänge von vollständig lithographisch
hergestellten Transistoren liegt.

Bei gedruckten FET mit einem Elektrolyt als Gatekontakt[22] sowie porösem Halb-
leiter ist außerdem eine gute Durchdringung des Halbleiters vom Elektrolyt bedeutsam.
Da der Feldeffekt im Halbleiter ein Grenzflächeneffekt ist, bedeutet eine große innere
Oberfläche des Halbleiters in Verbindung mit dem flüssig prozessierten Gate-Elektrolyt
ein großes Volumen im Halbleiter, das von der Gate-Spannung beeinflusst wird.[23]
Damit kann der Leitungskanal effektiv verbreitert werden, was die Stromstärke steigert.
Gedruckte Elektrolyt-FET mit kurzem Leitungskanal und einer vergrößerten effektiven
Breite des Leitungskanals sind deshalb Bauteile mit hohen möglichen Stromdichten.

Am Institut für Nanotechnologie wurde von der Arbeitsgruppe von Subho Dasgupta
ein neuartiger (teilweise) gedruckter Transistor entwickelt, in dem der Stromfluss durch
den Halbleiter senkrecht zum Substrat verläuft (Abb. 4.1). Der poröse Halbleiter ist
über einen Elektrolyt mit dem Gate verbunden und wird vEGFET (vertical electrolyte-
gated field effect transistor) oder vFET genannt. Da Source-Elektrode, Halbleiter
und Drain-Elektrode übereinander statt nebeneinander auf dem Substrat liegen, ist
nicht mehr die laterale Druckauflösung die Begrenzung für die Leitungskanallänge.
Stattdessen definiert die Schichtdicke des Halbleiters die Leitungskanallänge. Die
minimale Schichtdicke des gedruckten Halbleiters hängt von der Prozessierung und
den Eigenschaften des gedruckten Materials wie der Precursorkonzentration ab und
liegt beim vFET mit ca. 50 nm um Größenordnungen unter der Druckauflösung.

In der Arbeitsgruppe von Subho Dasgupta konnte der vFET erfolgreich hergestellt
werden. Von experimenteller Seite waren allerdings einige Punkte zunächst noch unge-
klärt. Die räumliche Verteilung der Stromdichte war unbekannt. Die Kenntnis davon
sollte Optimierungen an Geometrie und Morphologie ermöglichen um die Transisto-
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reigenschaften weiter zu verbessern. Parameteränderungen an Materialeigenschaften
und Morphologie könnten zu einem besseren Transistorverhalten führen, der Parame-
terraum konnte experimentell bisher aber nicht abgesucht werden. Dabei könnte es
auch Parameterbereiche für weitere Transistortypen geben, die andere Eigenschaften
als der vorliegende vFET aufweisen. CMOS-Schaltungen z.B. benötigen zwei Typen
von Transistoren, einmal im Grundzustand nichtleitend und einmal im Grundzustand
leitend (d.h. positive bzw. negative Schwellspannung aufweisen). Schließlich ist der
Einfluss von Störgrößen wie Randströmen unbekannt. Experimentelle Ergebnisse von
verschiedenen Transistorgrößen deuten darauf hin, dass Randströme außerhalb der
angenommenen Transistorfläche eine Rolle spielen und die berechnete Stromdichte pro
Transistorgrundfläche verfälschen. Um die Transistorgeometrie optimieren zu können
und um die tatsächliche Stromdichte zu kennen, ist das Verständnis der Randströme
wichtig.

Um diese Fragen klären zu können, wurde im Rahmen dieser Arbeit ein 3D-Modell
erstellt, mit dem basierend auf den Halbleitergleichungen (Drift-Diffusions-Modell,
siehe Kap. 2.8) der Stromfluss im Halbleiter numerisch (siehe Kap. 2.9) simuliert wer-
den kann. Das Modell ermöglicht den Blick in den Transistor („virtuelles Mikroskop“).
Ladungsträgerdichten, das elektrische Potenzial und damit auch lokale Stromdichten
sind mit dem Modell auch im Inneren des vFET darstellbar und analysierbar. Zusätz-
lich lassen sich Parameterstudien am Modell durchführen, was im Experiment nur
schwer abbildbar ist.

Die experimentellen Ergebnisse wurden gemeinsam mit den Simulationsergebnissen
im Aufsatz Sub-50 nm Channel Vertical Field-Effect Transistors using Conventional
Ink-Jet Printing[1] publiziert. Die Methodik der Morphologie-Erstellung sowie die
Drift-Diffusions-Simulation wurden dabei aus einer Vorarbeit des Autors[123] adaptiert
und erweitert.

Im folgenden Abschnitt 4.1 wird das von den experimentellen Partnern gewählte
und ausgeführte Setup des Experiments beschrieben. Abschnitt 4.2 stellt die in dieser
Arbeit verwendete 3D-Struktur vor und diskutiert die getroffenen Abwägungen. Dann
wird in Abschnitt 4.3 erläutert, wie die physikalischen Modellparameter bestimmt
wurden um das Experiment nachbilden zu können. Mit dem Modell wird dann die
Ladungsverteilung im Halbleiter und im Elektrolyt diskutiert. Im Anschluss werden in
Abschnitt 4.4 die Ergebnisse einer Parameterstudie gezeigt, in der die Domänengröße
sowie die Dotierkonzentration variiert werden. Zum Schluss wurde in Abschnitt 4.5
mit Hilfe des Modells die Größenordnung von Randeffekten untersucht.

4.1 Experimentelles Setup
Tessy Baby, Subho Dasgupda und Horst Hahn haben am INT einen EGFET entwickelt,
in dem die Begrenzung der Leitungskanallänge durch die Druckauflösung überwunden
wird. Der schematische Aufbau ist in Abb. 4.1 dargestellt. Für die Herstellung wird auf
eine lithographisch hergestellte Source-Elektrode aus Pt (100 nm) und ITO (5 nm) der
Halbleiter-Precursor gedruckt. Der Halbleiter-Precursor ist eine Mischung aus SnCl4
und poly(ethylene-co-butylene)-block-poly(ethylene oxide) mit der Summenformel
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Abbildung 4.1: Schematische Darstellung des Aufbaus des gedruckten FET mit
vertikalem Stromfluss (vFET) in der Auf- (a) und Seitensicht (b). Der Halbleiter (HL)
befindet sich zwischen den Source(S)- und Drain(D)-Elektroden und ist über die Gate (G)
-Elektrode über den Elektrolyt mit dem Halbleiter verbunden. Der Strom fließt zwischen
Source- und Drain-Elektrode vertikal bzw. senkrecht zum Substrat, was namensgebend
für den vFET ist. Detailliertere Beschreibungen können in der Veröffentlichung von
Baby et al.[1] nachgelesen werden.

[(CH2CH2)0,67-(CH2CHCH2CH3)0,33]89 (OCH2CH2)79OH (kurz P(E/B)-b-PEO) sowie
Ethanol und Wasser[1]. Das organische Material polymerisiert zunächst und zersetzt
sich beim Ausheizen wieder, sodass eine mesoporöse Schicht der Dicke 50 nm aus SnO2
entstehen, die sich durch die große Oberfläche gut für eine Gate-Kontaktierung durch
einen Elektrolyt eignen. Anschließend wird auf den Halbleiter im 90°-Winkel die Drain-
Elektrode lithographisch aufgesetzt. Durch ein anschließendes Ausheizen bei 550 °C
oxidiert das Polymer aus dem Precursor, sodass die mesoporöse Halbleiterstruktur ent-
steht. Die aktive Transistorfläche ist durch den Überlapp der Source-Drain-Elektroden
definiert. Im letzten Schritt wird der Komposit-Festkörperpolymer-Elektrolyt (CSPE,
composite solid polymer electrolyte) gedruckt, der die Gate-Elektrode darstellt. Der
Elektrolyt besteht aus PVA, PC, DMSO und LiClO4. Der vFET ist durch die hetero-
genen Herstellungsschritte ein hybrider gedruckter Transistor. Für nähere Details des
Herstellungsprozesses wird auf die Publikation[1] verwiesen.

Die Besonderheit des vFET ist, dass die Vorteile eines gedruckten mesoporösen
Halbleiters mit einem geringen Source-Drain-Abstand (Leitungskanallänge) von 50 nm
verbunden werden. Im Gegensatz zu vorherigen Ansätzen ist die Leitungskanallänge
von der lateralen Druckpräzision entkoppelt und hängt stattdessen von der Dicke der
gedruckten Schicht ab. Der kurze Leitungskanal und die mesoporöse Struktur führt zu
einer Stromdichte von knapp einem MA/cm2 und einem On/Off-Verhältnis von 108.
Der Subthreshold swing beträgt 121 mV/dec (1 dec entspricht einer Verzehnfachung
des Drain-Stroms), die Schwellspannung 0,6 V. [1]

4.2 Morphologie und Geometrie
Die Drift-Diffusions-Simulationen dieser Arbeit benötigen ein geometrisches Modell,
auf dem sie gelöst werden. Da im Folgenden ein „digitaler Zwilling“ des vFET erstellt
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4 Gedruckter Feldeffekttransistor mit vertikalem Stromfluss

(a) REM-Aufnahme 2D

(b) 3D-Geometrie TEM

Abbildung 4.2: Elektronenmikroskopische Aufnahmen einer gedruckten und ausge-
heizten Halbleiterschicht im vFET. a) zeigt eine REM-Aufnahme des gedruckten und
ausgeheizten Halbleitermaterials. Der Halbleiter ist hell, die Poren dunkel dargestellt.
Die Abbildung wurde von Tessy Baby und Subho Dasgupta erstellt. b) stellt die 3D-
Geometrie des Halbleiters dar, die über TEM-Tomographie rekonstruiert wurde. Die
Abbildung ist mit Genehmigung aus [1] übernommen.
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4.2 Morphologie und Geometrie

Abbildung 4.3: Darstellung der vereinfachten 3D-Geometrie in der Simulation. Die
Morphologie wurde an die Anforderungen des Simulationsverfahrens angepasst. Die
Abmessungen sind 335 nm in x- und y-Richtung und 50 nm in z-Richtung.

werden soll, muss die Geometrie und Morphologie des realen vFET als Vorlage dienen.
Die Morphologie bestimmt maßgeblich die Akkuratheit der Simulationsergebnisse
sowie die Modellkomplexität und den Rechenaufwand.

Neben der Geometrie und Morphologie des realen vFET müssen auch Anforde-
rungen des Simulationsmodells berücksichtigt werden. Für die numerische Stabilität
und um die Rechenkomplexität zu begrenzen muss die reale Morphologie im Modell
angenähert werden. Um sowohl die Struktur des realen vFET nachzubilden als auch
die Anforderungen der Simulationssoftware zu erfüllen, wurde eine vereinfachte re-
präsentative Geometrie erstellt. Abb. 4.3 zeigt die 3D-Geometrie, wie sie COMSOL
verwendet. Die Geometrie basiert auf einem quadratischen Ausschnitt der Seitenlänge
335 nm aus der REM-Aufnahme, die segmentiert und 50 nm in 3D extrudiert wurde.

Die realen Abmessungen der quadatischen Elektroden (d.h. die aktive Geometrie
des Transistors) betragen 250 nm. Die Simulationsbox ist damit größer als der reale
Transistor. Damit werden Randeffekte verringert, da in der restlichen Diskussion der
Strom pro Transistorfläche diskutiert wird.

Damit enthält die vereinfachte Geometrie weiter essentielle Eigenschaften der realen
Morphologie wie die Breite der Halbleiterdomänen und den Grad der Vernetzung
des Halbleiters und ist wegen der extrudierten Struktur für numerische Simulationen
ausreichen vereinfacht, um sinnvolle Simulationen und Modellvorhersagen erstellen zu
können. Die gewählte Geometrie und Morphologie entspricht demnach explizit und
absichtlich nicht einer möglichst exakten Reproduktion des echten Halbleitermaterials.
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4 Gedruckter Feldeffekttransistor mit vertikalem Stromfluss

4.3 Modellierung des vFET und mikroskopische
Ladungsverteilung

In diesem Abschnitt werden Simulationen gemäß der Methodik von Kap. 3.2 für den
vFET durchgeführt und analysiert. Ziel ist, das Simulationsmodell an den realen
vFET anzupassen und über die Simulationen Erkenntnisse über die Funktionsweise
des vFET zu erlangen. Im ersten Abschnitt 4.3.1 wird für einige, für den vFET
nicht exakt bekannte Materialparameter, ein Fit an eine im Experiment gemessene
Transferkurve durchgeführt. Damit wird ein Parametersatz definiert, mit dem die
Simulationsmethodik einen „digitalen Zwilling“ des vFET ergibt. In Abschnitt 4.3.2
wird die Ladungsverteilung im Off- und On-Zustand im in inneren des Halbleiters
über das Simulationsmodell diskutiert. Analog dazu wird in Abschnitt 4.3.3 die
Ladungsverteilung im Halbleiter und im Elektrolyt an der Halbleiter-Elektrolyt-
Grenzschicht untersucht.

4.3.1 Anpassung der Parameter
Damit das Modell die Daten aus dem Experiment reproduzieren kann, müssen die
Parameter angepasst werden. Die Materialien sind zwar bekannt, die genauen Ma-
terialeigenschaften können herstellungsbedingt aber variieren. Deshalb wurden vier
physikalische Materialparameter ausgewählt, die in einem Fit variiert werden dürfen,
damit das Simulationsmodell die experimentellen Ergebnisse reproduziert. Da es sich
um physikalische Parameter handelt, müssen die Fitparameter physikalisch sinnvolle
Werte einnehmen. Die Parameter werden im Folgenden aufgezählt und kurz erläutert.

• Die Dotierkonzentration von Metalloxiden wie SnO2 hängt u.a. von der Dichte
der Sauerstofffehlstellen ab, die wiederum von den Herstellungstemperaturen
und dem Sauerstoffpartialdruck abhängen[87, 128]. Dadurch kommt es bereits
unter kontrollierten Bedingungen wie der Molekularstrahlepitaxie (molecular
beam epitaxy, MBE) durch unerwünschte Dotierung intrinsisch zu einer La-
dungsträgerdichte von 1016 cm−3[87]. Die Druck- und Ausheizschritte finden
beim vFET (statt im Vakuum) unter Umgebungsatmosphäre statt, deshalb
wird erwartet dass die Dotierkonzentration des Halbleiters im vFET wegen
des höheren Sauerstoffpartialdrucks höher und ansonsten unbekannt ist. Die
Dotierkonzentration soll deshalb für dieses Modell gefittet werden.

• Die Austrittsarbeit der Platin-Elektroden wird gefittet, da die Austrittsarbeit
je nach Oberflächenbeschaffenheit variiert und in Messungen von 5,2 eV bis
5,8 eV beträgt[129, 130].

• Die Elektronenmobilität wird von den polykristallinen Eigenschaften und den
daraus folgenden Korngrenzen bestimmt. In Messungen reicht die Elektronen-
mobilität von SnO2 von 200 cm2/(V·s) für kristallines SnO2[82] bis 5 cm2/(V·s)
in Nanopartikeln[81].
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4.3 Modellierung des vFET und mikroskopische Ladungsverteilung

Tabelle 4.1: Tabelle der Parameter, die für die Simulationen in diesem und den
folgenden Unterkapiteln verwendet werden (sofern nicht anders angegeben). Nach [123].

Parameter Wert Quelle

Parameter SnO2:
Relative Permittivität 11,05 [77]
Bandlücke 3,6 eV [77] [78] [79]
Elektronenaffinität 4,85 eV [133] [134] [135]
Eff. Zustandsdichte Leitungsband (300K) 3,7 · 1018 1/cm3 [136] [78]
Eff. Zustandsdichte Valenzband (300K) 3,2 · 1019 1/cm3 [137]

Weitere Parameter:
Temperatur 20,0 °C Exp. Bedingung
Dicke der elektrochem. Doppelschicht 2 nm [43], siehe Text

• Die Permittivität des Elektrolyts ϵr skaliert den Einfluss der Gatespannung
auf den Halbleiter. Im Modell in COMSOL wird die Gatespannung über die
Randbedingung Thin insulator gate (siehe auch Abschnitt 3.2.2) definiert. Sie
setzt zum einen die Stromdichten senkrecht zur Oberfläche auf Null und definiert
die elektrische Verschiebungsdichte senkrecht zur Oberfläche n⃗ · D⃗ abhängig von
der Potentialdifferenz ∆Φ:

n⃗ · D⃗ = ϵ0 · ϵr

d
· ∆Φ (4.1)

Die Permittivität und die Dicke des Gate-Isolators d (hier die Dicke der elek-
trochemischen Doppelschicht) bilden einen gemeinsamen Vorfaktor. Aus simu-
lationstechnischen Gründen wird der Parameter d auf 2 nm festgesetzt und
ϵr variiert, da auf der Nanometer-Skala die Permittivität nicht als die eines
bulk-Elektrolyt angesehen werden kann[131, 132]. Bei der Interpretation ist zu
beachten, dass ϵr undd in Gleichung 4.1 als Verhältnis als Vorfaktor stehen und
deshalb für den Fit nur gemeinsam betrachtet werden dürfen.

Außerdem wurden nur die Majoritätsladungsträger (Elektronen) simuliert und die
Löcher vernachlässigt. Für die Source- und Drainkontakte wurde ein ohmsches Ver-
halten definiert, da Oprea et al.[81] den ohmschen Charakter von SnO2-Pt-Kontakten
im Experiment nachweisen konnten. Das Netz für die Simulation wurde mit einem
Dreiecksnetz mit der Einstellung Fine (Semiconductor) auf der Grundfläche erstellt
und anschließend senkrecht zur Fläche in 50 Schichten mit dem Element Ratio 4
(symmetrische arithmetische Verteilung) kopiert. Alle weiteren Parameter wurden aus
der Literatur übernommen oder sind durch das dazugehörige Experiment definiert.
(siehe Tab. 4.1).

Für den Fit wurde eine Transfer-Kennlinie des vFET bei einer Source-Drain-
Spannung von UDS = 0,5 V gewählt. Da Hysterese-Effekte nicht im Modell enthalten
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4 Gedruckter Feldeffekttransistor mit vertikalem Stromfluss
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Abbildung 4.4: Der Drain-Strom pro Transistorgrundfläche ist über der Gatespannung
logarithmisch aufgetragen (Transferkurve bei einer Source-Drain-Spannung von 0,5 V).
Das gefittete Modell mit den Konstanten aus Tab. 4.1 und den Fit-Parametern aus Tab.
4.2 stimmt sehr gut mit den Daten aus dem Experiment (Daten von Dr. Baby) überein.
Nur unter einer Gatespannung von ca. 0,1 V weicht das Modell ab und unterschätzt die
Stromstärke, was wegen fehlender Leckströme im Modell zu erwarten ist. Nach [1].

sind, die experimentellen Daten allerdings eine Hysterese vor allem um 0 V zeigen[1],
wurde die Transferkennlinie mit steigender Gatespannung gewählt. Eine Automati-
sierung der Simulationen und des Fits wurde in Erwägung gezogen, auf Grund der
Komplexität (externe Steuerung der COMSOL-Software) allerdings verworfen. Das
Konvergenzkriterium ist eine optisch möglichst gute Überlappung der simulierten
und gemessenen Transferkurve im logarithmischen Plot. Im Bereich mit niedrigem
Source-Drain-Strom wurde ein niedrigerer simulierter Strom toleriert, da in diesem
Bereich die (nicht im Simulationsmodell enthaltenen) Gate-Leckströme relevant wer-
den können. Die gemessenen Gate-Ströme lassen zwar keinen direkten Schluss auf
Leckströme zu, machen es aber plausibel, dass bei Gatespannungen nahe 0 V Leckströ-
me dominieren. Da der Einfluss der weiter oben genannten (Fit-)Parameter auf den
Strom und damit auf die Transferkennlinie grob bekannt ist, konnte der Fit mittels
manueller Simulationsläufe iterativ durchgeführt werden.

Ziel des Fit ist es, einen Satz an Modellparametern zu finden, mit denen das
experimentelle Ergebnis repliziert wird. Da später mit dem Modell Vorschläge für
Verbesserungen erstellt werden sollen, sind etwaige Ungenauigkeiten der absoluten
Simulationsparameter nicht relevant.

Das Ergebnis des Fits mitsamt der experimentellen Kurve (die von Dr. Baby bzw.
den experimentellen Partnern gemessen wurde bei einer Source-Drain-Spannung von
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4.3 Modellierung des vFET und mikroskopische Ladungsverteilung

Tabelle 4.2: Tabelle der gefitteten Parameter. Die Plausibilität der Werte wird im
Text diskutiert.

Parameter Wert
Elektronenmobilität µe von SnO2 3,0 cm2/(V·s)
Dotierkonzentration von SnO2 5,4 · 1018 1/cm3

Austrittsarbeit Platin 5,95 eV
Relative Permittivität des Elektrolyt 4,0

0,5 V), an die gefittet wurde, ist in Abb. 4.4 dargestellt. In der logarithmischen
Darstellung der Transferkurven weicht die Drain-Strom-Stärke pro Transistorfläche
des gefittete Modell nur bei der Gate-Spannung von 0,0 V vom realen Transistor ab.
Dies wurde beim Fit absichtlich erlaubt bzw. in Kauf genommen, da in diesem Bereich
mit niedrigen Stromstärken Gate-Leckströme relevant werden (siehe SI von [1] für
Messdaten). Ansonsten stimmt das gefittete Modell gut mit den gemessenen Daten
überein, die Abweichung ist stets deutlich unter einer Größenordnung.

Die gefitteten Parameter sind in Tabelle 4.2 aufgelistet. Die gefittete Elektronen-
mobilität beträgt 3,0 cm2/(V·s). Dies ist zwei Größenordnungen niedriger als der
für kristallines SnO2 gemessene Wert von 200 cm2/(V·s)[82]. In elektronenstrahlver-
dampften (e-beam evaporation) Nanopartikeln (10-30 nm Korngröße) (was stärker
dem gedruckten SnO2 entspricht) wurden Elektronenmobilitäten von 5-30 cm2/(V·s)
gemessen[81]. Es ist plausibel, dass im gedruckten Halbleiter, bei dem das SnO2 aus
einem Precursor an der Raumluft erstellt und gemessen wird, die Elektronenmobilität
zu der in Nanopartikeln vergleichbar ist. Zusätzlich hängt die gefittete Mobilität auch
mit der Morphologie zusammen. Da durch die verästelte 3D-Struktur der Leitungspfad
im realen Transistor länger ist als die Dicke des Halbleiters in der Simulation, ist es
ebenfalls plausibel, dass die reale Mobilität im Simulationsfit unterschätzt wird.

Die gefittete Dotierkonzentration liegt bei 5,4·1018 cm-3. Dies stimmt mit dem Bereich
von 1018-1019 cm-3 überein, den Oprea et al. für SnO2-Nanopartikel ermittelt haben
[82]. Sie berichten auch von einer deutlichen Abhängigkeit von der Zusammensetzung
der Atmosphäre (reduzierend oder oxidierend) während des Abscheideprozesses. Das
erklärt auch, weshalb über die physikalische Gasphasenabscheidung hergestelltes
kristallines SnO2 niedrigere Dotierkonzentrationen von 1017-1018 cm-3 [81] und MBE-
SnO2 von 1016 cm-3[138] aufweist.

Die Austrittsarbeit der Source- und Drain-Elektrode (Platin) liegt mit 5,95 eV leicht
über dem experimentell ermittelten Bereich von 5,2-5,8 eV[129, 130].

Die relative Permittivität des Elektrolyt ist, wie vorher bereits erwähnt, nur im
Zusammenhang mit der Dicke der elektrochemischen Doppelschicht zu betrachten.
Der Wert von 4,0 liegt eine Größenordnung niedriger als der Literaturwert von
45[139] für Dimethylsulfoxid, aus dem der Elektrolyt besteht. Auf der Nanometer-
Skala reduzieren Effekte wie die räumliche Dispersion, Sättigungseffekte und lokale
Inhomogenitäten die relative Permittivität[131, 132]. Zusätzlich ist die Dicke der
elektroschemischen Doppelschicht mit 2 nm zwar in der richtigen Größenordnung,
aber tendentiell überschätzt[43]. Würde die Dicke z.B. nur 0,5 nm betragen, wäre die
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4 Gedruckter Feldeffekttransistor mit vertikalem Stromfluss

(a) UGS = 0,0 V (Off-Zustand) (b) UGS = 2,0 V (On-Zustand)

Abbildung 4.5: Dargestellt ist das Simulationsergebnis des Parameter-Fits des vFET,
die Farbe der Oberfläche gibt den dekadischen Logarithmus der Elektronendichte im
off- (bei UGS = 0 V, a)) bzw. im on-Zustand (bei UGS = 2 V, b)) an. Die Source-Drain-
Spannung beträgt UDS = 0,5 V. Zur besseren Darstellung wurden für Off- und On-
Zustand unterschiedliche Farbskalen verwendet, deren Intervalle stetig zusammengefügt
werden können. Die Abmessung der 3D-Geometrie beträgt 335 nm x 335 nm x 50 nm.

gefittete Permittivität 16 und würde somit näher am Bulk-Wert liegen.

4.3.2 Ladungsverteilung im Halbleiter
Die 3D-Geometrie des gedruckten Halbleiters mit den Halbleitergleichungen und
den (zum Teil) gefitteten Materialparametern ergeben ein Modell, das Einblicke in
das Verhalten des vertikalen EGFET (vFET) ermöglicht. Diese Einblicke sind von
Interesse, da die räumliche Lage und Ausdehnung des Leitungskanals im On-Zustand
wichtig ist für die Optimierung der elektrischen Eigenschaften des vFET. Bereiche im
Halbleiter, in denen die Leitungsträgerdichte nicht von der angelegten Gate-Spannung
beeinflusst werden kann, führen ausschließlich zu unerwünschten Leckströmen. Diese
Bereiche gilt es deshalb zu reduzieren.

Abb. 4.5 zeigt die gesamte 3D-Geometrie aus dem Simulationsmodell, auf der der
dekadische Logarithmus der Elektronendichte in cm−3 auf der Oberfläche farblich
dargestellt ist. Es ist zu beachten, dass die Farbskalen unterschiedlich sind, der Farbton
aber stetig ist. Die Source-Drain-Spannung UDS beträgt 0,5 V, die Gate-Spannung
UGS 0,0 V (a) und 2,0 V (b). Dies entspricht dem Off- bzw. dem On-Zustand (die
Schwellspannung beträgt 0,6 V[1]). Im Off-Zustand verarmt die Ladungsträgerdichte
an der Grenzfläche zum Elektrolyt (d.h. am Gate-Kontakt, Mantelfläche), nur an
den Source-Drain-Elektroden ist die Ladungsträgerdichte in der Größenordnung der
gefittenen Dotierung. Im On-Zustand dreht sich das Bild. Die Ladungsträgerdichte
an den Source-Drain-Elektroden ist im Vergleich zum Off-Zustand unverändert, die
Ladungsträgerdichte an der Grenzfläche zum Elektrolyt ist aber etwa eine Größen-
ordnung höher als die Dotierkonzentration. Dort hat die Gatespannung zu eienr
Ladungsakkumulation geführt.
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4.3 Modellierung des vFET und mikroskopische Ladungsverteilung

(a) Schnittebene parallel zum Substrat, senkrecht
zum Stromfluss

(b) Schnittebene senkrecht zum Substrat, parallel
zum Stromfluss

(c) UGS = 0,0 V (Off-Zustand) (d) UGS = 0,0 V (Off-Zustand)

(e) UGS = 2,0 V (On-Zustand) (f) UGS = 2,0 V (On-Zustand)

Abbildung 4.6: Entlang zweier Schnittebenen (horizontal a), vertikal b)) durch eine
einzelne Domäne des vFET ist farblich der dekadische Logarithmus der Elektronendichte
in cm3 im Off- (c), d)) und On-Zustand (e), f)) bei UDS = 0,5 V dargestellt. Die Farbskala
ist jeweils für Off- und On-Zustand gleich gewählt. Die unterschiedliche Glättung der
Färbung ist durch den erforderlichen Aufbau des Diskretisierungs-Netzes bedingt.
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4 Gedruckter Feldeffekttransistor mit vertikalem Stromfluss

Um die Ladungsträgerverteilung besser untersuchen zu können, bieten sich Schnitt-
bilder an um die Ergebnisse auch im Inneren des Halbleiters zu ermitteln. Diese können
im Simulationsmodell einfach erstellt werden und bieten einen besseren Einblick in die
3D-Ladungsträgerverteilung als nur die Betrachtung der Oberfläche. Abb. 4.6 zeigt
die Schnittebenen parallel (a) und senkrecht (b) zum Substrat sowie den dekadischen
Logarithmus der Elektronendichte in cm−3 für UGS = 0,0 V (c,d) (Off-Zustand) und
UGS = 2,0 V (e,f) (On-Zustand) entlang der Schnittebenen. Die Farbskala ist jeweils
für den Off- und den On-Zustand für beide Schnittebenen identisch gewählt.

Im Off-Zustand in der Schnittebene parallel zum Substrat (c) ist die Elektronendichte
an der Grenzfläche niedriger als im Inneren, was an dem Abfall des elektrischen Feldes
im Halbleiter liegt. In der Schnittebene senkrecht zum Substrat (d) ist im Off-Zustand
ebenfalls die Elektronendichte direkt am Elektrolyt-Kontakt am niedrigsten und steigt
zum Inneren hin an. An den Source-Drain-Elektroden ist die Ladungsträgerdichte am
höchsten und entspricht dort ca. der Dotierdichte. Die unterschiedlich weit in den
Halbleiter eindringende Elektronendichte an Source- und Drain-Elektrode resultiert aus
der Source-Drain-Spannung, die die Ladungsträgerverteilung im Halbleiter ebenfalls
beeinflusst.

Im On-Zustand in der Schnittebene parallel zum Substrat (e) zeigt sich erneut die
die Eindringtiefe des elektrischen Felds, allerdings ist die Ladungsträgerdichte am
Elektrolyt-Kontakt höher. Auch im Inneren der Domäne ist die Ladungsträgerdichte
im Vergleich zum Off-Zustand erhöht, aber ca. eine Größenordnung niedriger als an
der Grenzschicht zum Elektrolyt. An konkaven Stellen ist die Ladungsträgerdichte
wegen der Feldüberhöhung an spitzen Grenzflächen größer als an konvexen Stellen.
Dies deutet auf einen Leitungskanal an der Halbleiter-Elektrolyt-Grenzfläche hin.
Die Ladungsträgerdichte hängt aber auch im Inneren der Domäne von der Gate-
spannung ab. In der Schnittebene senkrecht zum Substrat (d) ist im on-Zustand
ebenfalls der Leitungskanal an der Halbleiter-Elektrolyt-Grenzschicht sichtbar. Die
Ladungsträgerdichte im Inneren ist ca. eine Größenordnung niedriger als an der
Elektrolyt-Grenzschicht. In (d) und (f) ist die Auflösung im Vergleich zu (c) und (e)
aus technischen Gründen schlechter (Blockbildung), da COMSOL wegen des Swept-
Netzes parallel zum Substrat besser eine Glättung der Daten durchführen kann als
senkrecht zum Substrat.

Wir beobachten, dass die Ladungsträgerdichte im Transistor nicht homogen ist und
die Gate-Spannung die Ladungsträgerdichte in der gesamten Domäne beeinflusst. Im
On-Zustand bildet sich ein Leitungskanal mit einer Elektronendichte aus, die eine
Größenordnung höher als im Inneren ist. Im Off-Zustand fließt der Leckstrom durch
das Innere der Domäne, da dort die Ladungsträgerdichte bis zu vier Größenordnungen
höher als an der Elektrolyt-Grenzschicht ist. Daraus folgt, dass die Domänengröße
einen Einfluss auf die Transistoreigenschaften hat. Das Verhältnis von On- zu Off-
Strom sollte größer werden je kleiner die Domänen sind. Dies ergibt sich direkt aus
dem Schnittbild 4.6e, der Leitungskanal ist die komplette Mantelfläche der Domäne
und hängt vom Umfang ab. Der für den Off-Strom verantwortliche Innere der Domäne
hängt allerdings von der Querschnittsfläche ab weshalb der Off-Strom eine Potenz
stärker mit der Domänengröße skaliert.
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4.3.3 Ionenverteilung im Elektrolyt
Bislang wurde die Ladungsverteilung im Elektrolyt und damit die Ionenakkumulierung
an der Elektrolyt-Halbleiter-Grenzschicht in der Simulation nicht explizit berechnet. In
der Simulation wurde die Doppelschicht als Kondensator mit festgelegter dielektrischer
Konstante und fester Dicke modelliert. Diese Näherung wäre beispielsweise nicht
mehr gültig, falls die Abstände zwischen Halbleiterdomänen kleiner wäre als die
Abklinglänge des elektrischen Feldes im Elektrolyt oder die Oberflächenkrümmung
einen signifikanten Einfluss auf die Ladung im Halbleiter hätte. Es blieb daher die Frage
offen, inwiefern durch die gekrümmten Halbleiter-Elektrolyt-Grenzflächen vor allem
im Inneren des vFET noch davon ausgegangen werden kann, dass die Ladungsdichte
unabhängig vom Einfluss benachbarter Domänen sind. Um dies zu klären, wurde in
dieser Arbeit die Abklinglänge des elektrischen Felds im Elektrolyt an Hand einer
realistischen Domäne mit Hilfe der Simulation abgeschätzt.

Dazu wurde eine Simulation durchgeführt, in der Halbleiter und Elektrolyt über
ein gekoppeltes Gleichungssystem gemeinsam simuliert wurden. Der Halbleiter wird
dabei weiterhin über die Halbleitergleichungen (also das Drift-Diffusions-Modell), der
Elektrolyt mit der Poisson-Boltzmann-Gleichung (siehe Abschnitt 2.3) modelliert.
Da dieses Modell durch die zusätzliche Kopplung deutlich komplexer ist, wird die
Simulation in 2D und nur an einer kleinen repräsentativen Domäne durchgeführt.
Die Simulationsebene wurde parallel zum Substrat gewählt, damit auch eventuelle
Effekte der Krümmung der Oberfläche im Modell enthalten sind. Dafür kann in dieser
Simulation kein Stromfluss simuliert werden, da dieser senkrecht zur Simulationsebene
fließt. Wäre die Simulationsebene senkrecht zum Substrat, könnte zwar der Stromfluss,
nicht aber Krümmungseffekte simuliert werden.

Zunächst wurde eine realistische mittlere Elektronendichte im Halbleiter abge-
schätzt, indem aus der Parameter-Fit-Simulation aus einem Schnittbild durch die
gewählte 3D-Domäne die Elektronendichte bei UGS = 2,0 V und UDS = 0,1 V gemittelt
und (um die glatte Oberfläche in der Simulation zu kompensieren) auf 3,5 · 1019 cm−3

aufgerundet. Für die Simulation wurde der Halbleiter als geschlossenes System, also
ohne expliziten Zu- und Abfluss von Ladung modelliert. Die gewählte Modellierung
des Elektrolyts ist nicht Ladungserhaltend, sondern ist implizit an ein Reservior
mit konstanter Ionendichte angeschlossen. Als Startwert der Ladungsträgerdichte
wurde im Halbleiter der vorher ermittelte Wert von 3,5 · 1019 cm−3 verwendet. In
der Simulation relaxiert die Ladung im Halbleiter und im Elektrolyt, d.h. es bildet
sich die Doppelschicht an der Halbleiter-Elektroyt-Grenzschicht aus. Die Gesamtla-
dung im Halbleiter bleibt (abgesehen von numerischen Ungenauigkeiten) gleich. Der
gefundene Zustand entspricht dem gesuchten Gleichgewichtszustand, in dem eine
Gatespannung am Elektrolyt zu Ladungsakkumulation im Halbleiter führt, da der
Gleichgewichtszustandunabhängig vom Weg zum Zustand ist.

Abb. 4.7 zeigt die Umrisse der 2D-Domäne und einen Ausschnitt des Simulationser-
gebnisses. Die Elektronendichte im Halbleiter sowie die Netto-Ionendichte (Überschuss
der Kationen oder Anionen) sind farblich dargestellt. Qualitativ zeigt sich die unter-
schiedliche Abklinglänge des elektrischen Felds in Halbleiter und Elektrolyt. Die Krüm-
mung der Oberfläche zeigt entlang der gesamten Elektrolyt-Halbleiter-Grenzfläche
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4 Gedruckter Feldeffekttransistor mit vertikalem Stromfluss

Abbildung 4.7: Links: Darstellung der Geometrie der Domäne in der Elektrolyt-
Simulation. Rechts: Log. Elektronendichte im Halbleiter und Netto-Ionendichte im
Elektrolyt an der Halbleiter-Elektrolyt-Grenzschicht mit ausgebildeter Doppelschicht
entsprechend einer Gate-Spannung von ca. 2 V (siehe Text). Nach [1].
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Abbildung 4.8: Plot der Elektronen- und Netto-Ionendichte (Überschuss der Ka-
tionen bzw. Anionen) aus Abb. 4.7 entlang der eingezeichneten Linie entsprechend
einer Gate-Spannung von ca. 2,0 V. Die Simulationsergebnisse sind als Punkte, da-
zugehörige exponentielle Fits als durchgezogene Linien dargestellt. Das Vorzeichen
der Ladungsdichte-Achse gibt das Vorzeichen der Ladung der Ladungsträger an. Die
Ladungsträgerdichte nähert sich weit von der Grenzfläche entfernt im Elektrolyt 0, im
Halbleiter wegen der Ladungserhaltung einem Wert knapp unter der Dotierkonzentration
an. Die Abklinglänge beträgt im Elektrolyt 0,180 ± 0,006 nm, im Halbleiter 3,6 ± 1,4 nm
(nicht dargestellt). Nach [1].

54



4.4 Systematische Untersuchung des Verhaltens des vFET

keinen Einfluss auf die Ionendichte. Für eine quantitative Analyse wurde entlang der
gestrichelten Linie in Abb. 4.7 die Netto-Ladungsträgerdichte extrahiert. Wegen der
durch das Simulationsnetz diskretisierten Geometrie ergeben sich keine kontinuierli-
chen Werte, sondern diskrete Punkte in unregelmäßigen Intervallen. Die Ergebnisse
sind in Abb. 4.8 dargestellt. Die Simulationsergebnisse sind als Punkte, exponentielle
Fits als durchgezogene Linien eingetragen. Die Abklinglänge bzw. Debye-Länge der
Ionendichte im Elektrolyt beträgt 0,180 ± 0,006 nm und ist als punkt-gestrichelte Linie
dargestellt. Die Abklinglänge im Halbleiter beträgt 3,6 ± 1,4 nm. Zur Referenz ist die
Dotierkonzentration des Halbleiters eingezeichnet.

Der Wert im Elektrolyt liegt im Bereich des Durchmessers der Atome. Es ist
demnach unwahrscheinlich, dass benachbarte Domänen (bzw. sich gegenüberliegende
Grenzflächen) wechselwirken. Das Poisson-Boltzmann-Modell kann zwar die reale
Ladungsdichte wegen der nicht berücksichtigten Atomgröße nicht akkurat beschrei-
ben, trotzdem ist die Abklinglänge mindestens eine Größenordnung kleiner als der
Domänenabstand von ca. 20 nm. Die Abklinglänge von ca. 4 nm im Halbleiter deutet
(wie schon in Abb. 4.6(e,f)) darauf hin, dass eine kleinere Domänengröße die Transis-
toreigenschaften verbessern könnte, da dann ein größerer Teil des ca. 20 nm breiten
Halbleiters von der Gate-Spannung beeinflusst wäre.

Ein verbessertes Modell, das die sterischen Effekte berücksichtigt, ist z.B. ein
erweitertes Poisson-Boltzmann-Modell [140]. Das dort vorgestellten Modell bei einer
Konzentration von 0,1 M weicht bei Ionengrößen von mehreren Angstrom erst unterhalb
von 1 nm vom Poisson-Boltzmann-Modell ab.

Ein weiteres, feineres explizites Elektrolyt-Modell wäre, jedes Ion als Teilchen mit
Ladung und Größe zu modellieren. In einer Molekulardynamik(MD)-Simulation kann
man die Akkumulation von Ionen an einer geladenen Fläche simulieren. Bourg et al.[43]
zeigen an einer Elektrolyt-Elektrode-Grenzschicht, dass in 1,25 molaren Lösungen die
Ionenkonzentrationen im Abstand von 1 nm bereits die Bulk-Werte angenommen hat.
Auch die erweiterten Modelle unterstützen damit die Näherung der unabhängigen
Grenzschichten im vFET.

Ein MD-Modell könnte allerdings nicht in eine Simulation des vollständigen vFET
eingebaut werden, da die Zeit- und Raumskala, in der ein MD-Modell berechnet
werden kann, klein ist. So können mit Spezialhardware Zeiträume von 85 µs pro
Tag bei knapp 24000 Atomen[141] simuliert werden, was Simulationen von ganzen
Bauteilen und ihren Schaltvorgängen unmöglich macht.

4.4 Systematische Untersuchung des Verhaltens des
vFET

Das Modell aus dem vorigen Abschnitt 4.3 bildet die elektrischen Eigenschaften
des realen vFET gut ab. Das erlaubt es, im nächsten Schritt Parameterstudien
durchzuführen. Dafür wurden zwei Größen ermittelt, die im Experiment beeinflussbar
sind: Domänengröße und Dotierkonzentration. Die Ergebnisse der Parameterstudie
werden in diesem Kapitel vorgestellt.
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(a) Kleine Domänen (MC-
generiert, 5 · 109 MC-Schritte,
Fläche-Umfang-Verhältnis
des Halbleiters 3,4 nm)

(b) Mittelgroße Domänen
(aus REM-Aufnahme des
realen gedruckten Halbleiters,
Fläche-Umfang-Verhältnis
des Halbleiters 5,3 nm)

(c) Große Domänen (MC-
generiert, 1·1011 MC-Schritte,
Fläche-Umfang-Verhältnis
des Halbleiters 6,5 nm)

Abbildung 4.9: 2D-Morphologien, auf denen (in 3D konvertiert) über die Drift-
Diffusions-Simulationen der Einfluss der Domänengröße auf die Transfereigenschaften un-
tersucht wird. Der Halbleiter ist weiß, die Kavitäten (entsprechend der Gate-Elektrolyt)
schwarz dargestellt. Aus [123].

4.4.1 Einfluss der Domänengröße
Die Domänen im Halbleitermaterial des vFET entstehen durch einen Entmischungspro-
zess während des Ausheizens des Halbleiter-Precursor. Die Ionenkonzentration steigt
dabei an, was die Entmischungsdynamik beeinflusst. Wie im vorigen Abschnitt gezeigt,
verhalten sich die Oberfläche und das innere Volumen des Halbleiters unterschiedlich
beim Anlegen einer Gatespannung. Es ist deshalb davon auszugehen, dass auch die
Schwellspannung von der Domänengröße abhängt.

Um realistische Geometrien mit größeren/kleineren Domänen als Grundlage für
Drift-Diffusions-Simulationen herzustellen, wurde mittels 2D-Monte-Carlo-Rechnungen
(MC) (siehe Abschnitt 3.1) die Entmischung simuliert. Die Temperatur wurde un-
terschiedlich schnell unter die Phasenübergangstemperatur reduziert, um größere
(langsame Abkühlung) oder kleinere (schnelle Abkühlung) Domänen zu erhalten.
Eine genauere Beschreibung und Analyse ist in [123] zu finden. Die Ergebnisse der
MC-Rechnungen sind in Abb. 4.9 dargestellt. Die Temperatur wurde in der Simulation
linear gemäß Gl. 3.2 von einer festen Temperatur über der Glastemperatur auf den
absoluten Nullpunkt reduziert. Das bedeutet, die Anzahl der MC-Schritte ist indirekt
proportional zur Abkühlgeschwindigkeit (d.h. Temperatursprung pro Schritt). Wie
erwartet ist die Domänengröße bei schneller Abkühlung (in 5 · 109 MC-Schritten) klein
und bei langsamer Abkühlung (in 1 · 1011 MC-Schritten) groß. Die Geschwindigkeiten
wurden so gewählt, dass die Domänengröße der realen, experimentellen Morphologie
zwischen den Morphologien der beiden MC-Simulationen liegt. Die Morphologien
sind dabei nicht nur unterschiedlich skalierte Versionen voneinander, sondern weisen
unterschiedliche Strukturen auf, da die Perkolation der Domänen unterschiedlich ist.
Um die Domänengrößen quantitativ zu beschreiben, wurde in COMSOL sowohl die
Fläche als auch der Umfang der Halbleiterdomänen mit dem Maßband-Werkzeug
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Abbildung 4.10: Dargestellt sind die simulierten Drain-Stromstärken pro Transistor-
grundfläche über der Gatespannung für größere und kleinere Domänengrößen sowie
die gemessene und gefittete Transferkurve (siehe Abb. 4.9). Als Simulationsparameter
wurden die im Fit ermittelten Parameter verwendet. Die Source-Drain-Spannung beträgt
UDS = 0,5 V. Nach [1].

bestimmt und das Fläche-Umfang-Verhältnis (mit der Einheit m) des Halbleiters
in 2D ermittelt. Das Fläche-Umfang-Verhältnis beträgt für die kleineren Domänen
3,4 nm, bei der exp. Morphologie 5,3 nm und für die größeren Domänen 6,5 nm.

Anschließend wurden die MC-generierten Morphologien (wie die exp. 2D-Morphologie
aus Abschnitt 4.2) in 3D extrudiert und als Geometrie für die Berechnung einer Trans-
ferkurve in der Drift-Diffusions-Simulation verwendet. Die Simulationen wurden mit
den Ergebnissen des Parameter-Fits durchgeführt (Tab. 4.1 und 4.2 sowie UGS = 0,5 V).
Aus den Simulationen ergeben sich die in Abb. 4.10 dargestellten normierten Transfer-
kurven (mit der Stromstärke pro Transistorgrundfläche). Die experimentelle und die
simulierte Transferkurve des Fits sind ebenfalls für die gleichen Parameter dargestellt.
Im Fall der kleineren Domänen ist für Gatespannungen unter 0,25 V die numerische
Genauigkeit der Simulation nicht mehr ausreichend, sodass negative Werte nahe 0
entstehen die logarithmisch nicht darstellbar sind.

Bei größeren Domänen ist der Drain-Strom bei Gatespannungen unter 1 V größer als
im Experiment, bis er bei 0,0 V ca. 5 Größenordnungen höher ist. Grund dafür ist das
verringerte Verhältnis von Gate-Grenzfläche zu Volumen, was die gateunabhängigen
Gateströme im Vergleich zum gategesteuerten Strom vergrößert. Im Gegensatz dazu
sinkt der Drainstrom bei kleineren Domänen zu kleinen Gatespannungen hin stärker als
im Experiment, da der von der Gatespannung beeinflusste Anteil des Halbleiters größer
ist. Daraus folgt, dass das Verhältnis von On- zu Off-Strom durch die Domänengröße
variiert werden kann. Dies deutet auf Vorteile von kleineren Domänen hin, solange
keine anderen Parameter geändert werden und die Kontaktierung weiterhin mit der
gleichen Qualität möglich ist.
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4 Gedruckter Feldeffekttransistor mit vertikalem Stromfluss

Tabelle 4.3: Aus den Transferkurven aus Abb. 4.10 mit der H-Integral-Methode
berechnete Schwellspannung Uth des vFET mit unterschiedlicher Domänengröße bei der
Source-Drain-Spannung UDS = 0,5 V.
Domänengröße Kleinere Domänen Exp. Domänen Größere Domänen
Schwellspannung Uth 0,92 V 0,81 V 0,57 V

Aus den Transferkurven lässt sich auch die Schwellspannung Uth berechnen. Hier
wird dafür die H-Integral-Methode verwendet, die gut geeignet für Dünnschichttran-
sistoren ist[38, 142]. Die Ergebnisse sind in Tabelle 4.3 dargestellt. Der Wert für
die experimentellen Domänen weicht vom veröffentlichten Wert (0,6 V)[1] ab, da
dort die sqrt(Ids)-Methode verwendet wurde. Die Schwellspannung hängt (wie der
Off-Strom zuvor) von der Domänengröße ab, sie steigt für kleinere Domänen an.
Die Domänengröße ist damit eine Möglichkeit die Schwellspannung zu variieren. Da
sich insbesondere der Off-Strom ebenfalls mit der Domänengröße ändert, müssen
diese charakteristischen Größen bei der Wahl der Domänengröße immer gemeinsam
betrachtet werden.

4.4.2 Einfluss der Dotierkonzentration
Neben der Domänengröße ist auch die Dotierkonzentration über die experimentellen
Bedingungen (reduzierende oder oxidierende Umgebung) einstellbar. Wie im vorigen
Abschnitt soll deren Einfluss auf die Charakteristika des vFET untersucht werden.

Die Simulationen wurden mit den Ergebnissen des Parameter-Fits (Tab. 4.1 und 4.2)
sowie UDS = 0,5 V) auf der experimentellen Morphologie (siehe 4.9b) durchgeführt.
Nur die Dotierkonzentration wurde von 3 · 1017 cm-3 bis 3 · 1019 cm-3 in logarithmisch
konstanten Schritten variiert.

In Abb. 4.11 sind die Transferkurven mit der Stromstärke pro Transistorgrundfläche
aus den Simulationen dargestellt. Die experimentelle und die gefittete Transferkurve
(mit 5,4 · 1018 cm-3) wurden für die gleichen Simulationsparameter als Bezugskurven
hinzugefügt. Wie für einen Akkumulationstransistor erwartet, steigt der Drain-Strom
mit der Dotierkonzentration stetig an. Bei niedrigen Dotierkonzentrationen und
niedrigen Gatespannungen flachen die Transferkurven ab, was ein Artefakt der nicht
beliebig steigerbaren numerischen Simulationspräzision ist.

Der Einfluss der Dotierkonzentration ist bei niedrigen Gatespannungen größer (bis zu
8 Größenordnungen höherer Strom als im Experiment) als bei hohen Gatespannungen
(weniger als eine Größenordnung höher bzw. niedriger). Niedrigere Dotierkonzentratio-
nen führen zu einem qualitativ ähnlichen Transistorverhalten mit weniger Leckströmen
im Off-Zustand und höherer Schwellspannung, höhere Dotierkonzentrationen weisen
im betrachteten Gatespannungsintervall von 0 V bis 2 V dagegen kein nennenswertes
Transistorverhalten mehr auf.

Aus den Transferkurven von Abb. 4.11 ergeben sich mit der H-Integral-Methode die
Schwellspannungen in Tab. 4.4. Die berechnete Schwellspannung sinkt mit steigender
Dotierkonzentration im betrachteten Bereich um 1,5 V. Die berechneten Schwell-
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Abbildung 4.11: Dargestellt sind die simulierten Drain-Stromstärke pro Transistor-
grundfläche über der Gatespannung für Dotierkonzentrationen des SnO2 von 3 ·1017 cm-3

bis 3 · 1019 cm-3 sowie die gemessene und gefittete Transferkurve (bei 5,4 · 1018 cm18). Die
Simulationsparameter entsprechen bis auf die Dotierkonzentration den im Fit ermittelten
Parameter. Das Abflachen der drei niedrigsten Kurven zu niedrigen Gatespannungen
hin ist auf die endliche numerische Simulationspräzision zurückzuführen. Nach [1].

Tabelle 4.4: Aus den Transferkurven aus Abb. 4.11 mit der H-Integral-Methode
berechnete Schwellspannung Uth des vFET mit unterschiedlicher Dotierkonzentration
bei der Source-Drain-Spannung UDS = 0,5 V.

Dotierkonz. in cm−3 3 · 1017 1 · 1018 3 · 1018 1 · 1019 3 · 1019

Schwellspannung Uth 1,13 V 1,07 V 0,93 V 0,42 V -0,37 V
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Abbildung 4.12: Dargestellt ist das aus Simulationen berechnete On/Off-Verhältnis
(schwarz, linke Achse) und das Flächenintegral über die Elektronendichte über den
Querschnitt des Transistors (parallel zum Substrat). Die Dotierkonzentration ist auf
der x-Achse darsgestellt. Die Dotierkonzentration, die aus dem Fit der experimentellen
Daten hervorgeht, ist mit der blau gepunkteten Linie markiert. Niedrigere Dotier-
konzentrationen steigern das On/Off-Verhältnis, höhere senken das On/Off-Verhältnis
bedeutend. Das Flächenintegral der Elektronendichte steigt superlinear in der doppelt
logarithmischen Darstellung an, ein ähnliches Verhalten ist für die Stromstärke bei
hohen Gatespannungen zu erwarten. Nach [1].

spannungen der beiden höchsten Werte der Dotierkonzentration müssen dabei mit
Vorsicht betrachtet werden, da die Transferkurven im beobachteten Bereich nicht
mehr charakteristisch für einen Feldeffekttransistor sind.

Die Simulation bietet noch weitere Möglichkeiten, wichtige Aspekte des Verhaltens
des vFET zu untersuchen. In Abb. 4.12 ist zum einen das makroskopisch zugängliche
On/Off-Verhältnis (bei 2,0 V bzw. 0,0 V) über der Dotierkonzentration dargestellt).
Zusätzlich ist auch die integrierte Elektronendichte bei UGS = 2,0 V dargestellt, die
über die Querschnittsfläche parallel zum Substrat in einer Höhe von 25 nm (siehe
Abb. 4.6a) integriert wurde. Dies ist eine mikroskopische Größe, die experimentell
nicht ermittelbar und verwandt mit der makroskopischen Stromstärke durch den
vFET ist. Ein vFET mit niedrigerer Dotierkonzentration weist im Modell ein (bis zu
zwei Größenordnungen) größeres On/Off-Verhältnis auf als der reale vFET, höhere
Dotierkonzentrationen lassen das On/Off-Verhältnis im betrachteten Bereich um
fast 8 Größenordnungen fallen. Die integrierte Elektronendichte steigt im doppelt
logarithmischen Plot superlinear an, diese Größe steigt damit stärker als eine Potenz.
Im gesamten betrachteten Intervall steigt die integrierte Elektronendichte um weniger
als eine Größenordnung. Dies stimmt mit den Ergebnissen von Abb. 4.11 überein, wo
der On-Strom im Vergleich zum Off-Strom nur schwach von der Dotierkonzentration
abhängt.
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4.5 Randverluste und Eindringtiefe des Elektrolyt

Die Wahl der Dotierkonzentration ist stets ein Tradeoff zwischen verschiedenen
Zielgrößen. In diesem Fall hätte ein vFET mit höherer Dotierkonzentration ein
um einige Größenordnungen schlechteres On/Off-Verhältnis als Kosten für einen
größeren Gesamtstrom. Niedrigere Dotierkonzentrationen verbessern das On/Off-
Verhältnis, die Elektronendichte sinkt ca. um den Faktor 5. In der Realität wird
eine höhere Dotierkonzentration laut diesem Modell wenig sinnvoll sein, die gefittete
Dotierkonzentration ist als obere Grenze anzusehen. Niedrigere Werte können je nach
Anwendung (z.B. auch zur Erhöhung der Schwellspannung) auch sinnvoll sein.

4.5 Randverluste und Eindringtiefe des Elektrolyt
Im Experiment wurden vFET mit unterschiedlichen Seitenlängen untersucht. vFET
mit den Seitenlängen von 0,25 µm, 1,0 µm und 2,0 µm wiesen dabei Stromdichten von
0,35 MA/cm2, 0,21 MA/cm2 und 0,13 MA/cm2 bei UDS = 0,5 V und UGS = 2 V auf.[1]
Dass die Stromdichte bei größeren Transistoren niedriger ausfällt kann verschiedene
Gründe haben, die hier diskutiert werden sollen. Zunächst wird der Einfluss von
Strompfaden, die über die Elektrodenfläche hinausgehen, diskutiert und anschließend
eine nicht vollständige Tränkung des vFET durch den Elektrolyt überprüft.

4.5.1 Randströme
Die Abmessungen des aktiven Transistorbereichts werden beim gedruckten vFET
nicht durch den gedruckten Halbleiter, sondern durch die lithographisch erstellen
Source/Drain-Elektroden bestimmt. Herstellungsbedingt ist die mit Halbleiter be-
druckte Fläche größer als die der Elektroden. Außerdem werden die lithographisch
erstellten Source-Drain-Elektroden (wobei die eine vor, die andere nach dem Halbleiter-
Druckprozess erestellt wird) mit einem zusätzlichen Überlapp von 100 nm erstellt,
damit die Positionierung der zweiten Elektrode weniger sensitiv auf Positionsunge-
nauigkeiten ist. Aus diesen Gründen ist es plausibel, dass am Rand der Elektroden
der Strom nicht nur eine senkrechte Komponente zum Substrat, sondern auch eine
parallele Komponente aufweist. Anschaulich fließt dabei Strom aus dem Randbereich
der Elektroden durch den angrenzenden Halbleiterbereich, der nur von einer der
beiden Source/Drain-Elektroden bedeckt ist (siehe rote Pfeile in Abb. 4.13). Dies hat
Auswirkung auf die berechnete Stromdichte pro Transistorgrundfläche, da mit der
Elektrodengeometrie die reale aktive Fläche des vFET unterschätzt und die Stromdich-
te deshalb überschätzt wird. Die Auswirkung hat einen kleineren Effekt bei größeren
vFET-Seitenlängen, da das Verhältnis von Randströmen zu Bulkströmen mit der
vFET-Größe sinkt. In diesem Abschnitt wird deshalb der Anteil der Randströme am
Gesamtstrom über ein vereinfachtes Simulationsmodell untersucht und abgeschätzt.

In der Simulation wird dazu nur der Randbereich des Transistors betrachtet. In zwei
Simulationen auf einer quaderförmigen Geometrie wird der Stromfluss ohne und mit
Randeffekten simuliert. Dazu wird das Volumen, in dem die Randströme fließen, einmal
von der Simulation ausgenommen und einmal nicht. Die Differenz der Stromstärken
mit und ohne Randbereich ergibt die Randstromstärke. Anschließend wird der Strom
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4 Gedruckter Feldeffekttransistor mit vertikalem Stromfluss

Source

Drain

Poröser Halbleiter

Abbildung 4.13: Schematische Darstellung der Source-/Drain-Elektroden sowie der
Randströme (rot), die nicht senkrecht durch den Halbleiter (gelb) des vFET fließen. Die
Randströme reichen über die angenommene aktive Fläche des vFET hinaus, die sich
aus dem Überlapp der Source- und Drain-Elektroden ergeben. Blau eingezeichnet ist
der Ausschnitt des Halbleiters, der in Abb. 4.14 dargestellt ist. Die Halbleiterschicht
ist ca. 50 nm hoch. Die quadratische Überlappfläche der Source- und Drain-Elektroden
beträgt 0,25 µm, 1 µm oder 2 µm. Der Halbleiter steht ca. 0,1 µm über die Ränder der
Elektroden hinaus.

im Quader auf den Gesamtstrom in einem vollständigen vFET hochgerechnet.
Das Halbleitermaterial wird dazu als Quader angenähert. Für die Dicke des Quaders

aus Halbleiter-Material werden 20 nm gewählt, was der typischen Domänenbreite
entspricht Die Höhe beträgt mit 50 nm die Höhe des gedruckten Halbleiters im vFET.
Die Länge des Quaders beträgt 100 nm (Simulation ohne Randströme) bzw. 200 nm
(Simulation mit Randströmen). Dies entspricht der Überlänge der Elektroden im
Experiment. Mit dem Parametersatz aus Abschnitt 4.3 (Tab. 4.1 und 4.2) wurde
dann wie zuvor eine 3D-Berechnung der Halbleitergleichungen in COMSOL 5.2 bei
UDS = 0,5 V und UGS = 2 V durchgeführt.

Sowohl die Geometrie, die Verschaltung/Randbedingungen sowie die simulierten
Stromvektoren (Länge proportional zum Logarithmus der Stromdichte) sind in Abb.
4.14 dargestellt. Abb. 4.14a zeigt die Simulation ohne Randeffekte. Die Stromvektoren
stehen, wie erwartet, senkrecht auf den Source-/Drain-Elektroden. Die Stromstärke ist
an nah den in der Zeichenebene liegenden Oberflächen erhöht (Leitungskanal), dort
wurde in der Simulation die Gatespannung angelegt. In Abb. 4.14b wurde an den Qua-
der ein weiterer Quader elektrisch leitend angefügt, der unten an die Drain-Elektrode
kontaktiert, oben allerdings isoliert ist. Dies repräsentiert den Randbereich, in dem
Source-und Drain-Elektrode nicht mehr überlappen. Auch dort ist die Stromstärke an
der Gate-Elektrode erhöht. Im Inneren (links) des Transistors fließt der Strom wei-
terhin senkrecht zu den Source/Drain-Elektroden. Am Rand der von den Elektroden
überdeckten Fläche dringt der Strom auch seitlich in den angefügten Randblock ein
und fließt über die Drain-Elektrode am Substrat ab. An der Richtung und der Stärke
des Stroms ist ersichtlich, dass die Simulationbox ausreichend groß gewählt wurde und
Randeffekte durch die Simulation selbst nicht zu erwarten sind. In der Simulation kann
die Stromstärke für beide Simulationsläufe mit dem Integral der Stromdichte über die
Elektrodenfläche berechnet werden. Der Wert beträgt Ĩbulk = 1,02 · 10−5 A ohne bzw.
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Source-Elektrode

Drain-Elektrode 20 nm

Isolator

Source-Elektrodea)

b)

Drain-Elektrode

Gate-Elektrode

Gate-Elektrode

Gate-Elektrode

Abbildung 4.14: Dargestellt sind die quaderförmigen Modellsysteme zur Bestimmung
der Randströme im vFET (siehe Abb. 4.13). Die Simulationsbox ist 100x50x20 nm3

bzw. 200x50x20 nm3 groß. Die Pfeile stellen die Stromdichtevektoren dar, die bei einer
Gatespannung von 2 V und einer Source-Drain-Spannung von 0,5 V auftreten. Die
Gatespannung ist an die Flächen in der xz-Ebene angelegt. a) zeigt die Stromvektoren
der Simulation ohne den Randbereich. Die Vektoren zeigen von der Source-Elektrode
direkt zur Drain-Elektrode, die Stromdichte ist nahe der Gate-Elektrode größer als
im Inneren. In b) wurde ein Quader angefügt, der nur mit der Drain- und nicht
mit der Source-Elektrode verbunden ist, d.h. Randströme können hier aufteten. Die
Stromvektoren zeigen, dass Strom auch durch diesen Randbereich fließt, was bei der
Bestimmung der aktiven Fläche des vFET bzw. der Stromdichte (also Stromstärke pro
Grundfläche) berücksichtigt werden muss.
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4 Gedruckter Feldeffekttransistor mit vertikalem Stromfluss

Abbildung 4.15: Schematische Aufsicht auf den vFET (Überlappfläche der Source-
Drain-Elektrode) der Seitenlänge L. Es wird postuliert, dass im Inneren des vFET ein
Quadrat der Seitenlänge b nicht vom Elektrolyt erreicht wird. Es bleibt eine Randschicht
der Dicke d, in der der Halbleiter vom Elektrolyt durchdrungen ist. Nur in diesem
Bereich wird der Halbleiter von der Gate-Spannung beeinflusst. Nach [1].

1,21 · 10−5 A mit Randströmen. Die Differenz dieser Werte (Ĩedge = 1,9 · 10−6A) ist die
Randstromstärke in Quader-Testsystem.

Aus diesem Wert lässt sich die Randstromstärke Iedge(L) eines vFET der Seitenlänge
L bestimmen, indem das Produkt aus dem Umfang 4 · L, der Randstromstärke pro
Seitenlänge des Quader-Testsystems

(
Ĩedge

20 nm

)
und einem Morphologie-Korrekturfakor

k gebildet wird: 1

Iedge,sim(L) = 4 · L · Ĩedge

20 nm · k (4.2)

Durch k wird berücksichtigt, dass der Halbleiter porös ist und damit nicht auf
der gesamten Randlinie des vFET Randströme entstehen, sondern nur entlang der
Halbleiterdomänen und nicht in Elektrolyt-Bereichen. An einem repräsentativen
Teil der 3D-Morphologie (Abb. 4.3) wurde dazu die Zahl der Halbleiter-Elektrolyt-
Übergänge bestimmt (diese bestimmen die Zahl der vertikalen Leitungskanäle). Auf
330 nm wurden 19 dieser Übergänge ermittelt. Würde das Quader-Testsystem im
Block an eine Seite der 3D-Geometrie gesetzt, wären dort 33 Übergänge auf 330 nm
vorhanden. Der Skalierungsfaktor beträgt damit k = 19/33.

Um von diesen Werten aus der Quadergeometrie auf den gesamten Transistor zu
schließen, kann man zunächst die gemessene Stromstärke Itotal(L) um die berechnete
Randstromstärke Iedge,sim(L) korrigieren und daraus die um die Randströme korrigierte
Stromdichte Jtotal,corrected(L) des vFET berechnen:

Jtotal,corrected(L) = (Itotal,exp(L) − Iedge,sim(L)) · L−2 (4.3)

In Tabelle 4.5 sind der gemessene Gesamtstrom durch den vFET bei UDS = 0,5 V
und UGS = 2 V sowie die dazugehörige Stromdichte Jtotal[1], die aus Gleichung

1Ab hier weicht die Untersuchung der Randströme von der publizierten[1] Argumentation ab. Im
Abschnitt hier wird die poröse Struktur im Inneren des Transistors besser berücksichtigt, die
Grundaussagen und Schlüsse sind allerdings gleich.
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4.5 Randverluste und Eindringtiefe des Elektrolyt

Tabelle 4.5: Aufgelistet sind die gemessene Stromstärke (Itotal,exp) und -dichte
(Jtotal,exp) bei UDS = 0,5 V und UGS = 2 V, die aus der Simulation berechnete da-
zugehörige Randstromstärke Iedge,sim (Gl. 4.2) sowie die daraus berechnete um die
Randströme korrigierte Stromdichte Jtotal,corrected (Gl. 4.3). Die Korrektur reduziert
die Abhängigkeit der Stromstärke von der Seitenlänge L, die Abhängigkeit ist dennoch
weiter vorhanden.

Seitenlänge L (µm) 0,25 1,0 2,0
Itotal,exp(L) (mA) [1] 0,22 2,1 5,2
Iedge,sim(L) (mA) 0,055 0,22 0,44
Jtotal,exp(L) (MA/cm2) 0,35 0,21 0,13
Jtotal,corrected(L) (MA/cm2) 0,26 0,19 0,12

4.2 berechnete Randstromstärke Iedge,sim sowie die aus Gleichung 4.3 berechnete
korrigierte Stromdichte Jtotal,corrected für die drei untersuchten Transistorseitenlängen
L aufgelistet. Bei einer Seitenlänge von 0,25 µm beträgt der Randstrom ca. ein Viertel
des Gesamtstroms, das Verhältnis sinkt bei 1,0 µm auf 10% und bei 2,0 µm auf 8%.
Die gemessene Stromdichte nimmt mit der Größe des Transistors bei den untersuchten
Größen um knapp 2/3 ab. Im Vergleich dazu ist die um die Randströme korrigierte
Stromdichte weniger von der vFET-Größe abhängig (Absenkung um gut 50%).

Aus den Daten folgt, dass die Randströme bei L = 0,25 µm mit 25% zwar einen
signifikanten Anteil am Gesamtstrom haben, die Randströme alleine aber die beob-
achtete Minderung der Dichte der Stromstärke nicht erklären können, weil dann die
korrigierte Dichte der Stromstärke nicht mehr von L abhängen dürfte.

Eindringtiefe des Elektrolyt in den Halbleiter Die Stromstärke pro Transistor-
grundfläche sinkt mit der Transistorgrundfläche ab, selbst wenn die Stromstärke um
die Randströme korrigiert wird. Ein weiterer Grund für das beobachtete Sinken der
Stromdichte könnte eine begrenzte Tränkung/Benetzung des porösen Halbleiters mit
dem Elektrolyt sein. Eine endliche Eindringtiefe des Elektrolyten (der von den Seiten
in den porösen Halbleiter des vFET eindringen muss) würden bedeuten, dass bei
größeren Transistorgrundflächen das Zentrum des vFET nicht von der Gate-Spannung
beeinflusst werden könnte. Da die Schwellspannung positiv ist, würde dieser Bereich
in erster Näherung nicht zum Stromfluss bei UGS = 2 V beitragen. Die Stromstärke
stiege dann schwächer mit der Transistorgrundfläche an, da bei großen vFET nicht
die gesamte Grundfläche zur aktiven Transistorfläche zählen würde.

Deshalb wird nun abgeschätzt, wie weit der Elektrolyt in den vFET eindringen
müsste um den beobachteten Abfall der Stromdichte zu erklären. Es wird zunächst
angenommen, dass das Halbleitermaterial des vFET mit der Seitenlänge 0,25 µm
vollständig vom Elektrolyt durchdrungen ist. Dessen (um die Randströme korrigierte)
Stromdichte (nach Gleichung 4.3) wird als Wert für den aktiven Bereich der vFET
mit 1 µm bzw. 2 µm angenommen, die übrige Fläche als Isolator. Der reale Verlust λ
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4 Gedruckter Feldeffekttransistor mit vertikalem Stromfluss

der Stromdichte bereinigt um die Randströme ergibt sich aus folgender Gleichung:

λ(L) = 1 − Jtotal,corrected(L)
Jtotal,corrected(0,25 µm) für L > 0,25 µm (4.4)

Um die Eindringtiefe d daraus abzuschätzen, werden die in Abb. 4.15 gezeigten
Größen definiert. Aus der Seitenlänge L und der Eindringtiefe d ergibt sich ein Quadrat
der Seitenlänge b, das nicht vom Elektrolyt durchdrungen wird und deshalb nicht
zum aktiven Bereich des Transistors gehört. Der in Gleichung 4.4 definierte Verlust
der Stromdichte λ entspricht in Abbildung 4.15 dem Flächenverhältnis der Quadrate,
λ = b2

L2 . Daraus sowie aus d = L−b
2 lässt sich die Eindringtiefe d unter der Annahme

der konstanten Stromdichte des leitenden Materials bestimmen:

d(L) = L

2

(
1 −

√
λ(L)

)
für L > 0,25 µm (4.5)

Mit Formel 4.4 und den Werten aus Tab. 4.4 ergeben sich die Werte d(1,0 µm) = 0,24 µm
und d(2,0 µm) = 0,27 µm. Diese Werte stimmen mit der Annahme überein, dass der
Transistor mit 250 nm Seitenlänge vollständig durchdrungen ist. Die Berechnung
war demnach selbstkonsistent. Mit den zwei Datenpunkten lassen sich zwar keine
statistisch fundierte Aussagen machen, es unterstreicht aber die Möglichkeit, dass bei
hohen Seitenlängen der Elektrolyt nicht in den gesamten vFET eindringt bzw. nicht
das gesamte Halbleitermaterial über den Elektrolyt mit der Gate-Elektrode verbunden
ist.

4.6 Zusammenfassung
Der vFET ist ein teilweise gedruckter FET mit einem Elektrolyt als Gate-Elektrode
und einem Leitungskanal senkrecht zum Substrat, der es erstmals ermöglicht die
Leitungskanallänge von der lateralen (Druck-)Auflösung zu entkoppeln. Gemeinsam
mit der hohen inneren Oberfläche des porösen Halbleitermaterials konnte die Gruppe
von Subho Dasgupta laterale Stromdichten senkrecht zum Substrat im MA/cm2-
Bereich durch Messungen nachweisen.

Das Simulationsmodell der vorliegenden Arbeit wurde zunächt an Hand der vorlie-
genden Halbleitermorphologien aufgesetzt und in einem Fit ein physikalisch sinnvoller
Parametersatz ermittelt, sodass ein digitaler Zwilling des vFET erstellt werden konnte
der die Transfercharakeristik des realen vFET reproduziert. An Hand des Modells
konnte gezeigt werden, dass bei der im Experiment vorliegenden Domänengröße es
im Inneren der Domäne immer noch Bereiche gibt, die nicht von der Gatespannung
beeinflusst werden und deshalb kleinere Domänen von Vorteil wären. Ein modifiziertes
2D-Modell konnte selbstkonsistent zeigen, dass die Domänen als unabhängig voneinan-
der angesehen werden können da die Abklinglänge des elektrischen Felds im Elektrolyt
kleiner ist als der Abstand der Domänen zueinander.

In zwei Parameterstudien konnte mit dem Modell der Einfluss der Domänengröße
und der Dotierkonzentration auf die Transferkurven ermittelt werden. Dabei konn-
te bestätigt werden, dass kleinere Domänengrößen das On/Off-Verhältnis weiter
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verbessern, größere Domänen das Schaltvermögen des vFET aber bis zur Funktions-
unfähigkeit verhindern können. Aus den Transferkurven kann die Schwellspannung
ermittelt werden, sie sinkt für steigende Domänengrößen. Die Dotierkonzentration
wird indirekt über die Prozessierungsumgebung definiert und kann damit eingestellt
werden. In der Simulation wurden die Transferkennlinien für Dotierkonzentrationen
von 3 · 1017 cm−3 bis 3 · 1019 cm−3 erstellt. Bei niedrigen Dotierkonzentrationen sinkt
der Strom durch den Transistor vor allem im Off-Zustand um mehrere Größenordnun-
gen im Vergleich zur experimentell gemessenen Transferkurve. Die Schwellspannung
steigt für niedrigere Dotierkonzentrationen an. Höhere Dotierkonzentrationen steigern
den Stromfluss vor allem bei niedrigen Gatespannungen, sodass das Verhältnis von On-
zu Off-Strom niedriger wird. Bei der höchsten untersuchten Dotierkonzentration ist
das Transistorverhalten bereits gestört und das Bauteil nicht mehr sinnvoll nutzbar.

Die Schwellspannung Uth konnte beim vFET also aus einem gefitteten physikali-
schen Modell über simulierte Transferkennlinien bestimmt bzw. vorhergesagt werden.
Die Berechnung der Schwellspannung ist dabei über die Definition aus der Transfer-
charakteristik geschehen. Daraus lassen sich zunächst keine Rückschlüsse über die
physikalischen Mechanismen der Schwellspannung ableiten. Noch nicht bewiesen ist,
wie der Sperrzustand des Akkumulations-FET zustande kommt. Ebenfalls unklar
ist, welche Auswirkungen der Elektrolyt und damit einhergehende parasitäre Grenz-
schichtkapazitäten auf die Schwellspannung haben können. Dies wird im folgenden
Kapitel eingehend diskutiert.

Die Fragestellung, welchen Anteil Randströme am Gesamtstromfluss haben, konnte
mit dem digitalen Modell erfolgreich bearbeitet werden. Bei einer Seitenlänge von
L = 250 nm ist ca. ein Viertel des Gesamtstroms ein Randstrom. Dieser Anteil sinkt mit
dem Verhältnis von Umfang zu Fläche auf 8 % bei L = 2 µm. Im Simulationsmodell ist
selbstkonsistent bestätigt worden, dass der gemessene vFET mit 250 nm Seitenlänge
vollständig vom Elektrolyt durchdrungen ist und damit das gesamte Innere des
gedruckten Halbleiter mit dem Gate kontaktiert ist. Bei Größen von über 500 nm ist
aber mit einer nicht mehr vollständigen Durchdringung zu rechnen.
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5 Schwellspannungs-Modell basierend
auf Grenzschicht-Kapazitäten

Die Schwellspannung (engl. threshold voltage) eines FET kann sowohl mikroskopisch
physikalisch als auch makroskopisch phänomenologisch definiert werden. Im vorherigen
Kapitel zum vFET wurde die makroskopische Definition verwendet, bei der die
Schwellspannung in einer Transferkennlinie den Off- und On-Zustand eines Transistors
voneinander trennt. Diese Definition ist relevant für den Aufbau und Planung von
elektrischen Schaltungen, wo die Schwellspannung insbesondere für Digitalschaltungen
eine essentielle Größe ist.

Die mikroskopische Definition verwendet die elektronischen Eigenschaften des Halb-
leiters in einer Metall-Isolator-Halbleiter-Diode (siehe Abschnitt 2.2). Ein dotierter
Halbleiter kann dabei im Zustand der Akkumulation, Verarmung oder Inversion sein.
Die Schwellspannung kann dann definiert werden als Grenze zwischen Verarmung
und Inversion. Diese Definition ist äquivalent zur makroskopischen Definition, da die
Inversion in klassischen FET Voraussetzung für die Ausbildung eines Leitungskanals
ist und erst ab dieser Spannung der FET in den On-Zustand übergeht.

Die mikroskopische Definition ist zunächst nicht auf die in dieser Arbeit untersuchten
FET anwendbar, da die gedruckten EGFET nicht speziell dotiert werden sondern nur
die für Metalloxide typische n-Dotierung durch Sauerstofffehlstellen o.ä. aufweisen.
Somit sind keine sinnvollen gedruckten Inversions-FET möglich. Diese benötigen
für eine effiziente Zu- bzw. Abführung der Ladungsträger an der Source- und Drain-
Elektrode eine starke Dotierung, z.B. n-Dotierung für einen n-Leitungskanal. Allerdings
ist es möglich, dass Oberflächen-Zustände an der Halbleiter-Elektrolyt-Grenzschicht
sowie unterschiedliche Austrittsarbeiten der Stoffe zu einem Inversions-ähnlichen
Verhalten führen.[37]

Bisher wurden parasitäre (Grenzschicht-)Kapazitäten des Elektrolyt mit allen an-
grenzenden Stoffen vor allem für die AC-Eigenschaften des Transistors als relevant
angesehen, z.b. von Feng et al. als wichtige relevante Größe für die Schaltgeschwindig-
keit für anorganische Top-Gate-EGFET.[143] Die Grenzschichten des Elektrolyt mit
den angrenzenden elektrisch leitenden Stoffen verhalten sich dabei in guter Näherung
wie ein Plattenkondensator. Im Gegensatz zum herkömmlichen Plattenkondensator
entfällt das Isolatormaterial, die Energiebarriere des Übergangs von Ionen- zu Elektro-
nenleitung stellt den Gateisolator dar. Der „Isolator“ im Elektrolyt-Leiter-Übergang
ist damit minimal dünn (Helmholz-Doppelschicht, siehe Abschnitt 2.3). Da die Di-
cke des Isolators in einem Plattenkondensator invers proportional zur Kapazität ist,
weißt auch die Elektrolyt-Halbleiter-Grenzschicht eine hohe Kapazität auf sodass
auch bei niedrigen Spannungen eine hohe Gate-Ladung vorhanden ist. Dies erklärt
doe beobachteten niedrigen Betriebsspannungen von Elektrolyt-FETs. Für stationäre
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5.1 Qualitatives Modell der Schwellspannung im EGFET

Eigenschaften wie die Schwellspannung wurden die anderen Grenzschichtkapazitäten
des Elektrolyt bisher nicht berücksichtig und als nicht relevant angesehen.

In diesem Kapitel dieser Arbeit wird erstmals ein neuartiges Modell für die Schwell-
spannung in Elektrolyt-Transistoren vorgestellt, auf den Grenzschichtkapazitäten des
Elektrolyts mit allen angrenzenden Materialien basiert und zusammen mit experi-
mentellen Daten sowie einem Schaltkreismodell publiziert wurde.[2] Es ist ein neuer
Ansatz, dass die Grenzschichtkapazitäten des Elektrolyts auch für DC-Eigenschaften
wie die Schwellspannung relevant sind. Mit dem Modell kann erstmals die Rolle
der Grenzschichten des Elektrolyt im FET u.a. mit den Source-/Drain-Elektroden
und der Kontakt des Elektrolyt mit einer metallischen Gate-Elektrode untersucht
werden. Auch die Bedeutung der Verhältnisse der Grenzschichtkapazitäten zueinander
können diskutiert werden. Hierarchisch ist das Modell zwischen der Betrachtung über
Ladungsträgerdichten und der Betrachtung über die Transferkennlinien angesiedelt.
Es steht nicht in Konkurrenz zu den bestehenden Modellen für die Schwellspannung,
sondern ergänzt sie.

In Abschnitt 5.1 wird zunächst das qualitative Modell eingeführt und erklärt. Im An-
schluss daran wird in Abschnitt 5.2 anhand eines Ersatzschaltbilds eines vereinfachten
EGFET eine geschlossene Formel hergeleitet, die die Abhängigkeit der Schwellspan-
nung von den Grenzschichtkapazitäten beschreibt und diskutiert. Anschließend wird
das Modell in Abschnitt 5.3 in drei Beispielen auf reale Messdaten angewendet und
diskutiert, wie das Modell das Verständnis der Elektrolyttransistoren verbessern kann.

5.1 Qualitatives Modell der Schwellspannung im
EGFET basierend auf Grenzschicht-Kapazitäten

In diesem Abschnitt wird ein Modell für die Schwellspannung (engl. threshold vol-
tage) Uth eingeführt, das von den Grenzschichtkapazitäten abhängt. Zunächst wird
das Modell kurz motiviert, dann die Voraussetzungen und Annahmen vorgestellt.
Anschießend wird das Modell am Beispiel eines gedruckten EGFET mit Top-Gate
erläutert. Teile des qualitativen Modells wurden bereits im Rahmen dieser Arbeit in
einem Aufsatz veröffentlicht[2].

5.1.1 Motivation
Die Schwellspannung Uth als wichtiger Parameter eines Transistors wird in der Litera-
tur oft im Zusammenhang mit der sog. MIS-Diode (metal-insulator-semiconductor)
hergeleitet und eingeführt [37]. In der MIS-Diode wird dabei ausschließlich der Gate-
Stromkreis berücksichtigt. Dadurch werden Effekte vernachlässigt, die durch die Source-
Drain-Spannung in einem Feldeffekttransistor entstehen und das Modell ist einfacher
zu handhaben. Die Schwellspannung in einem herkömmlichen Inversions-Modus-FET
wird dabei als die Gate-Spannung definiert, bei der die dotierten Ladungsträger im
Leitungskanal-Volumen durch die Gate-Spannung bereits maximal verarmt wurden,
die Inversion aber noch nicht eingesetzt hat (siehe Abschnitt 2.2).
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Diese klassische Herangehensweise ist bei FETs im Akkumulations- statt Inversions-
modus zunächst nicht möglich, da der Übergang von der Verarmung zur Inversion bei
kurzem Blick fehlt. Es ist allerdings möglich, über entsprechende Kontaktpotentiale
einen negativen Offset in der Gatespannung zu erreichen. Dies führt zu einem ähnlichen
Verhalten wie in einem Inversions-FET.

Unabhängig von der Kenntnis der Majoritäts- und Minoritäts-Ladungsträgerdichte
ist es möglich, eine Verschiebung der Schwellspannung in Elektrolyt-Transistoren zu
beschreiben. Dies wird im Folgenden erklärt und beschrieben.

5.1.2 Annahmen und Voraussetzungen
Das Schwellspannungs-Modell für Elektrolyt-Transistoren basiert auf einigen vereinfa-
chenden Annahmen, die im folgenden Abschnitt aufgeführt und begründet werden
sollen. Die Annahmen bedingen sich zum Teil gegenseitig.

• Frei bewegliche Ionen im Elektrolyt. Der genaue Mechanismus des Ladungs-
transports ist dabei nicht relevant. Die Ionen können an den Grenzschichten
akkumulieren. Sie können also Doppelschichten nach Helmholtz, Stern oder
Gouy-Chapman ausbilden (siehe Abschnitt 2.3). Das Elektrolyt-Volumen ist
also ein elektrischer Leiter mit Ionen als Ladungsträger.

• DC-Betrieb. Es wird angenommen, dass alle angelegten elektrischen Spannungen
zeitlich konstant sind und Einschalteffekte keine Rolle spielen. Das impliziert,
dass alle geladenen Doppelschichten vollständig ausgebildet sind.

• Kein Gatestromfluss. Da die Doppelschichten ausgebildet sind, fließt kein Ver-
schiebungsstrom. Außerdem sollen keine Leckströme vorhanden sein.

• Keine chemischen (Redox-)Reaktionen während des Betriebs. Die Gate-Spannung
muss so niedrig sein, dass durch sie keine chemische Reduktion oder Oxidation
an den Elektrolyt-Grenzschichten stattfindet.

• Ladungserhaltung im Elektrolyt, ausgeglichene Nettoladung. Ohne chemische
Reaktionen bleibt die Zahl der Kationen und Anionen im Elektrolyt zeitlich
konstant.

• Vernachlässigbare Source-Drain-Spannung. Diese Spannung wird nicht berück-
sichtigt, deshalb gilt das Modell nur, wenn das elektrische Feld durch die Source-
Drain-Spannung klein gegenüber dem Feld durch die Gate-Spannung ist, analog
zur MIS-Dioden-Modell bei konventionellen Feldeffekttransistoren.

Der letzte Punkt ist genau genommen keine Voraussetzung für das Modell, ver-
einfacht allerdings die Argumentation und erlaubt damit eine Diskussion analog zur
MIS-Diode. In Abschnitt 5.2, wird ein geschlossener Ausdruck für die Schwellspannung
hergeleitet, dort wird die Source-Drain-Spannung tatsächlich vernachlässigt.
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5.1.3 Beschreibung und Diskussion des Modells
Betrachtet man einen gedruckten Elektrolyt-Transistor im Querschnitt (z.B. Abb. 5.1),
ergibt sich der Gate-Stromkreislauf zwischen (Top-)Gate und der Source-Elektrode
über die Bestandteile des EGFET. Top-Gate und Source/Drain-Elektrode sind jeweils
außerhalb der Zeichenebene mit der Spannungsquelle kontaktiert. Diese Spannung, die
von (Top-)Gate zur Source-Elektrode abfällt, ist die Gatespannung (UGS). Sie fällt an
der Reihenschaltung Top-Gate, Elektrolyt und der Kombination aus Halbleiter, Source-
und Drain-Elektrode ab. Die Source/Drain-Elektrode und der Halbleiter werden analog
zur MIS-Diode als Einheit betrachtet. Sie befinden sich auf dem gleichen elektrischen
Potential, da die Source/Drain-Spannung hier vernachlässigt wird. In Abb. 5.1 und 5.2
ist die Source-Elektrode deshalb geerdet, die Drain-Elektrode ist über den Halbleiter
und die Source-Elektrode ebenfalls geerdet.

Im Folgenden wird die Ladungsverteilung im Elektrolyt betrachtet, wenn eine positi-
ve Gate-Spannung angelegt ist (siehe Abb. 5.1). Die Oberfläche der Top-Gate-Elektrode
ist positiv geladen, insbesondere sammelt sich positive Ladung an der Grenzschicht
zum Elektrolyt an. Diese Ladung wird im Elektrolyten an der Grenzschicht durch die
Akkumulation von Kationen und Verarmung von Anionen kompensiert, die Summe
der Ladung auf beiden Seiten der Grenzschicht ist 0. Die Doppelschicht ist damit
ausgebildet. Würde eine Netto-Ladung auf einer Seite der Doppelschicht bleiben,
würde durch das entstehende elektrische Feld Ladung ab- oder zufließen, bis das
elektrische Feld abgebaut ist.

Das innere des Elektrolyt muss aus der gleichen Überlegung heraus ebenfalls feldfrei
sein, da ein elektrisches Feld zu einer Verschiebung der freien Ladungsträger (Ionen)
führt, wie in jedem elektrisch leitfähigen Material mit äußerem elektrischen Feld
im Gleichgewicht (ohne Nettostrom durch eine zusätzlich angelegte Spannung). Da
sich negative Ladung am der Grenzschicht zum Top-Gate angesammelt hat und die
Ladungskonzentration im inneren des Elektrolyt ausgeglichen sein muss, muss sich
die Gegenladung an den anderen Grenzschichten des Elektrolyt ansammeln. Konkret
bedeutet das, dass sich eine positive Ladung an der Grenzschicht zum Halbleiter, zu
den Source/Drain-Elektroden, zum Substrat und zur Umgebung ansammeln muss.
Die Ladungsmenge an jeder Grenzschicht hängt dabei von der Grenzflächenkapazität
ab. Diese Kapazität hängt vom Flächeninhalt der Grenzflächen selbst (Abmessungen
des Transistors) und der Kapazität pro Fläche ab. Die Kapazität pro (Grenz-)Fläche
hängt nur von den beteiligten Materialien und deren Beschaffenheit ab.

Die Ladung an der Halbleitergrenzschicht schaltet den Halbleiter über den Feldeffekt
und ist damit für den Transistorbetrieb relevant (siehe Abschnitt 2.2). Sie führt zu
einem elektrischen Feld im Halbleiter und bestimmt über den Feldeffekt dort die
Ladungsträgerdichte und Leitfähigkeit. Genauer gesagt ist die Ladungsdichte an der
Elektrolyt-Halbleiter-Grenzschicht physikalisch relevant, da das Gaußsche Gesetz aus
den Maxwellgleichungen Ladungsdichte und elektrische Flussdichte verknüpft:

∇⃗ · D⃗ = ρ (5.1)

Aus der Nettoladung an der Elektrolyt-Halbleiter-Grenzschicht wird also mit der
Bauteilgeometrie, den dielektrischen Eigenschaften der Materialien und der Gate-
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Abbildung 5.1: Schematische Darstellung eines gedruckten Elektrolyt-Transistors
sowie der Ladungsverteilung unter einer positiven Gate-Spannung in der Seitenansicht.
Source- und Drain-Elektrode sind auf dem gleichen elektrischen Potential (MIS-Diode).
Eine geladene Doppelschicht hat sich am Topgate-Elektrolyt-Interface ausgebildet. An
allen anderen Grenzschichten des Elektrolyts hat sich im Elektrolyt positive Ladung
entsprechend der Grenzfächenkapazitäten akkumuliert. Die Ladungsdichte am Elektrolyt-
Halbleiter-Interface bestimmt die Leitfähigkeit des Halbleiters über den Feldeffekt.
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Abbildung 5.2: Schematische Darstellung eines gedruckten Elektrolyt-Transistors
mit längeren Halbleiter-Kanal als in Abb. 5.1 sowie der Ladungsverteilung unter einer
positiven Gate-Spannung in der Seitenansicht. Alle anderen Abmessungen wurden
beibehalten. Source- und Drain-Elektrode sind wieder auf dem gleichen elektrischen
Potential (MIS-Diode). Die Ladung verteilt sich über eine größere Fläche, damit sinkt
das elektrische Feld im Halbleiter bei der gleichen Gate-Spannung.
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5.1 Qualitatives Modell der Schwellspannung im EGFET

Spannung ein elektrisches Feld definiert, das in den Halbleiter eindringt. Im EGFET
ist zu erwarten, dass viel Ladung an den Source/Drain-Elektrode anliegt, da in den
Elektroden aus ITO (also hoch dotiertem Indiumoxid) die Ladungsdichte materialbe-
dingt groß ist. Analog sollte die Grenzflächenkapazität zum Substrat (als Isolator)
klein und an der Umgebung (Isolator mit niedriger Permittivität) noch kleiner sein.

Um den Zusammenhang zur Schwellspannung herzustellen, soll kurz noch einmal
anschaulich daran erinnert werden, was die Schwellspannung aussagt. Auf Bauteilebe-
ne sagt sie aus, ab welcher Gate-Spannung ein Transistor durchschaltet. Mikrosko-
pisch gehört laut den vorigen Absätzen zur Schwellspannung ein bestimmter Wert an
Majoritäts- und Minoritätsladungsträgern im Halbleiter an der Grenzschicht zum Elek-
trolyt. Die Schwellspannung definiert also auch eine bestimmte elektrische Feldstärke,
die nach Gleichung 5.1 einer bestimmten Ladungsdichte an der Elektrolyt-Halbleiter-
Grenzschicht entspricht. Die Schwellspannung und die dazugehörige Ladungsdichte
an der Halbleiter-Elektrolyt-Grenzschicht beschreiben also auf unterschiedliche Weise
den selben physikalischen Zustand einmal makroskopisch und einmal mikroskopisch.

Um nun die Einflüsse auf die Schwellspannung zu diskutieren, können äquivalent die
Einflüsse auf die Ladungsdichte am Elektrolyt-Halbleiter-Interface analysiert werden.
Variiert man beispielsweise ausschließlich die Leitungskanallänge des Transistors, muss
sich die Ladung auf eine größere Fläche verteilen (siehe Abb. 5.2). Das bedeutet, eine
höhere Gate-Spannung ist nötig, um die selbe Ladungsdichte am Elektrolyt-Halbleiter-
Interface herzustellen wie zuvor. Anders ausgedrückt, die Schwellspannung ist in einem
Transistor mit längeren Leitungskanal (und sonst identischen Flächeninhalten) in
diesem Modell höher. 1

Eine Besonderheit dieses Modells ist, dass es nicht in Konkurrenz zu anderen
Schwellspannungs-Modellen steht, die z.B. auf Materialeigenschaften basieren. Das
Grenzschichtkapazitäts-Modell kann also parallel und unabhängig zu anderen Erklä-
rungsansätzen aus der Literatur wie die Dotierung[144, 145], Materialrisse [146] oder
Trap-Zustandsdichten [147, 148] stehen.

Bisher nicht berücksichtigt wurden Kontaktspannungen zwischen Elektroden und
Elektrolyt und an anderen Grenzschichten, da sie lediglich zu einem Offset der Ladung
an der jeweiligen Grenzschicht führen und somit die vorgestellen physikalischen
Zusammenhänge nicht ändern. Mit Kontaktspannungen könnten Doppelschichten
auch bereits ohne Gatespannung ausgebildet sein. Um die Diskussion nicht unnötig
zu verkomplizieren, wurde auf diesen Einfluss nicht weiter eingegangen. In Abschnitt
5.2.4 wird die Relevant von Kontaktspannungen näher diskutiert.

In der obigen Beschreibung wurde ebenfalls zur Vereinfachung die Source-Drain-
Spannung vernachlässigt. Wird sie berücksichtigt, liegt die Drain-Elektrode auf einem
anderen Potential als die Source-Elektrode und die Ladungsdichten an der Grenzschich-
ten zum Elektrolyt unterscheiden sich. Die Ladungsdichte am Halbleiter-Elektrolyt-

1Dabei ist anzumerken, dass die Ladung am Topgate-Elektrolyt-Interface nicht unabhängig von der
Gegenladung an den anderen Grenzschichten zu betrachten ist und die zur Verfügung stehende
Gesamtladung von den Grenzschichtkapazitäten abhängt. Hier ist aber zunächst wichtig, dass
eine Veränderung der Flächenverhältnisse zu einer Änderung der Schwellspannung führt. Im
nächsten Abschnitt (5.2) erfolgt eine tiefgehendere Analyse, die alle Grenzschichten zugleich
berücksichtigt.
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Übergang ist dann durch das zusätzliche elektrische Feld nicht mehr homogen. Die
grundsätzlichen Aussagen aus der Ladungserhaltung im Elektrolyt und der Ladungs-
verteilung an den Grenzflächen ändern sich nicht.

5.2 Berechnung der Schwellspannung über die
Ladungsdichte am Elektrolyt-Halbleiter-Übergang

Bisher wurde das Modell im vorigen Kapitel 5.1 qualitativ und phänomenologisch
vorgestellt. In diesem Kapitel soll nun eine geschlossene mathematische Formel für
die Schwellspannung abhängig von materialspezifischen Konstanten, den Kontaktka-
pazitäten und den Grenzflächeninhalten hergeleitet werden. Dafür wird in diesem
Kapitel zunächst ein Ersatzschaltbild des EGFET (mit Top-Gate) sowie die darin
enthaltenen Größen eingeführt und mit den Kirchhoffschen Regeln für die weitere
Rechnung relevante Relationen im Kontext des Ersatzschaltbilds definiert. Dann wird
mit Hilfe dieser Definitionen ein geschlossener Ausdruck für die Ladungsdichte an der
Halbleiter-Grenzschicht unter den Annahmen aus den Abschnitt 5.1.2 hergeleitet. Im
Anschluss wird diskutiert, welche Rolle davor nicht berücksichtigte Kontaktspannungen
in EGFET haben. Anschließend wird der Ausdruck in eine geschlossene Darstellung
der Schwellspannung umgeformt und diskutiert.

5.2.1 Ersatzschaltbild des Gate-Stromkreises
Zuerst soll ein Ersatzschaltbild des Gate-Stromkreises eines EGFET mit Top-Gate
definiert werden. In Abb. 5.3a sind noch einmal schematisch sämtliche Grenzschicht-
kapazitäten im EGFET dargestellt und farblich markiert. Die Gate-Spannung UGS

liegt zwischen der Top- und Source-Elektrode an und fällt an den Kapazitäten im
Transistor ab. Ein Spannungsabfall durch ohmsche Verluste wird vernachlässigt, da
Leckströme nicht modelliert werden und die Gate-Spannung als zeitlich konstant
angenommen wird (siehe Abschnitt 5.1.2).

In Abb. 5.3b ist das zu a) gehörige Ersatzschaltbild für den Gate-Stromkreislauf
dargestellt. Der Transistor besteht im Modell aus einer Reihenschaltung der Kapazität
der (Top-)Gate-Elektrolyt-Grenzschicht mit einer Parallelschaltung aus allen anderen
Grenzschichten des Elektrolyten (mit den Halbleiter, den Source/Drain-Elektroden,
dem Substrat und der Umgebungsluft). Alle parallel geschalteten Grenzschichten
sind im Modell geerdet, da zum einen die Spannungsquellen an den Elektroden
geerdet sind und das Substrat und die Umgebung als Isolatoren die Feldlinien letztlich
zur Erdung durchdringen lassen. Dies ist analog zu einer einzelnen Kugel, auf die
Ladung aufgebracht wird und von der deshalb sowohl ein elektrisches Feld ausgeht als
auch eine Potentialdifferenz zur Erdung vorherrscht. In anderen Worten, auch eine
einzelne Kugel oder allgemein Elektrode ohne explizite (bzw. unendlich weit entfernte)
Gegenelektrode weißt eine Kapazität auf[149](Abschnitt 1.5.2.2, Gl. 1.46b). Deshalb
muss an allen Grenzflächen Ladung akkumulieren, wobei die Menge der Ladung von
den lokalen Kapazitäten abhängt.
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Abbildung 5.3: a) Seitenansicht eines EGFET mit farblich markierten Grenzflächen
und den dazugehörigen Grenzschichtkapazitäten: (Top-)Gate zu Elektrolyt CGE , Elek-
trolyt zu Halbleiter (zwischen den Source-Drain-Elektroden) CCh, Elektrolyt zu Source-
Drain-Elektroden CSD, Elektrolyt zum Substrat CSub und Elektrolyt zur restlichen
Umgebung CEnv. b) Ersatzschaltbild des Gate-Stromkreislaufs mit allen Grenzschicht-
kapazitäten, wobei sämtliche Elektroden geerdet wurden wie in der MIS-Diode.

Für die Formeln werden die folgenden Symbole für die Grenzschicht-Kapazitäten
Cx eingeführt, die auch in Abb. 5.3a dargestellt sind:

• CGE (Gate Electrode) Kapazität der Grenzschicht zwischen Gate-Elektrode und
Elektrolyt. Die Grenzschicht beschreibt die gesamte Kontaktfläche zwischen Gate-
Elektrode und Elektrolyt, umfasst also sowohl ein Top-Gate (falls vorhanden)
als auch die planaren Elektroden (falls in Kontakt mit dem Elektrolyt).

• CCh (Channel) Kapazität der Grenzschicht zwischen dem Elektrolyt und dem
Halbleiter, genauer dem Halbleitermaterial zwischen der Source- und Drain-
Elektrode (dem potentiellen Leitungskanal). Gebiete mit Halbleitermaterial, das
auf den Source-Drain-Elektroden liegt, wird hier explizit ausgeschlossen und zur
Elektrodenfläche gezählt.

• CSD (Source Drain) Kapazität der Grenzschicht zwischen Elektrolyt und der
Source- und Drain-Elektrode.

• CSub (Substrate) Kapazität der Grenzschicht zwischen Elektrolyt und Substrat,
also alle übrigen Kontaktflächen mit dem Wafer.

• CEnv (Environment) Kapazität der übrigen Grenzschicht zwischen Elektrolyt
und der Umgebungsatmosphäre.

Im Folgenden werden auch die Spannungen Ux, die Ladungen Qx der Grenzschicht-
Kapazitäten sowie die dazugehörigen Flächeninhalte Ax der Grenzschichten mit den
gleichen Indizes gekennzeichnet.

Für die Herleitung werden weitere Relationen benötigt, die nun eingeführt wer-
den. In einer Parallelschaltung von Kondensatoren fällt an allen Kondensatoren die
gleiche Spannung ab, im Ersatzschaltbild in Abb. 5.3b trifft das auf die unteren vier
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Grenzschicht-Kapazitäten zu. Zur Vereinfachung wird diese Spannung als UNG (Not
Gate) bezeichnet:

UCh = USD = USub = UEnv ≡ UNG (5.2)

Die dazugehörige Ladung QNG ist die Summe aus den Einzelladungen in der Parallel-
schaltung:

QNG ≡ QCh + QSD + QSub + QEnv (5.3)

In einer Reihenschaltung von Kondensatoren ist die Ladung auf jedem Kondensator
gleich (d.h. QGE = QNG) und entspricht der Gesamtladung Qtot des Bauteils des
Ersatzschaltbilds:

Qtot ≡ QGE = QNG (5.4)

Mit diesen Definitionen lautet die Gesamtkapazität Ctot des Ersatzschaltbilds

Ctot =
( 1

CGE

+ 1
CNG

)−1
= CGE · CNG

CGE + CNG

(5.5)

Die extern angelegte Gate-Spannung UGS fällt nach der Kirchhoffschen Maschenregel
über den gesamten Transistor ab und verteilt sich in der Reihenschaltung auf die
beiden Spannungen UGE und UNG:

UGS = UGE + UNG (5.6)

Aus Qtot = QNG aus Gleichung 5.4 folgt außerdem:

UGS · Ctot = UNG · CNG ⇔ UNG = UGS · Ctot

CNG

(5.7)

5.2.2 Herleitung der Ladungsdichte am der
Halbleiter-Grenzschicht

Mit den Gleichungen 5.4 und 5.3 lässt sich die Ladung QCh an der Elektrolyt-Halbleiter-
Grenzschicht beschreiben:

QCh = Qtot − QSD − QSub − QEnv (5.8)

Die Ladungen können auch als Produkt der jeweiligen Spannung und Kapazität
beschrieben werden:

= Ctot · UGS − USD · CSD − USub · CSub − UEnv · CEnv (5.9)

Dann kann mit Hilfe der Gleichung 5.2 die Spannung UNG ausgeklammert werden:

= Ctot · UGS − UNG · (CSD + CSub + CEnv) (5.10)

Gleichung 5.3 vereinfacht den Ausdruck in der Klammer:

76



5.2 Berechnung der Schwellspannung über die Ladungsdichte

Der Ausdruck in der Klammer kann mit dem zu Gleichung 5.3 analogen Zusammenhang
der Kapazitäten vereinfacht werden:

= Ctot · UGS − UNG · (CNG − CCh) (5.11)

Dann wird UNG mit der Gleichung 5.7 ersetzt:

= Ctot · UGS − UGS · Ctot

CNG

· (CNG − CCh) (5.12)

Diesen Ausdruck kann man noch mit Ausklammern umschreiben:

= Ctot · UGS

(
1 − 1

CNG

(CNG − CCh)
)

(5.13)

Sowie vereinfachen:

= Ctot · UGS · CCh

CNG

(5.14)

Ersetzt man CNG wieder, erhält man:

QCh = Ctot · UGS · CCh

CCh + CSD + CSub + CEnv

(5.15)

Um die Gesamtkapazität Ctot zu eliminieren, kann man Gleichung 5.5 in Gleichung
5.14 einsetzen:

QCh = Ctot · UGS · CCh

CNG

= UGS · CGE · CNG

CGE + CNG

· CCh

CNG

(5.16)

= UGS · CGE · CCh

CGE + CNG

Ersetzt man CNG durch die Summe der Einzelkapazitäten, erhält man den Ausdruck:

QCh = UGS · CGE · CCh

CGE + CCh + CSD + CSub + CEnv

(5.17)

Die Gleichungen 5.15 und 5.17 beschreiben in geschlossener Form die Ladung an der
Elektrolyt-Halbleiter-Grenzschicht abhängig von der angelegten Gate-Spannung und
den einzelnen Grenzschicht-Kapazitäten.

Später ist allerdings nicht die Ladung, sondern die Ladung pro Fläche (Ladungs-
dichte) relevant, da die Ladungsdichte an der Elektrolyt-Halbleiter-Grenzschicht das
elektrische Feld im Halbleiter und damit die Leitfähigkeit des Halbleiters bestimmt.
Die Gleichungen 5.15 und 5.17 lassen sich trivial umschreiben in Gleichungen für die
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Ladungsdichte, indem beide Seiten der Gleichung durch den Flächeninhalt ACh der
Elektrolyt-Halbleiter-Grenzschicht geteilt wird:

QCh

ACh

= Ctot · UGS ·
CCh

ACh

CCh + CSD + CSub + CEnv

(5.18)

= UGS ·
CGE · CCh

ACh

CGE + CCh + CSD + CSub + CEnv

(5.19)

Die Kapazität pro Fläche CCh

ACh
ist keine Konstante. Sie hängt zum einen von den

Grenzschicht-Materialien und zum anderen von der Gatespannung ab. Letzteres
folgt daraus, dass die Zustandsdichte um das Fermi-Niveau von der Gate-Spannung
abhängen muss, da ansonsten die Leitfähigkeit des Transistors unabhängig von der
Gatespannung wäre.

5.2.3 Herleitung des geschlossenen Ausdrucks für die
Schwellspannung

Gesucht ist ein geschlossener Ausdruck für die Schwellspannung, der beschreibt, wie die
Schwellspannung von den Grenzschicht-Kapazitäten abhängt. Dazu wird in Gleichung
5.19 die Gate-Spannung UGS auf die Schwellspannung Uth eines imaginären Transistors
gesetzt. Die Ladungsdichte, die sich daraus ergibt, ist entsprechend die Ladungsdichte
bei der Schwellspannung. Im Folgenden werden Größen, für die UGS = Uth gilt, mit dem
Subskript th gekennzeichnet. Für die Ladungsdichte

(
QCh

ACh

)
th

der Halbleiter-Elektrolyt-
Doppelschicht bei der Schwellspannung gilt also:

(
QCh

ACh

)
th

= Uth ·
CGE · CCh

ACh

CGE + CCh + CSD + CSub + CEnv

(5.20)

Aufgelöst nach der Schwellspannung Uth erhält man:

Uth =
(

QCh

ACh

)
th

· CGE + CCh + CSD + CSub + CEnv

CGE · CCh

ACh

=
(

QCh

ACh

)
th

·
(

CCh

ACh

)−1
·
(

1 + CCh + CSD + CSub + CEnv

CGE

)
(5.21)

Dies ist eine geschlossene Darstellung der Schwellspannung, die von der konstanten
Ladungsdichte am Halbleiter-Elektrolyt-Übergang bei der Schwellspannung, der varia-
blen Kapazität pro Fläche der selben Grenzfläche sowie allen Grenzschicht-Kapazitäten
des Elektrolyten abhängt.

Die Vorfaktoren in Formel 5.21 lassen sich noch einmal umschreiben. Zum einen
kann die Grenzfläche ACh gekürzt werden, zum anderen kann das Verhältnis aus der
Ladung (QCh)th und der Grenzschichtkapazität CCh in die mikroskopische Grenz-
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schichtspannung (UCh)th umgeformt werden:

Uth =
(

QCh

CCh

)
th

·
(

1 + CCh + CSD + CSub + CEnv

CGE

)

= (UCh)th ·
(

1 + CCh + CSD + CSub + CEnv

CGE

)
(5.22)

Dies ist eine weitere, alternative geschlossene Darstellung der Schwellspannung. Die
Größe (UCh)th beschreibt dabei die Spannung, die sich aus der Ladungsseparation an
der Elektrolyt-Halbleiter-Grenzschicht bei UGS = Uth ergibt. Die Ladungsseparation
führt zu einem elektrischen Feld, das über den Feldeffekt die Leitfähigkeit des Halb-
leiters und damit den Transistor steuert. In die Stärke des elektrischen Felds fließt
neben der Spannung auch die Länge der Helmholtz-Doppelschicht im Elektrolyt.

Die Grenzschicht-Kapazitäten hängen (wie in jedem herkömmlichen Kondensator)
u.a. von der Fläche ab. Sieht man die Doppelschicht als Plattenkondensator an, ergibt
sich die Kapazität aus der Fläche A, dem Abstand der Ladungen d (der Dicke der
Doppelschicht) sowie der elektrischen Feldkonstanten ϵ0 und der Permittivität ϵr:

C = ϵ0ϵr
A

d
, (5.23)

Es muss beachtet werden, dass die gedruckten Materialien eine raue Oberfläche
haben und deshalb die reale mikroskopische Fläche nicht der makroskopischen Flä-
che entspricht. Die mikroskopische Fläche ist dennoch direkt proportional zu den
makroskopischen Abmessungen.

Die Ladungsdichte am Halbleiter-Elektrolyt-Übergang bei der Schwellspannung(
QCh

ACh

)
th

und die mikroskopische Spannung am Elektrolyt-Halbleiter-Übergang (UCh)th

sind physikalische Größen, die u.a. von den elektronischen Eigenschaften des Halbleiters
(Position des Fermi-Niveaus durch Dotierung beim Herstellungsprozess, Trap-Zustände
etc.) anhängen. Die Dicke des Halbleiters kann auch eine Rolle spielen wenn der
Halbleiter dünner als die Debye-Länge im Halbleiter ist, dies ist bei den in dieser
Arbeit untersuchten Transistoren aber nicht zu erwarten. Es ist anzunehmen, dass
diese Ladungsdichte bei der Schwellspannung für einen bestimmten Typ von Transistor
(also für eine bestimmte Abfolge von Herstellungsschritten und Materialien aus dem
selben Herstellungsbatch) konstant ist. Von Randeffekten abgesehen, ist auch nicht
zu erwarten, dass die Abmessungen des Transistors eine Rolle spielen. Möglicherweise
spielen Umgebungseffekte sowohl bei der Herstellung als auch bei der Lagerung
während der Messung eine Rolle, wobei die Abweichungen innerhalb eines Herstellungs-
Batchs kleiner sein sollten als zwischen verschiedenen Batches. Die Luftfeuchtigkeit
der in dieser Arbeit untersuchten EGFET wurde während des Druckens und Messens
auf 50% rel. Luftfeuchtigkeit geregelt.

Wie schon in Abschnitt 5.1.3 beschrieben, wurden auch hier die Kontaktspannungen
für eine einfachere Beschreibung vernachlässigt. Um sie zu berücksichtigen, müssten
Spannungsoffsets gemäß den Austrittsarbeiten auf die einzelnen Grenzschichtspan-
nungen addiert werden. Die Rechnung verkompliziert sich, an den grundsätzlichen
Überlegungen ändert sich allerdings nichts. Eine qualitative Diskussion findet im
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nachfolgenden Abschnitt 5.2.4 statt, wo auch näher beschrieben wird, warum Kon-
taktspannungen für einen Vorzeichenwechsel der Schwellspannung notwendig sind.

Ebenfalls nicht berücksichtigt wurde die Source-Drain-Spannung UDS. Vikash et
al.[150] konnten in Simulationen zeigen, dass in organischen Elektrolyt-Transistoren
die Source-Drain-Spannung für die Ladungsverteilung nicht generell vernachlässigt
werden kann. Führt man UDS ein und ändert so das Modell von einer MIS-Diode zu
einem vollen Transistor (Triode), ändert sich zunächst das elektrische Potential der
Drain-Elektrode und graduell das des Halbleiters (Erdungspunkt bleibt die Source-
Elektrode). Rechnerisch addiert sich UDS auf die Spannung der Drain-Elektrode. Das
elektrische Potential ändert sich kontinuierlich von der Drain-Elektrode über den
Halbleiter bis zur Source-Elektrode. Vereinfachend könnte die Spannung der Halbleiter-
Elektrolyt-Grenzschicht auf den Mittelwert der Source- und Drain-Elektrode gesetzt
werden.

Diese Näherungen sind allerdings sehr grob, weshalb nicht weiter auf das erweiterte
Modell eingegangen wird. Zukünftige Arbeiten könnten auf die Auswirkungen der
Source-Drain-Spannung genauer eingehen.

Im Rahmen dieser Arbeit wurden bereits versucht, eine gekoppelte Simulation
des Elektrolyten und des Halbleiters (jeweils Drift-Diffusions-Modell, einmal Nernst-
Planck-Poisson-Gleichungen, einmal Halbleitergleichungen genannt) durchzuführen.
Grundlage war ein COMSOL-Modell eines Ionensensitiven Feldeffekttransistors (che-
mischer Sensor) [151]. Allerdings konnte für das darauf aufbauende Modell eines
EGFETs keine Lösung berechnet werden, da das hochlineare Modell nicht konver-
gierte. Verschiedenste Ansätze, von Netzanpassungen über Geometrieänderungen
bis hin zu Vorberechnungen von Anfangsbedingungen, halfen nicht. Auch das hin-
zugezogene nationale und internationale Supportteam sowie das Entwicklungsteam
der Simulationssoftware COMSOL konnte keine weiteren Tipps geben, die das Mo-
dell nicht den physikalisch wichtigen Zusammenhängen beraubt. Das Vorgehen und
Zwischenergebnisse sind im Anhang in Abschnitt 8.3 zusammengefasst.

5.2.4 Bedeutung von Kontaktspannungen
In diesem Abschnitt wird genauer diskutiert, was Kontaktspannungen im Rahmen des
Grenzschichtkapazitäts-Modells bewirken. Bildet sich an einer beliebigen Grenzschicht
im EGFET auch ohne angelegte Spannungen eine Doppelschicht aus oder bildet sich
z.B. durch eine Redoxreaktion eine Monolage an einer Grenzfläche, führt dies auch
an allen anderen Grenzschichten zu einer geladenen Doppelschicht. Insbesondere die
Halbleiter-Elektrolyt-Grenzschicht kann also auch ohne von außen angelegte Span-
nungen bereits geladen sein. Umgekehrt bedeutet das, dass bei einer bestimmten
Gatespannung UGS,0 ≠ 0 V die Halbleiter-Elektrolyt-Grenzschicht ungeladen ist. In
einem EGFET ohne Kontaktspannung entspricht der physikalische Zustand des Halb-
leiters (als aktivem Material) bei UGS = 0 V also dem Zustand in einem EGFET mit
Kontaktspannung bei UGS = UGS,0. Dabei ist zu beachten, dass UGS,0 keine Konstante
ist, sondern wie Uth von allen Grenzschichtkapazitäten sowie den Kontaktspannungen
abhängt.

Damit kann erklärt werden, wie die Schwellspannung durch Änderungen der Grenz-
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schichtkapazitäten einen Vorzeichenwechsel vollziehen kann. Nach Gleichung 5.22 hat
Uth eigentlich das gleiche Vorzeichen wie die Konstante (UCh)th. Nach obiger Argu-
mentation ist die Skala der Gatespannung UGS mit Kontaktspannungen allerdings
verschoben gegenüber dem Fall ohne Kontaktspannung wie in Gleichung 5.22. Damit
ist ein Vorzeichenwechsel der Schwellspannung möglich.

Anschaulich ist das in einem n-Halbleiter z.B. dann der Fall, wenn durch Vorspan-
nungen bei UGS = 0 V der Transistor bereits leitet und eine negative Gatespannung
nötig ist, um die Schwellspannung zu erreichen und den Transistor in den off-Zustand
zu bringen. Uth ist deshalb negativ. Verändert man an diesem EGFET die Grenz-
schichtkapazitäten so, dass der Einfluss der Vorspannung geringer wird, kann man
erreichen, dass Uth positiv wird. Dieser EGFET ist dann bei UGS = 0 V im off-Zustand
und eine positive Gatespannung ist nötig, um ihn in den on-Zustand zu bringen.

5.3 Anwendung des Modells auf reale Systeme
In diesem Abschnitt wird das vorgestellte Schwellspannungs-Modell auf Fragestel-
lungen aus dem realen Laborbetrieb angewendet. Zum einen werden experimentell
beobachtete Abhängigkeiten erklärt, zum anderen die Abhängigkeiten von experimen-
tell zugänglichen Grenzflächeninhalten diskutiert.

5.3.1 Skalierung der Schwellspannung mit der Länge des
Leitungskanals

In Experimenten wurde von Gabriel Marques beobachtet, dass die Schwellspannung von
EGFETs mit Top-Gate mit der Veränderung der Länge des Leitungskanals (d.h. dem
Abstand der Source-Drain-Elektroden) skaliert werden kann. Das in diesem Kapitel
vorgestellte Modell bietet eine mögliche Erklärung, warum die Schwellspannung von
der Länge, nicht aber der Breite des Leitungskanals abhängt. Die experimentellen
Ergebnisse von Gabriel Marques sowie August Arnal Rus, die von mir erarbeitete
Erklärung sowie eine empirische Modellierung für Schaltungssimulationen von Farhan
Rasheed wurden in der Veröffentlichung Channel Geometry Scaling Effect in Printed
Inorganic Electrolyte-Gated Transistors publiziert [2]. In dieser Arbeit werden die
Daten aus dem Experiment sowie die Erklärung der Schwellspannungs-Abhängigkeit
von der Leitungskanallänge noch einmal beschrieben.

Experimentelles Setup

Im Vergleich zum vFET sind in-plane-EGFET einfacher im Aufbau und erlauben
einen größeren gedruckten Anteil. Am INT wurden in-plane EGFET für diese Arbeit
von der Arbeitsgruppe von Prof. Dr. Jasmin Aghassi-Hagmann und Dr. Ben Breitung
hergestellt. Schematisch ist der Aufbau in Abb. 5.4 dargestellt. Herkömmliche EGFET
(ohne Top-Gate) besitzen eine Gate-Elektrode, die die L-förmigen Souce-/Drain-
Elektroden möglichst weit umschließt. Der Elektrolyt überlappt sowohl mit dem Gate
als auch dem Halbleiter. Die Grenzflächen sollten groß gewählt werden, um eine gute
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Verschaltung zu gewährleisten. Nachteilig ist die große Grenzschichtkapazität des
Elektrolyts mit den Source-/Drain-Elektroden. Ebenso ist der effektive Abstand von
Gate zu Halbleiter nicht beliebig verringerbar, da sie in einer Ebene liegend über den
Elektrolyt aus der Ebene heraus verschaltet sind.

Um diese Nachteile zu beheben, kann ein Top-Gate eingefügt werden. Es besteht aus
einem Streifen aus PEDOT:PSS, das auf den Elektrolyt gedruckt wird. Es sinkt leicht
in den Elektrolyt ein und bildet eine große Grenzfläche mit dem Elektrolyt aus. Das
Top-Gate leicht über die gesamte Länge des Halbleiters gedruckt werden, sodass die
Strompfade im Elektrolyt kürzer werden und die Schaltgeschwindigkeit verbessert wird.
Zusätzlich muss der Elektrolyt nicht mehr die Source-/Drain-Elektroden bedecken,
sondern sollte nur annähernd den Halbleiter überdecken.

Der Herstellungsprozess der in-plane-EGFET am INT soll exemplarisch am Top-
Gate-EGFET skizziert werden wie er von Marques et al. entwickelt wurde.[146, 152]
Zunächst werden auf einem mit ITO beschichteten Substrat die Leiterbahnen und
Elektroden über einen Laser oder einen Elektronenstrahl lithographisch erstellt. Dann
wird mit einem Tintenstrahldrucker (z.B. DIMATIX 2831) der Halbleiter-Precursor
(Indiumsalze mit Hilfsstoffen wie Oxidationsmittel) zwischen Source- und Drain-
Elektrode in einer Kammer mit definierter Temperatur und Luftfeuchtigkeit gedruckt.
Das gesamte Substrat mit Precursor muss dann ausgeheizt werden. Dabei wandelt
sich der Precursor in polykristallines In2O3 um. Ebenfalls in der Klimakammer wird
anschließend der Elektrolyt bestehend aus DMSO als Lösungsmittel, PVA als Matrix,
LiClO4 für die elektrische Leitung sowie PC auf die EGFET gedruckt. Je nach
Transistor-Typ wird anschließend noch das Top-Gate aus PEDOT:PSS im gleichen
Verfahren gedruckt.

Experimentelle Daten

Gabriel Marques und August Arnal Rus hatten systematisch den Einfluss der Länge
und der Breite des Leitungskanals auf die charakteristischen Eigenschaften (Schwell-
spannug und Transkonduktanz) der Top-Gate-EGFETs untersucht. Dafür wurden
für alle Kombinationen der Längen von 10 µm bis 100 µm und Breiten von 200 µm
bis 600 µm Transferkennlinien (Source-Drain-Strom über der Gatespannung) und
Outputkennlinien (Source-Drain-Strom über der Source-Drain-Spannung) gemessen.
Für jede Kombination aus Breite und Länge wurden 10 Transistoren (insgesamt 180)
hergestellt. Im nächsten Schritt wurden von Farhan Rasheed und mir die Daten aller
defekten Transistoren aussortiert, sodass Daten von 90 Transistoren verblieben. Die
Kriterien für defekte Transistoren waren dabei:

• Ist der Stromfluss (z.B.) durch die Source-Elektrode bei einer Gatespannung von
-0,5 V (Leckstrom) größer als 100 nA, deutet dies entweder auf unerwünschte
Strompfade zwischen den Source- und Drain-Elektroden hin, oder das leitfähige
Polymer des Top-Gates ist zu weit in den Elektrolyt abgesunken und berührt
eine der Elektroden.

• Sprünge in der Stromstärke weisen auf Kontaktschwierigkeiten entweder im
Bauteil selbst oder in der Kontaktierung mit dem Messgerät hin.
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Abbildung 5.4: Schematische Darstellung eines EGFET ohne Top-Gate (a,c) und
mit Top-Gate (b,d) von oben (a,b) und im Schnittbild (c,d) wie sie z.B. von den
Partnern am INT erstellt wurden. Ohne Top-Gate ist die Gate-Elektrode (G) (ITO)
groß und umschließt einen möglichst großen Teil des EGFET. Der Elektrolyt (EL)
soll eine möglichst große Grenzfläche mit dem Gate haben. Zwischen Source(S)- und
Drain(D)-Elektrode ist der gedruckte Halbleiter (HL) aufgebracht. Mit Top-Gate ist die
ITO-Gate-Elektrode klein und dient hauptsächlich als Anschluss für das Top-Gate, das
auf den Elektrolyt gedruckt wird. Mit Top-Gate ist die Qualität des EGFET verbessert,
da der Gate-Widerstand durch die verkürzte Leitungsstrecke im Elektrolyt niedriger ist
und unerwünschte Grenzschichtkapazitäten mit den Source-/Drain-Elektroden verringert
sind.
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• Fehlendes nichtlineares Verhalten, was auf weitere unerwünschte ohmsche Lei-
tungspfade hindeutet.

Beispiele für defekte und funktionierende Output- und Transferkennlinien sind im
Anhang im Abschnitt 8.2 abgebildet.

Aus den Transfer-Kennlinien der übrigen Transistoren wurde jeweils die Schwell-
spannung im linearen (UGS = 0.2 V) und gesättigten (UGS = 1.0 V) mit der H-
Integral-Methode [142] jeweils die Schwellspannung berechnet. Diese Methode ist für
Dünnschichttransistoren (TFT) besonders gut geeignet und robust [38]. Die Ergebnisse
sind in Abb. 5.5 über der Leitungskanal-Länge L und der -Breite W dargestellt. Die
Kreuze beschreiben die Schwellspannung individueller Transistoren, die durchgezoge-
nen Linien verbinden die Mittelwerte der jeweiligen Leitungskanal-Geometrien. Die
Schwellspannung Uth steigt sowohl im linearen als auch im gesättigten Regime mit der
Leitungskanal-Länge L. Im Bereich von L von 10 µm bis 100 µm steigt Uth um ca. 0,2 V
bis 0,25 V. Die Steigerung von Uth mit L ist im linearen Transistorregime annähernd
linear. Im gesättigten Regime sinkt die Steigung leicht mit L. Im Gegensatz dazu
hängt Uth im Bereich von 200 µm bis 600 µm nicht von der Breite des Leitungskanals
W ab.

Diskussion der Erklärungsansätze in der Literatur

Es existieren bereits einige Studien zum geometrischen Skalierungsverhalten von
EGFETs. Liu et al.[153] berichten, dass in OTFTs die Schwellspannung mit der
Leitungskanallänge L sinkt, für L > 40 µm sich aber nicht mehr ändert. Sie erklären
dies mit dem Einfluss des Kontaktwiderstandes, der mit größerem L abnimmt. Dies
ist allerdings eine gegenteilige Beobachtung zum EGFET-Verhalten in dieser Arbeit.
Lee et al.[154] berichten über steigende Schwellspannungen für größere L (im Bereich
5-50 µm) für a-InZO-TFTs, trotz Korrektur auf die Kontaktwiderstände. Sie führen
das beobachtete Verhalten auf Hystereseeffekte, die die Schwellspannung während
einer Messung in diesen Materialien driften lassen. Mondal et al.[147] beobachteten
in EGFETs ebenfalls einen Anstieg der Schwellspannung mit L im Bereich von
5-100 µm, geben aber keine Erklärung dafür an. Leppäniemi et al.[155] berichten,
dass die Schwellspannung in gedruckten In2O3 mit der Dicke der Halbleiterschicht
abnimmt. Dieser Effekt könnte nur dann zu einer L-Abhängigkeit der Schwellspannung
führen, wenn das ausgeheizte Hableitermaterial nahe den Source-Drain-Elektroden
dicker wäre als in der Mitte des Leitungskanals. Für die EGFET kann das zwar
nicht ausgeschlossen werden, allerdings wäre dieser Effekt erneut ein Elektrodeneffekt.
Mit steigendem L würde dieser Effekt weniger relevant werden. Dies allein ist keine
zufriedenstellende Erklärung des beobachteten Verhaltens.

Generelle short channel Effekte wie z.B. das sog. Drain-induced barrier lowering
(DIBL)[37] wurde in ähnlichen Systemen (amorphes gesputtertes InSnZnO von 25 nm
Dicke) erst bei L unter 8 µm beobachtet.[156] Wäre DIBL für die Uth-Verschiebung
verantwortlich, müsste der Effekt bei größeren L verschwinden und Uth konstant
werden oder zumindest signifikant abflachen. Mit Leitungskanal-Längen von 10 µm
bis 100 µm sind die EGFETs demnach nicht im Bereich klassischer short channel-
Effekte. Generell müssen Elektrodeneffekte mit zunehmender Leitungskanallänge in

84



5.3 Anwendung des Modells auf reale Systeme

20 40 60 80 100
Länge des Leitungskanals in µm

0.15

0.20

0.25

0.30

0.35

0.40

Sc
hw

el
lsp

an
nu

ng
 V

th
 in

 V
 b

ei
 U

D
S =

 0
.2

V
W=200µm
W=400µm
W=600µm

(a) Schwellspannung über der Leitungskanal-
Länge (dem Abstand der Source-Drain-
Elektroden) im linearen Bereich (UDS = 0.2V)

200 300 400 500 600
Breite des Leitungskanals in µm

0.15

0.20

0.25

0.30

0.35

0.40

Sc
hw

el
lsp

an
nu

ng
 V

th
 in

 V
 b

ei
 U

D
S =

 0
.2

V

L=100µm
L=80µm
L=60µm
L=40µm
L=20µm
L=10µm

(b) Schwellspannung über der Leitungskanal-
Breite (der Länge der Source-Drain-Elektroden)
im linearen Bereich (UDS = 0.2V)

20 40 60 80 100
Länge des Leitungskanals in µm

0.05

0.00

0.05

0.10

0.15

Sc
hw

el
lsp

an
nu

ng
 V

th
 in

 V
 b

ei
 U

D
S =

 1
.0

V

W=200µm
W=400µm
W=600µm
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(d) Die Schwellspannung über der Leitungskanal-
Breite (der Länge der Source-Drain-Elektroden)
im gesättigten Bereich (UDS = 1.0V)

Abbildung 5.5: Die experimentell bestimmte Schwellspannung ist über der
Leitungskanal-Länge (a),(c) sowie der Leitungskanal-Breite (b),(d) sowohl im linea-
ren (a),(b) Bereich von UGS = 0.2 V als auch im gesättigten (c),(d) Bereich von
UGS = 1.0 V dargestellt. Die Schwellspannung wurde aus Transferkennlinien mit der
H-Integral-Methode [38, 142] bestimmt. Die einzelnen Punkte beschreiben jeweils die
Schwellspannung eines Transistors, die durchgezogene Linien verbinden zu besseren
Übersichtlichkeit die Mittelwerte für jede Leitungskanal-Geometrie. Daten und Darstel-
lung adaptiert nach [2].
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den Hintergrund treten gegenüber bulk-Effekten, da bulk-Effekte im Gegensatz zu
Elektrodeneffekten mit L skalieren. In den experimentellen Daten ist aber von 10 µm
bis 100 µm kein signifikantes Abflachen der Abhängigkeit zu sehen. Elektrodeneffekte
sind demnach unplausibel für das beobachtete Verhalten. In der Literatur gibt es
demnach bisher keine allgemein zufriedenstellende Erklärung für die Sensitivität der
Schwellspannung im Bezug auf die Geometrie von EGFET.

Erklärung der Daten an Hand des Grenzflächenkapazitätsmodells

Das im vorigen Abschnitt dieser Arbeit vorgestellte Grenzflächenkapazitäts-Modell
für die Schwellspannung in Elektrolyt-Transistoren kann eine mögliche Erklärung für
das beobachtete Skalierungsverhalten geben. Dazu wird zunächst noch einmal auf
den Druckprozess selbst eingegangen und dann erläutert, welche Konsequenzen das
gemäß dem Grenzschichtkapazitäts-Modell haben kann. Beim Drucken des Top-Gates
achten die Experimentatoren laut Surya Abhishek Singaraju und Gabriel Marques
darauf, dass das Top-Gate den gesamten Halbleiter-Bereich zwischen den Source-
Drain-Elektroden bedeckt, aber möglichst nicht über die Source/Drain-Elektroden
ragt. Da das leitfähige Polymer auf den Elektrolyt aufgedruckt wird, kann sich die
Form und die Ausmaße des Top-Gates verändern (z.B. verbinden, zerfließen oder
schrumpfen).

Die Experimentatoren geben an, dass die minimale realistisch erreichbare Breite
des Top-Gates lateral ca. 40 µm beträgt. Dies ist im Einklang mit den Angaben des
Herstellers für den genutzten Drucker Dimatix Materials Printer DMP-2831, der ein
minimales Tropfenvolumen von 1 pl[157, 158] (entspricht einem idealen Tröpfchen-
durchmesser von ca. 10 µm) und einen nominalen Durchmesser des gedruckten Punkts
von 30 µm[159] angibt. Das Top-Gate wird auf den Elektrolyt aufgedruckt, auf dem
sich das Druckmaterial weiter verteilen wird als auf einem reinen Substrat. Es ist also
plausibel, dass die reale minimale Druckbreite größer ist als die nominell angegebenen
Werte. Durch den Druckprozess selbst ist die Präzision beim Drucken des Top-Gates
demnach limitiert.

Da die Breite der Source-Drain-Elektroden von 200 µm bis 600 µm reicht und somit
eine Größenordnung über der Druckgenauigkeit liegt, ist davon auszugehen, dass
die Größe des Top-Gates mit der Breite des Leitungskanals skaliert. Die Länge des
Leitungkanals befindet sich mit 10-100 µm dagegen in der gleichen Größenordnung
wie die herstellungsbedingt minimale Breite des Top-Gates. Bei Leitungskanal-Längen
von 10-40 µm ist eine einzelne gedruckte Linie demnach bereits breit genug (bzw. zu
breit), um den Bereich zwischen den Source-Drain-Elektroden zu überdecken. Erst ab
40 µm ist mehr als ein gedruckter Streifen an leitfähigem Polymer nötig. Es ist daher
davon auszugehen, dass die Fläche des Top-Gates zun einen gut mit der Breite W des
Leitungskanals skaliert, zum anderen mit der Länge L etwas schlechter skaliert da
das Top-Gate druckbedingt bei kleinen L bereits zu groß ist.

Es ist dabei unbekannt, wie genau die Grenzfläche zwischen dem Top-Gate und dem
Elektrolyt skaliert. Beispielsweise spielt auch die unterschiedliche Oberflächenspannung
zwischen dem Top-Gate und dem Elektrolyt sowie dem Substrat und den Elektroden
eine Rolle, da sich das Top-Gate-Material unterschiedlich stark an die unterschiedlichen
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Abbildung 5.6: Schematische Darstellung der Skalierung der Leitungskanal-Länge
(Abstand Source-Drain-Elektrode) und der Größe des Top-Gates, die grundsätzlich auf
gleicher Größe gehalten werden sollen. Von a) nach d) vergrößert sich der Abstand der
Source- und Drain-Elektrode. Die minimale Größe des Top-Gates ist technisch bedingt
begrenzt und führt dazu, dass in a) bis c) die Größe noch konstant ist und erst in d)
vergrößert wurde.

Materialien binden wird. Lichtmikroskopisch lässt sich zwar die Überdeckung des
Channel-Bereichs prüfen, die genaue Skalierung der Grenzflächen aber nicht.

Die vermutete reale Skalierung des Top-Gates ist noch einmal in Abb.5.6 schematisch
und nicht maßstabsgetreu dargestellt. Von a) nach d) wird der Abstand der Source-
und Drain-Elektrode vergrößert und damit die Länge des Leitungskanals vergrößert.
Das Top-Gate ist zunächst technisch bedingt breiter als der Abstand der Elektroden
(a,b), erreicht die selbe Größe wie der Halbleiter (c) und muss für noch größere
Leitungskanal-Längen durch einen weiteren gedruckte Linie vergrößert werden (d).

Im Uth-Modell bedeutet dies, dass die Größe der Grenzschicht zwischen Top-Gate
(gedruckt) und Elektrolyt schwächer mit der Leitungskanal-Länge skaliert als die der
Halbleiter-Elektrolyt-Grenzschicht. Aus den Gleichungen 5.21 und 5.22 folgt, dass
Uth mit der Elektrolyt-Halbleiter-Grenzfläche (CCh) steigt. Nach obiger Überlegung
skaliert die Top-Gate-Grenzfläche schwächer mit L als die Halbleiter-Grenzfläche,
sodass sich die Änderungen der Kapazitäten nicht aufheben und die Schwellspan-
nung sich ändert. Im Gegensatz dazu skaliert die Top-Gate-Grenzfläche und die
Halbleiter-Grenzfläche gleichermaßen mit W , sodass (wie im Experiment gezeigt) die
Schwellspannung nicht von der Breite W des Leitungskanals abhängt. Durch den
größeren Elektrolyt-Bereich bei größerem L und W steigt genau genommen auch die
Grenzschichtkapazität CEnv, die aber wegen der verschwindend geringen absoluten
Kapazität vermutlich gegenüber den anderen Kapazitäten keine Rolle spielt. Dass
Uth im Experiment einen Vorzeichenwechsel aufweist bedeutet in dem Modell, dass
die Grenzflächen Kontaktspannungen aufweisen (siehe Abschnitt 5.2.4), was in der
Realität der Normalfall sein sollte.

Das bedeutet zusammengefasst, dass das Grenzschichtkapazitäts-Modell der Schwell-
spannung ein Ansteigen der Schwellspannung mit der Leitungskanallänge L in den
untersuchten Top-Gate-EGFET erklären kann. Gleichzeitig kann erklärt werden,
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Abbildung 5.7: a) Seitenansicht eines Top-Gate-EGFET, dessen Top-Gate-Breite des
Top-Gates variiert wird. Das breite Top-Gate (TG) ist blau und gestrichelt, das schmale
kontinuierlich und rot dargestellt. Die Pfeile verdeutlichen die jeweiligen Gatestrompfade
vom Top-Gate zum Halbleiter (SC) beim Schalten des Transistors. b) Draufsicht eines
Top-Gate-EGFET, dessen Top-Gate-Länge variiert wird (lang ist blau und gestrichelt,
kurz rot und kontinuierlich dargestellt). Im Vergleich zu a) sind die Gatestrompfade bei
kurzem Top-Gate stark verlängert, was die Schaltgeschwindigkeit wegen des höheren
ohmschen Widerstands verringert.

warum die Schwellspannung nicht von der Leitungskanalbreite W abhängt.

5.3.2 Einfluss der Größe der Gate-Elektrode auf die
Schwellspannung

Mit Hilfe der Überlegungen aus den Abschnitten 5.1 und 5.2 sowie insbesondere mit
Gleichung 5.22 kann man die Abhängigkeiten der Schwellspannung von den anderen
Grenzschichtkapazitäten diskutieren.

Variation der Top-Gate-Größe

Die Grenzschicht-Kapazität des Top-Gates kann experimentell leicht variiert werden,
da die Größe des Top-Gates veränderbar ist. Gleichzeitig hängt keine weitere relevante
Größe von der Größe des Top-Gates ab. Über die Länge des Leitungskanals z.B. ist die
Schwellspannung zwar bereits einstellbar (siehe vorigen Abschnitt 5.3.1), allerdings
skaliert der Source-Drain-Strom und damit auch der maximale Stromfluss IOn invers
zur Länge des Leitungskanals, sodass die Schwellspannung nicht unabhängig eingestellt
werden kann.

Das Top-Gate kann im Experiment auf zwei Arten skaliert werden (siehe Abb. 5.7).
Zum einen kann die Breite des Top-Gates vergrößert oder verkleinert werden, was
in der Abbildung 5.7a in der Seitenansicht blau gestrichelt bzw rot und durchgängig
dargestellt ist. Zum anderen kann man die Länge des Top-Gates verändern. In Abb.
5.7b ist ein Top-Gate-EGFET in der Draufsicht mit kurzem (durchgängig, rot) und
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5.3 Anwendung des Modells auf reale Systeme

langem (gestrichelt, blau) dargestellt. Die Gatestrompfade im Elektrolyt vom Top-Gate
zum Halbleiter sind jeweils als Pfeile dargestellt. Sie sind relevant, da der ohmsche
Widerstand der Pfade die Zeit bestimmt, die vergeht, bis sich die Doppelschicht an
der Halbleiter-Elektrolyt-Doppelschicht aufgebaut hat. Kurze Gatestrompfade sind
deshalb von Vorteil. Die Variation der Breite ändert die Länge der Gatestrompfade
im Gegensatz zur Variation der Länge nur wenig. Deshalb wird im Folgenden die
Variation der Top-Gate-Breite diskutiert.

Auswirkung auf die Schwellspannung im Grenzschichtkapazitäts-Modell

In einem Gedankenexperiment soll das Top-Gate weiterhin die gesamte Länge der
Source-Drain-Elektroden abdecken und nur die Breite variiert werden. Der Flächen-
inhalt aller Kontaktflächen beeinflusst unmittelbar die dazugehörigen Kapazitäten.
Nach Gleichung 5.21 hängt die Schwellspannung von dem Verhältnis der Grenzkapa-
zitäten sowie der mikroskopischen Schwellspannung ab. Die Grenzschichtkapazität
der Topgate-Elektrolyt-Grenzschicht CGE kann trivial als Produkt der flächenunab-
hängigen Kapazität pro Fläche CGE

AGE
und der Topgate-Elektrolyt-Grenzschicht AGE

umgeschrieben werden:

Uth = (UCh)th ·

1 + CCh + CSD + CSub + CEnv

CGE

AGE

· A−1
GE

 (5.24)

Die mikroskopische Spannung am Halbleiter bei der Schwellspannung (UCh)th, die
Kapazitäten im Zähler des Bruchs und der Bruch im Nenner sind alle konstant, wenn
in der gleichen Herstellungsweise die gleichen Materialien verwendet werden und
ausschließlich die Breite des Top-Gates verändert wird. Die Skalierung der Schwell-
spannung erfolgt in Gleichung 5.24 ausschließlich über den Flächeninhalt AGE. Der
gesamte Bruch bestimmt als dessen Vorfaktor, wie sensitiv die Schwellspannung auf
eine Änderung von AGE reagiert. Es ist demnach auch möglich, dass die Schwell-
spannung nur sehr schwach von der Topgate-Größe beeinflusst wird. Anschaulich
wäre das dann der Fall, wenn im Ersatzschaltbild in Abb. 5.3 CGE bereits so groß
im Vergleich zu CNG ist, dass die Gesamtkapazität wegen der Reihenschaltung nicht
mehr signifikant von CGE abhängt.

Als Plausibilitätstest kann man aus der Formel auch entnehmen, dass Uth >
(UCh)th gilt. Die makroskopisch angelegte Schwellspannung ist also größer als die
mikroskopische Schwellspannung, was physikalisch sinnvoll ist.

Leider ist die Abschätzung der Größen im Bruch in Gl. 5.22 nur grob möglich.
Wegen der fehlenden (bzw. fast unendlich weit entfernten) Gegenladungen und der
niedrigen Permittivität der Atmosphäre wird die Grenzschichtkapazität des Elektrolyt
zur Umgebungsluft CEnv vernachlässigbar klein sein. Größer ist die Grenzschicht-
kapazität zum Glas-Substrat, da dessen Dielektrizitätszahl mit dem Wert 5-10[160]
größer ist als ca. 1 (Luft). Da das Substrat ebenso ein Isolator ist, wird die dazuge-
hörige Kapazität ebenfalls vernachlässigbar klein sein. Die Grenzschichtkapazitäten
zu den elektrisch leitfähigen Materialien (CCh, CSD, CGE) sind größer als die eben
beschriebenen Größen, da sich durch die beweglichen Ladungen in den Festkörpern
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5 Schwellspannungs-Modell basierend auf Grenzschicht-Kapazitäten

echte Doppelschichten ausbilden können und darin die Ladungen in der Größenord-
nung von Angstrom bis Nanometer getrennt sind.[43] Es ist zu erwarten, dass die
Grenzschichtkapazität an den Source-Drain-Elektroden am höchsten ist, da durch die
hohe Dotierung des ITO die Zustandsdichte größer ist als im schwächer (z.B. durch
Sauerstoff-Fehlstellen) dotierten Indiumoxid des Leitungskanals und dem PEDOT:PSS.
So beträgt die Ladungsträgerdichte in ITO ca. 1020 cm−1[161], in PEDOT:PSS in
einer Untersuchung 1013 − 1014 cm−1[162]. Die Ladungsträgerdichte bestimmt die
Debye-Länge im elektrischen Leiter und damit indirekt die Grenzschichtkapazitäten,
da die Kapazität sinkt, wenn die (Gegen-)Ladungen weiter voneinander entfernt sind.

Ebenfalls unbekannt ist die genaue mikroskopische Struktur und Größe der Grenz-
flächen. Es ist bekannt, dass das gedruckte Indiumoxid nach dem Ausheizen eine raue
Oberfläche aufweist mit einer RMS-Rauigkeit von mehr als 5 nm[51, 163]. Gesputtertes
ITO weist eine geringere Rauigkeit von 0,6-1,2 nm (RMS) auf[161]. Unbekannt ist
leider, wie die Grenzfläche zwischen dem leitfähigem Polymer PEDOT:PSS des Top-
Gates und dem Elektrolyt mikroskopisch aussieht. Bei manchen EGFET auftretende
Kurzschlüsse zwischen der Gate-Elektrode und der Source- oder Drain-Elektrode
könnten nach Einschätzung von Gabriel Marques damit erklärt werden, dass Teile
des Top-Gates so weit in den Elektrolyten einsinken bzw. sich darin auflösen, dass
eine direkte elektrische Verbindung zwischen einer der Elektroden auf dem Substrat
und dem Top-Gate entsteht. Es ist also plausibel, dass die Grenzfläche zwischen
Top-Gate und Elektrolyt eine komplizierte Mikrostruktur aufweist und deshalb die
effektive Grenzfläche vergrößert ist. Schätzungsweise sollte der Bruch in Gleichung
5.22 demnach groß genug sein, dass die Schwellspannung Uth in relevanter Weise von
der Grenzfläche AGE abhängt.

Experimentelle Untersuchungen

In mehreren Experimenten wurde untersucht, wie groß der Einfluss der Top-Gate-
Breite auf die Schwellspannung ist. Im Gespräch mit Xiaowei Feng und Dennis Gnad
wurde die Idee entwickelt den Herstellungsprozess der EGFET zu modifizieren, um den
Einfluss der Größe des Top-Gates besser beurteilen zu können. Dazu werden die Schritte
wie in Kapitel 2.1 bis einschließlich des Elektrolyt-Drucks durchgeführt. Das Top-Gate
im folgenden Schritt wird als dünner einzelner Streifen gedruckt, sodass das Top-Gate
schmaler als der Halbleiter ist. Dieser Transistor wird dann elektrisch ausgemessen.
Anschließend wird ein weiterer dünner Top-Gate-Streifen neben das schon vorhandene
Top-Gate gedruckt und der Transistor erneut ausgemessen. Der Vorteil ist, dass damit
Messdaten für den selben Transistor (Halbleiter und Elektrolyt bleiben unverändert
außer Alterung) mit unterschiedlichen Top-Gate-Größen gewonnen werden können.
Streuungen der Eigenschaften der gedruckten Materialien (ausgeheizter Halbleiter,
Elektrolyt) sind damit eliminiert, da der selbe Transistor mit schmalem und breitem
Top-Gate analysiert werden kann.

Dazu wurden acht EGFET basierend auf IGZO als Halbleitermaterial hergestellt. Die
Elektroden ist nicht L-förmig wie zuvor, sondern T-förmig, was den Stromfluss durch
die Elektroden verbessert. Weder das Halbleitermaterial noch die Elektrodenform
haben Einfluss auf die Aussagen des Grenzflächenkapazitäts-Schwellspannungs-Modell.

90



5.3 Anwendung des Modells auf reale Systeme

1 2 3 4 5 6
Transistor

0.3

0.4

0.5

0.6

Sc
hw

el
lsp

an
nu

ng
 in

 V

Schmales Top-Gate
Breites Top-Gate

Abbildung 5.8: Schwellspannung in 6 EGFET mit IGZO-Halbleiter und T-förmigen
Elektroden, die zuerst mit einem schmalen, dann mit einem breiten Top-Gate gemessen
wurden. Die Daten sind auch in Tab. 5.1 zusammengefasst. Die Reduktion der Schwell-
spannung für jeden einzelnen Transistor kann nicht auf Variationen des Halbleiters
oder des Elektrolyten zurückgeführt werden, da jeweils der selbe Transistor erst mit
schmalem, dann mit breitem Top-Gate gemessen wurde. Das Ergebnis ist im Einklang
mit dem Grenzschichtkapazitäts-Modell, das eine Reduktion der Schwellspannung bei
größeren Top-Gates vorhersagt.

Die Leitungskanallänge betrug wie die -breite 50 µm. Die Transistoren wurden zunächst
mit einem dünnen, dann mit einem breiten Top-Gate gemessen. Die Daten von sechs
der acht Transistoren konnten ausgewertet werden (die übrigen zwei waren defekt).

Die Schwellspannungen der Transistoren sind in Abb. 5.8 dargestellt. Die Schwell-
spannung sinkt für alle sechs Transistoren, wenn das Top-Gate vergrößert wird. Die
Reduktion beträgt dabei von 0,07 V bis 0,3 V (Alle Daten siehe Tab. 5.1).

Die Ergebnisse stimmen qualitativ mit den Erwartungen aus dem Grenzschichtkapazitäts-
Schwellspannungs-Modell überein. Die Schwellspannung ist bei allen Transistoren
abgesunken, was mit der vergrößerten Ladung im Elektrolyten an der Top-Gate-
Grenzschicht erklärt werden kann. Statistisch ist der Abfall der Schwellspannung nicht

Tabelle 5.1: Auflistung der Schwellspannung Uth der IGZO-basierten EGFET mit
schmalem und breitem Top-Gate sowie die Veränderung von Uth durch das verbreiterte
Top-Gate. Die Daten sind auch in Abb. 5.8 dargestellt.

Transistor-Nummer 1 2 3 4 5 6
Uth schmales Top-Gate (V) 0,47 0,40 0,64 0,50 0,48 0,57
Uth breites Top-Gate (V) 0,34 0,33 0,34 0,36 0,23 0,43
Differenz (V) -0,13 -0,07 -0,30 -0,13 -0,25 -0,14
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Tabelle 5.2: Auflistung der Schwellspannung Uth der In2O3-basierten EGFET mit
schmalem und breitem Top-Gate sowie einer Kontrollmessung an einem unveränderten
Transistor auf dem selben Substrat.

Transistor 1 2 Referenz
Uth schmales Top-Gate (V) -0,26 -0,32 -0,30
Uth breites Top-Gate (V) -0,14 -0,19 -0,26
Differenz (V) 0,12 0,13 0,041

gesichert, da die Stichprobe klein ist. Wegen der beschriebenen speziellen Herstellungs-
weise konnten die druckbedingten Variationen des Halbleiters und des Elektrolyten
zwar eliminiert werden, es wurde aber leider versäumt, einen Referenztransistor auf
dem selben Substrat auszumessen. So könnte die Absenkung von Uth nicht nur durch
das breitere Top-Gate, sondern etwa auch durch Alterung der Transistoren erklärt
werden. Es könnte beispielsweise ein weiterer Ausgleich der Luftfeuchtigkeit mit dem
Elektrolyt stattfinden, was z.B. sowohl die Mobilität der Ionen als auch die Kontakt-
spannungen über adsorbierte Dipole an den Grenzflächen beeinflussen könnte. Mit
Referenzmessungen an Transistoren, die auf dem gleichen Substrat, aber ohne zweiten
Top-Gate-Druckschritt hergestellt wurden, könnte dieser Effekt ausgeschlossen werden.

Erica Fu hat eine solche Messung mit Referenz durchgeführt. Aus Druck-Kapazitäts-
Gründen wurden drei Transistoren (In2O3-basiert, T-förmige Source-Drain-Elektroden,
Leitungskanal 200 µm breit und 100 µm lang) hergestellt. Die Transistoren weisen
also eine andere Leitungskanalgeometrie, die gleiche Elektrodenform und ein anderes
Halbleitermaterial auf als die Transistoren in Abb. 5.8 und Tab. 5.1. Nach dem Messen
der Transistoren wurde bei zwei Transistoren ein breiteres Top-Gate gedruckt und alle
drei Transistoren erneut ausgemessen (ca. 45 Minuten nach der ersten Messung). Die
relative Luftfeuchtigkeit während des Druck- und des Messvorgangs war wie bei allen
EGFET vom INT auf 50% geregelt. Alle drei Transistoren weisen sinnvolle Output- und
Transferkurven auf. Die Ergebnisse sind in Tab. 5.2 aufgelistet. Die Schwellspannung
des Referenztransistors steigt zwischen der ersten und zweiten Messung um 0,041 V
an. Die Schwellspannung der anderen Transistoren steigt mit dem breiten Top-Gate
um 0,12 V bzw. 0,13 V.

Dies steht zunächst im Widerspruch zum Ergebnis des vorigen Experiments, das
eine Verringerung der Schwellspannung bei breiterem Top-Gate gezeigt hatte. Ein
möglicher Grund könnte sein, dass in dieser speziellen Kombination aus Materialien,
Dimensionen und Geometrie die Kontaktspannungen dazu führen, dass in diesem
Gatespannungsbereich die Gatespannung noch entgegen der Kontaktspannung ist.

Die Transistoren 1 und 2 aus Tabelle 5.2 weisen mit größerem Top-Gate eine ca. drei
mal so große Schwellspannungs-Differenz wie der Referenztransistor auf. Das könnte
bedeuten, dass die Alterung des Transistors den in Tab. 5.1 beobachteten Effekt nicht
erklären kann, und tatsächlich die Größe des Top-Gates die Schwellspannung in der
Messung dort beeinflusst hat.

Auf Grund der kleinen Stichprobe können allerdings keine statistischen Aussagen
getroffen werden. Alle Interpretationen und Schlüsse sind deshalb stark eingeschränkt.
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Zusammenfassend hat sich in einem Experiment ein Trend gezeigt, der auf eine
Senkung der Schwellspannung bei größeren Top-Gates hindeutet. Der Zusammenhang
konnte aber nicht zweifelsfrei hergestellt werden, bzw. die Alterung als (Ko-)Faktor
nicht ausgeschlossen werden. Eine weitere Messung macht die Alterung als Grund
etwas unplausibler, zeigt aber bei negativen Gate-Spannungen eine Vergrößerung statt
einer Senkung der Schwellspannung. Dies könnte ein Effekt von Kontaktspannungen
sein. Allgemein sind die Stichproben zu klein, um gesicherte wissenschaftliche Aussagen
treffen zu können. Ein weiteres Experiment an einer größeren Anzahl an EGFET mit
gleichzeitig gemessenen Kontrollstrukturen könnte Klarheit verschaffen.

5.4 Zusammenfassung
In diesem Kapitel wurde ein neuartiges Modell für die Schwellspannung in Feldeffekt-
transistoren mit Elektrolyt als Gate-Kontakt vorgestellt. Es erklärt die Abhängigkeit
der Schwellspannung von der Geometrie des Transistors sowie von der Morphologie
und Oberflächenbeschaffenheit der beteiligten Stoffe. Damit ermöglicht es das geplante
Optimieren und Einstellen der Schwellspannung in diesen Transistoren.

Das Modell berücksichtigt, dass die Gate-Elektrode über den Elektrolyt kapazi-
tiv mit der Gatespannung kontaktiert ist und für die Grenzschichtkapazitäten alle
Grenzschichten des Elektrolyt (vor allem mit anderen leitenden Medien) eine Rolle
spielen. Es verbindet erstmals die Grenzschichtkapazitäten des Elektrolyts mit einer
DC-Eigenschaft wie der Schwellspannung, bisher wurden diese mit AC-Eigenschaften
wie der Schaltgeschwindigkeit verbunden. Das Modell steht nicht in Konkurrenz zu be-
kannten Schwellspannungsmodellen im Bändermodell oder den Transfereigenschaften,
sondern ergänzt diese um den Einfluss der Elektrolyt-Gate-Kontaktierung.

Zunächt wurde das Modell phänomenologisch zusammen mit den Voraussetzungen
und Annahmen vorgestellt und anschließend unter sinnvollen Vereinfachungen eine ge-
schlossene mathematische Darstellung der makroskopischen Schwellspannung abhängig
von den Grenzschichtkapazitäten und einer geometrieunabhängigen mikroskopischen
Schwellspannung hergeleitet. Anschließend wurde das Modell auf verschiedene ex-
perimentelle Systeme angewendet um es zu prüfen. Die experimentellen Ergebnisse
unterstützen die Validität und Plausibilität des Modells, können es mangels statis-
tischer Signifikanz aber noch nicht beweisen. Deshalb sind weitere experimentelle
Prüfungen nötig, z.B. indem unter einem großen Elektrolyt-Bereich die Größe sowohl
der Source- als auch der Drain-Elektrode variiert wird. Source- und Drain-Elektrode
sollten unterschiedliche Einflüsse auf die Schwellspannung haben, da sie wegen der
Source-Drain-Spannung ein unterschiedliches elektrisches Potential aufweisen.

Die Grundannahmen des Modells überlappen mit denen des Felds der gedruckten
Elektrolyt-Transistoren wie z.B. fehlende Redox-Reaktionen und frei bewegliche Ionen
im Elektrolyt zur Ausbildung der Helmholtz-Doppelschicht. Somit hängt die Validität
des Schwellspannungss-Modells direkt mit der Validität des allgemeinen Modells zu
Elektrolyt-Transistoren zusammen, sodass das hier vorgestellte Schwellspannungsmo-
dell auch schon vor einen statistisch signifikanten Nachweis bei der Diskussion von
Elektrolyt-Feldeffekttransistoren wichtig ist.
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6 Teilchendiffusion auf
Kohlenstoffnanoröhrchen

Bisher wurden in dieser Arbeit FET mit flüssig gedrucktem Halbleitermaterial aus
Metalloxiden untersucht. Die Materialien wurden als Precursor gedruckt, der anschlie-
ßend ausgeheizt wird um das finale Halbleitermaterial zu erhalten. Vorteil davon ist
ein gut vernetztes Halbleitermedium mit besserer Ladungsträgermobilität als z.B. bei
Nanopartikel-Tinten. Ein Nachteil ist, dass das Substrat sowie die anderen bereits
gedruckten Schichten bei den hohen Temperaturen des Ausheizens nicht zerstört
werden dürfen.

Deshalb wird an Stoffen geforscht, die bei Raumtemperatur bzw. niedrigen Tempe-
raturen prozessiert werden können. Neben den bereits erwähnten Nanopartikel-Tinten
(wo das gewünschte Halbleitermaterial in Form von Nanopartikeln in einem Lösungs-
mittel als Dispersion enthalten ist und das Lösungsmittel verdampft) ist die Klasse der
Kohlenstoff-basierten Materialien wie Graphen oder Kohlenstoffnanoröhrchen (CNT,
carbon nanotubes) vielversprechend, da sie elektrisch leitfähig und flüssig prozessier-
bar sind.[164, 165] Während Graphen-Sheets bzw. Graphit-basierte Materialien für
Elekroden nutzbar sind, weisen Kohlenstoffnanoröhrchen (CNT, carbon nanotubes) je
nach Konfiguration auch halbleitende Eingenschaften auf. Damit kommen sie auch
für gedruckte FET als aktives Gatematerial sowie als Sensormaterial in Frage.[166,
167] Sollen die halbleitenden CNT z.B. als Photosensor verwendet werden, ist der
Transport der photoinduzierten Exzitonen auf dem CNT wichtig. CNT sind auf dem
Weg von der Grundlagenforschung in die Massenproduktion [168].

Das Projekt in diesem Kapitel wurde in Zusammenarbeit mit Ralph Krupke und
seiner Arbeitsgruppe, unter anderem Ihteaz Hossain und Asiful Alam am Institut für
Nanotechnologie (INT) am Karlsruher Institut für Technologie durchgeführt. Dort
wurde gepulste Photostrom-Spektroskopie auf Polymer-sortierten halbleitenden ein-
wandigen (7,6)-Kohlenstoffnanoröhrchen (engl. polymer-wrapped semiconducting single
walled carbon nanotube) an Palladium-Elektroden auf einem Si/SiO2-Substrat im
nahen Infrarot durchgeführt [169]. Die Abhängigkeit des Photostroms von der Laser-
leistung wurde an ein Potenzgesetz Photostrom ∼ P α gefittet, was den Exponenten
α = 0,59±0,08 ergab und einer reduzierten Photoeffizienz entspricht, da der Exponent
kleiner als 1 ist.

Ishii et al.[170] haben bereits Messungen sowie Monte-Carlo-Berechnungen zur
Erzeugung, Diffusion und Verlust von Exzitonen, Elektronen und Löchern bei konti-
nuierlicher Beleuchtung (d.h. kontinuierlicher Exzitonen-Erzeugung) auf einem CNT
durchgeführt. Dort konnte gezeigt werden, dass ein signifikantes Ansteigen des Exziton-
Exziton-Quenching (EEA, für engl. Exciton-Exciton-Annealing) mit der experimentell
beobachteten Reduktion der Photoeffizienz korreliert.
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6.1 Simulation der Diffusion und Ladungsübergänge in 1D (CNT)

Die offene Frage ist, inwiefern auch im Experiment von Hossain et al.[169] EEA
in Kohlenstoffnanoröhrchen (CNT) die Photoeffizienz reduziert. Ein wesentlicher
Unterschied zur Arbeit von Ishii et al.[170] ist, dass sie einen gepulsten statt einem
kontinuierlichen Laser verwendeten. Da damit die Exziton-Dichten zeitlich variieren
und die EEA-Rate von der Exzitonendichte abhängt, stellte sich auch die Frage, ob sich
das qualitative Verhalten bei gepulster Beleuchtung ändert und ob die Experimente
am INT bereits im EEA-dominierten Regime durchgeführt wurden. Außerdem ist die
Frage, welche Voraussetzungen nötig sind um einen Photostrom messen zu können,
da keine Spannung im Messaufbau an das CNT angelegt wurde. Um diese Kernfragen
zu beantworten wurden in dieser Arbeit Simulationen für halbleitende (7,6)-CNT
durchgeführt.

Die Methodik und der Algorithmus für die Simulationen von dieser Arbeit basieren
auf der Publikation von Ishii et al.[170] und wurden für das experimentelle Setup
angepasst und erweitert, der hier verwendete Algorithmus enthält zusätzlich explizit
eine zeitabhängige, gepulste Exzitonenerzeugung (entsprechend einem gepulsten Laser
zur Exzitonenerzeugung im Experiment). Das Modell, der Algorithmus sowie dessen
Implementierung sind im Unterkapitel 6.1 beschrieben.

In Unterkapitel 6.2 wird der Photostrom abhängig von der (simulierten) mittleren
gepulsten Beleuchtungsstärke untersucht und mit den publizierten Ergebnissen zu
kontinuierlicher Beleuchtung sowie experimentellen Ergebnissen verglichen. Es tritt ei-
ne Verringerung der Photoeffizienz auf, die auf zwei unterschiedliche Transportregimes
hindeutet. Die Regimes korrelieren mit der Dominanz des Exziton-Exziton-Quenchings
über die anderen Verlustprozesse.

Das Unterkapitel 6.3 zeigt, dass in der Simulation ein asymmetrisches Beleuch-
tungsmuster für einen Netto-Stromfluss in einem ansonsten geometrisch perfekten
symmetrischen System führt.

Alle Ergebnisse wurden auch auf der Frühjahrstagung der Deutschen Physikalischen
Gesellschaft 2021 in einem Poster zusammengefasst präsentiert [5].

6.1 Simulation der Diffusion und Ladungsübergänge in
1D (CNT)

In diesem Abschnitt wird der 1D-Simulationsalgorithmus für die Teilchenerzeugung,
-diffusion und -vernichtung auf Kohlenstoffnanoröhrchen (carbon nanotubes, CNT)
sowie dessen Implementierung beschrieben. Die Herangehensweise basiert dabei auf der
Veröffentlichung von Ishii et al.[170], in der die Untersuchung der Photolumineszenz
von CNTs mit Hilfe der Simulation beschrieben wird.

Die Simulation basiert auf einem Monte-Carlo-Verfahren mit konstantem Zeitschritt.
Sie wurden in einem python-Skript implementiert. Innerhalb eines Zeitschritts ∆t
werden die stochastische Exzitonen-Erzeugung, die Diffusion und die Verlustprozesse
wie spontaner Zerfall, Zerfall an einer Elektrode, Elektron-Loch-Rekombination und
Exziton-Exziton-Quenching akkumuliert betrachtet. Das Skript berechnet die folgende
Größen für eine beim Start festgelegte mittlere Laserleistung: In jedem Simulations-
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6 Teilchendiffusion auf Kohlenstoffnanoröhrchen

schritt werden folgende Größen ermittelt bzw. aktualisiert und über den Verlauf der
Simulation verfolgt:

• Die Anzahl der Simulationsschritte als vergangene Zeit

• Die Zahl der generierten Exzitonen

• Die in jedem Simulationsschritt aufsummierte Zahl der Exzitonen auf dem CNT

• Die mittlere Anzahl der Exzitonen, Elektronen und Löcher auf dem CNT

• Die Zahl der Elektronen (Ne,l, Ne,r) und Löcher (Nh,l, Nh,r), die jeweils durch
beide Elektroden (links und rechts) abfließen

Am Ende der Simulation (nach einer fest eingestellten Anzahl N von Simulationsschrit-
ten) werden die Anzahl der erzeugten Exzitonen, die mittlere Anzahl jedes Teilchens
im System sowie die Zahl der Elektronen und Löcher durch jeweils beide Elektroden
ausgegeben. Der mittlere Strom I lässt sich dann berechnen als

I = 1
N · ∆t

(Ne,l + Nh,r − Ne,r − Nh,l) (6.1)

Hauptdatenstruktur der Simulation ist eine Liste der Teilchen auf dem CNT. Jedes
Teilchen hat als Attribute die Art des Teilchens (Exziton, Elektron, Loch) sowie die
Position bzw. Koordinate. Die Liste ist zu Beginn jedes Simulationsschritts nach
der Position der Teilchen sortiert, was im späteren Simulationsverlauf Rückschlüsse
erlaubt falls die Liste nicht mehr sortiert sein sollte.

Sämtliche Formeln im folgenden Abschnitt wurden aus der Arbeit von Ishii et
al.[170] (zum Teil in der Darstellung und Nomenklatur modifiziert) übernommen. Für
die Simulation der Erzeugung der Exzitonen mittels eines Lasers wird zunächst die
Gesamtrate der Exzitonenerzeugung g0 definiert:

g0 =
√

2
π

· nc

rEexc

· σab · P (6.2)

Dies verbindet die Gesamtrate g0 mit der Anzahl der Kohlenstoffatome pro Einheitslän-
ge nc, dem 1

e2 -Radius des Laserspots r, der Photonenenergie Eexc, dem Wirkungs- bzw.
Absorptionsquerschnitt σab und der Laserleistung P . Die Wahrscheinlichkeitsverteilung
wird wie folgt als Gaußkurve definiert:

g(x − x0) = g0 ·
√

2
π

· 1
r

· exp
(

−2(x − x0)2

r2

)
(6.3)

Die Formel 6.3 beschreibt die Wahrscheinlichkeitsdichte, am Ort x ein Exziton zu
erzeugen, wenn das Maximum des gaußförmigen Laserprofils am Ort x0 ist.

In der Simulation wird zunächst an Hand der vergangenen Zeit überprüft, ob
der gepulste Laser zu diesem Zeitpunkt gerade aus- oder eingeschaltet ist. Ist er
ausgeschaltet, kann direkt mit dem intrinsischen Zerfall im nachfolgenden Absatz
fortgefahren werden. Ist der Laser eingeschaltet, wird mit Gleichung 6.2 und dem
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6.1 Simulation der Diffusion und Ladungsübergänge in 1D (CNT)

Zeitschritt ∆t eine Poisson-verteilte Zufallszahl X mit dem (leistungsabhängigen)
Erwartungswert ∆t · g0 gezogen. Dann ermittelt das Simulationsprogramm X Gauß-
verteile Zahlen. Erwartungswert und Breite der Gauß-Verteilung entsprechen dabei der
Position und Breite des Laserspots. Jede der X Zahlen entspricht der Position eines
neuen Exzitons. Befindet sich die Position außerhalb des Kohlenstoffnanoröhrchens,
wird das Exziton wieder gelöscht. Dies entspricht im realen System einer Absorption
des Lichts außerhalb des CNT, was in diesem Modell nicht mit einbezogen wird. Die
generierten Exzitonen werden zu den übrigen Teilchen auf dem CNT hinzugefügt und
die Liste nach deren Position sortiert (nötig für die spätere Kollisionsanalyse).

Um die Simulation zu beschleunigen, sind einige Abkürzungen implementiert wor-
den, falls sich zu einem Punkt in der Simulation kein Teilchen auf dem CNT befindet.
Dies verkürzt die Rechenzeit vor allem bei niedrigen Laserleistungen, wo nur wenige
bzw zeitweise gar keine Teilchen auf dem CNT vorhanden sind. Wenn in der aktiven
Phase des Laserpulses Exzitonen generiert werden sollen, wird in einer Schleife die sto-
chastische Exzitonen-Erzeugung durchgeführt, bis tatsächlich Exzitonen auf dem CNT
erzeugt werden. Die Simulationszeit wird dabei für jede Iteration um den Zeitschritt
erhöht. Ist der Erwartungswert ∆t · g0 kleiner als 0,1, werden viele Zufallszahlen auf
einmal erzeugt, was numerisch schneller ist als eine Schleife. Sollte der Laser in der
Dunkelphase des Pulsbetriebs sein und sich kein Teilchen mehr im System befinden,
wird die Simulationszeit erhöht bis der Laser erneut eingeschaltet wird.

Ais nächster Prozess wird in der Simulation der intrinsische Zerfall der Exzitonen
behandelt. In jedem Zeitschritt kann ein Exziton mit der intrinsischen Lebensdauer τ
zufällig rekombinieren. Die Wahrscheinlichkeit für die Rekombination in dem Zeitin-
tervall beträgt 1 − exp(−∆t/τ). Das Simulationsskript zieht für jedes Exziton eine
Zufallszahl zwischen 0 und 1. Der Vergleich der Zufallszahl mit der Wahrscheinlichkeit
bestimmt, ob das Exziton intrinsisch zerfällt und dabei vom CNT genommen wird.

Anschließend wird die Diffusion aller Teilchen auf dem CNT simuliert. Vereinfachend
wird dabei angenommen, dass die Diffusionskonstante für alle Teilchen gleich und
konstant ist. Die Diffusion wird als stochastische Verschiebung jedes individuellen
Teilchens im System modelliert. Die (positive oder negative) Verschiebung wird für
jedes Teilchen aus der Wahrscheinlichkeitsnormalverteilung

1√
4π · D · ∆t

exp
(

− s2

4 · D · ∆t

)
(6.4)

mit dem Mittelwert 0 und der Standardabweichung
√

2 · D · ∆t gezogen und auf
die Positionskoordinate des jeweiligen Teilchens addiert. D = l2

τ
bezeichnet die

Diffusionskonstante der Exzitonen, Elektronen und Löcher auf dem CNT mit der
Diffusionslänge l.

Nach dem Diffusionsschritt müssen möglicherweise aufgetretene Teilchenkollisionen
verarbeitet werden, dazu werden die neuen Positionen analysiert. Teilchen, deren neue
Position außerhalb des Simulationsbereichs liegt, sind mit der Elektrode kollidiert.
Ihre Position wird zunächst an der Elektrode gespiegelt, um das Teilchen wieder in das
Simulationsintervall zu falten. Den Elektroden wird jeweils eine Wahrscheinlichkeit p
zugewiesen, mit denen sie Löcher im Vergleich zu Elektronen bevorzugt aufnehmen
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6 Teilchendiffusion auf Kohlenstoffnanoröhrchen

und abfließen lassen. Ist das Teilchen ein Exziton zerfällt es bei der Kollision mit der
Elektrode immer und es verbleibt mit der Wahrscheinlichkeit p ein Elektron an Stelle
des Exzitons und ein Loch fließt über die Elektrode ab (und wird zum Stromfluss
gezählt). Ansonsten verbleibt ein Loch und ein Elektron fließt ab. Analog werden
Elektronen und Löcher behandelt. Sie werden mit der Wahrscheinlichkeit p bzw. 1 − p
an den Elektroden reflektiert und fließen andernfalls in die Elektrode ab. In Abschnitt
8.5.2 wird der Einfluss von p auf die Simulationsergebnisse untersucht und gezeigt,
dass die Wahl von p keinen Einfluss auf die in dieser Arbeit untersuchten Ergebnisse
hat.

Dann wird untersucht, ob Teilchen auf dem CNT untereinander kollidiert sind.
Dazu wird die Reihenfolge der Teilchen in der Liste im Skript vor und nach dem
Diffusionsschritt verglichen. Dazu reicht es aus, die Reihenfolge der Teilchen und die
Reihenfolge der Positionen zu vergleichen. Haben zwei benachbarte Teilchen durch
die Diffusion ihre Position so verändert, dass sie kollidiert wären, so stimmt die
Reihenfolge in der Liste nicht mehr mit der Reihenfolge nach den Positionskoordinaten
überein. Auf diese Weise kann eine simple Kollisionserkennung durchgeführt werden.
Kollisionen mit mehreren Teilchen werden dabei nicht berücksichtigt, weshalb bei
hohen Teilchendichten der Zeitschritt ∆t kleiner gewählt werden muss und sichergestellt
sein muss, dass die Ergebnisse der Simulation bei einem noch kleineren Zeitschritt die
gleichen sind. Dies wird in Abschnitt 8.5.1 gezeigt.

Sind zwei Elektronen oder zwei Löcher zusammengestoßen, wird dies als elastischer
Stoß angesehen und die Positionen nicht verändert und nur simulationsintern die
Reihenfolge der Teilchen in der Liste vertauscht. Treffen Elektron und Loch aufeinander,
rekombinieren sie und werden deshalb aus der Simulation entfernt. Exziton und
Elektron oder Loch stoßen elastisch. Treffen Exziton und Exziton aufeinander, kommt
es zum Quenching und eines der beiden Exzitonen wird zufällig vernichtet.

Die Simulation wird durchgeführt, bis sich die Mittelwerte der untersuchten Größen
(z.B. abfließende Ladung pro Zeit, Anzahl der Exzitonen auf dem CNT) stabilisiert
haben und die statistische Abweichung dieser Größen in verschiedenen Simulationsläu-
fen mit gleichen Parametern nicht mehr signifikant ist. Bei Bedarf wurde die Zahl der
Simulationsschritte in einem weiteren Simulationslauf erhöht. In jeder Simulation war
das Tracking der zu untersuchenden Größen die ersten τ

∆t
Schritte deaktiviert, um die

Nichtgleichgewichtsphase zu Beginn der Simulation nicht in die Analyse einfließen zu
lassen und möglichst einen stationären Zustand des Systems zu untersuchen.

6.2 Verringerung der Photoeffizienz durch
Exziton-Exziton-Quenching

In diesem Abschnitt wird der Photostrom abhängig von der Rate der erzeugten
Exzitonen (d.h. der Laserleistung) bestimmt. Die Potenzabhängigkeit des Photostroms
von der Laserleistung wird untersucht, was Rückschlüsse auf die Photoeffizienz erlaubt.

Die Simulationsparameter für diese Simulationen sind in Tabelle 6.1 zusammen-
gefasst. Die Diffusionslänge wurde nach den Ergebnissen von Ishii et al.[170] (Tab.
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6.2 Verringerung der Photoeffizienz durch Exziton-Exziton-Quenching

Tabelle 6.1: Liste der Simulationsparameter und ihrer Quellen.
Parameter Wert Quelle

Intrinsische Exziton-Lebensdauer τ 350 ps [170]
Zeitschritt ∆t 10−5 · τ Diese Arbeit
CNT-Länge L 800 nm Exp. Bedingung

Laserspot-Radius r 500 nm Exp. Bedingung, geschätzt
Exziton-Diffusionslänge l 1 µm [170], s. Text

Anzahl Kohlenstoff-Atome 102,9 nm−1 Berechnet (s. Text)
pro Einheitslänge nc

Wirkungsquerschnitt 2.03e-21 m2/Atom [171]
Absorption σ

Photonenenergie 1.09 eV Exp. Bedingung
Laserpuls-Dauer 5 ps Exp. Bedingung

Laserpuls-Frequenz 80 MHz Exp. Bedingung
Austrittswahrscheinlichkeit 1% Diese Arbeit (geschätzt)

Elektronen in die Elektroden
Austrittswahrscheinlichkeit 99% Diese Arbeit (geschätzt)
Löcher in die Elektroden

Simulationsschritte 1 · 107 - 6 · 1012 Diese Arbeit
Position des Laserspots (gaußf.) Rechtes Ende Exp. Bedingung

des CNT (L/2)

II) auf ca. 1 µm geschätzt. Der Wert von 102,9 nm−1 für die Anzahl der Kohlenstoff-
Atome pro Einheitslänge nc wurde mit der Formel 2.3 aus Kapitel 2.6 berechnet. Der
Zeitschritt ∆t wurde in einer Vorstudie (siehe Abschnitt 8.5.1 im Anhang) so gewählt,
dass im gesamten betrachteten Laserleistungs-Intervall der Photostrom nicht sensitiv
auf die Wahl des Zeitschritts ist. Die Austrittswahrscheinlichkeit für Löcher in die
Elektroden wurde größer gewählt als für Elektronen, da ein Kontakt aus Palladium
und einem CNT Löcher bevorzugt[172]. In Abschnitt 8.5.2 im Anhang wird gezeigt,
dass die Wahl der Austrittswahrscheinlichkeit keinen signifikanten Einfluss auf die
hier untersuchten Ergebnisse hat.

Der Netto-Photostrom wird mit Gleichung 6.1 als Mittelwert über die gesamte
Simulation berechnet. Es wurde sichergestellt, dass die Ergebnisse den stationären
Fall beschreiben und eventuelle Einschalt-Effekte keine Rolle mehr spielen, indem
nachgewiesen wurde, dass die Ergebnisse nicht empfindlich gegenüber Änderungen
der Simulationsschritte sind. Bei der kleinsten Laserleistung wurden die meisten
Simulationsschritte (6 · 1012) verwendet, um statistisch signifikante Ergebnisse zu
erhalten. Bis zur höchsten Laserleistung wurde die Zahl der Simulationsschritte auf
107 reduziert, was die Rechenzeit verringert. Die Exzitonen-Erzeugungsrate wird über
Gleichung 6.2 in die Laserleistung umgerechnet, um leichter mit dem Experiment
vergleichbar zu sein.

Abb 6.1 zeigt den simulierten Photostrom über der Laserleistung für die in Tabelle
6.1 angegebenen Parameter. In der doppelt logarithmischen Darstellung zeigen sich
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Abbildung 6.1: Simulierte Photostromstärke sowie der Anteil der einzelnen Exziton-
Verlustsprozesse an allen Exziton-Verlusten über der Laserleistung. An die Darstellung
wurden zwei Fits des Potenzgesetzes I = P α durchgeführt, die wegen der doppelt-
logarithmischen Auftragung als Geraden dargestellt werden.

zwei Bereiche mit unterschiedlichem Potenzgesetz I ∼ P α. Der Exponent α beider
Regimes wurde jeweils über einen Fit ermittelt (0,98 ± 0,014 und 0,63 ± 0,006), die
Fits sind als gestrichelte Linie dargestellt. Die Fits wurden im Intervall der gemittelten
Laserleistung von 10−4 µW bis 10−2 µW bzw 10−1 µW bis 102 µW durchgeführt.

Das bedeutet, dass bis zu einer mittleren Laserleistung von etwa 10−1 µW (entspricht
2,5 · 102 µW Peak-Leistung des gepulsten Lasers) der Photostrom linear mit der
Laserleistung steigt (α ≈ 1). Dann sinkt die Photoeffizienz ab, der Photostrom steigt
sublinear mit der Laserleistung an (α = 0,63 ± 0,006).

Dieses Ergebnis stimmt gut mit dem experimentellen Ergebnis von Ihteaz Hossain
et al. überein, die αexp = 0,59 ± 0,08 bei einer Laserleistung von 101 µW bis 102,5 µW
ermittelt haben [169]. Dieser Bereich fällt in den sublinearen Bereich in der Simulation
mit αsim,sublinear = 0,63 ± 0.006. Die Größenordnung des Photostroms im Experiment
im genannten mittleren Laserleistungsbereich beträgt 10−12 A bis 10−10 A. Dass die
simulierten Ergebnissen damit gut übereinstimmen ist wissenschaftlich nicht bedeut-
sam, da Parameter wie die Austrittswahrscheinlichkeit, die Diffusionslänge oder die
Exziton-Lebensdauer nur geschätzt wurden. Die Experimentatoren berichten auch,
dass nicht auszuschließen ist, dass sie mehrere CNTs gleichzeitig messen. Dass der
gemessene und der simulierte Photostrom gut übereinstimmen, könnte demnach auch
auf einer Fehlerauslöschung beruhen. Dass die Größenordnungen übereinstimmen,
deutet dennoch auf eine sinnvolle Wahl der Simulationsparameter hin (die nicht
variiert wurden um die Übereinstimmung zu verbessern).
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6.3 Stromfluss durch asymmetrische Photoexzitonen-Erzeugung

In den Simulationen mit kontinuierlichem (cw) Laserbetrieb von Ishii et al.[170]
sind ebenfalls zwei Regimes für die Photolumineszenz sichtbar, die dort bei einer
Laserleistung von 100 µW bis 101 µW ineinander übergehen. Die Abweichung dieses Er-
gebnisses zum Ergebnis dieser Arbeit könnte an dem gepulsten Laser liegen, weil dabei
kurzzeitig mehr Exzitonen erzeugt werden und z.B. die Exziton-Exziton-Annihilation
(EEA) von der Dichte der Exzitonen abhängt und deshalb schon bei niedrigeren
gemittelten Laserleistungen relevant ist. Auf der anderen Seite sinkt die Dichte der
Exzitonen während der Dunkelphase. Deshalb ist zu erwarten, dass der Übergang von
linearer zu sublinearer Leistungabhängigkeit im cw-Betrieb zwischen der Peakleistung
und der gemittelten Leistung im gepulsten Betrieb liegt.

Ishii et al. begründen den Abfall der Effizienz der Lumineszenz mit einem Anstieg
der Rate an EEA [170]. Es liegt nahe, dass auch beim gepulsten Laserbetrieb im
experimentellen Aufbau der AG Krupke [169] EEA zum Übergang von linearer zu
sublinearer Anhängigkeit des Photostroms von der Laserleistung führt. Um dies
zu untersuchen, wurde der jeweilige Anteil der einzelnen Exziton-Verlustprozesse
(intrinsischer Zerfall, Zerfall an Elektrode, EEA) in der Simulation analysiert. Sie sind
in Abbildung 6.1 leistungsabhängig dargestellt. Es zeigt sich, dass der intrinsische
Zerfall bei den gewählten Simulationsparametern bei niedrigen Laserleistungen ca
5% beträgt und zu hohen Laserleistungen hin abfällt. Bei niedrigen Laserleistungen
dominiert der Elektrodenzerfall mit bis zu 95% und fällt am oberen simulierten
Leistungsbereich auf unter 1% ab. Der Anteil der EEA beträgt zunächst unter 0,1 %
und steigt im Bereich von ca. 10−2 µW an und beträgt bei der höchsten simulierten
Laserleistung mehr als 99%. Der größte Anstieg zeigt sich im Bereich von 10−1 µW
bis 100 µW. In diesem Bereich zeigt sich auch die Änderung im Potenzverhalten des
Photostroms abhängig von der Laserleistung. Das Auftreten von EEA korreliert also
auch im hier untersuchten System mit einer Verringerung der Photoeffizienz.

6.3 Stromfluss durch asymmetrische
Photoexzitonen-Erzeugung

Von weiterem Interesse ist die Frage, welche Rolle eine asymmetrische Beleuchtung
spielt. Von den Experimentatoren wurde berichtet, dass der Laserspot üblicherweise
nicht zentral auf das CNT, sondern (soweit präzise möglich) auf eines der Enden des
CNT an der Elektrode gerichtet ist und dies für einen Photostrom nötig ist. Wie in
Tabelle 6.1 dargestellt, beträgt die Breite des gaußförmigen Laserspots ca. 500 nm, die
Länge des CNTs 800 nm. Es werden also auf der gesamten Länge des CNTs Exzitonen
erzeugt, allerdings mit lokal unterschiedlicher Rate. Es stellt sich die Frage, ob auch
in einer Simulation alleine die asymmetrische Beleuchtung im Bezug zur Mitte des
CNTs für einen Nettostrom im ansonsten geometrisch symmetrischen System ausreicht.
Alternativ müssten die stets vorhandenen stochastischen Ungenauigkeiten zu einem
asymmetrischen realen System und damit zum Nettostrom führen.

Um dies zu prüfen, wurde in der Simulation der Photostrom abhängig von der
Position des Laserfokus bestimmt. Zwei mittlere Laserleistungen P von 0,03 µW
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Abbildung 6.2: Simulierte Photostromstärke über der Position des Laserspot-
Maximums gemessen von der Mitte des CNT bei Längen des CNT von 0,5 µm bis
2,5 µm. Die mittlere Laserleistung beträgt 0,03 µW, was dem linearen Bereich aus Abb.
6.1 entspricht.

und 3,8 µW wurden verwendet, um die beiden Transportregimes, die im vorigen
Unterkapitel ermittelt wurden, abzudecken. Zusätzlich wurde die Länge L des CNT
von 0,5 µm bis 2,5 µm variiert. Alle anderen Simulationsparameter entsprechen denen
aus Tabelle 6.1.

Die Ergebnisse für den linearen Bereich sind in Abb. 6.2, für den sublinearen Be-
reich in Abb. 6.3 dargestellt als der Photostrom über der Laserposition gemessen als
Abstand vom Mittelpunkt des CNT. In beiden Regimes fließt bei einer symmetrischen
Beleuchtung (d.h. Abstand 0 µm) kein Nettostrom in der Simulation, bei asymmetri-
scher Beleuchtung (d.h. Abstand ̸= 0 µm) fließt ein Nettostrom. Damit wurde gezeigt,
dass auch in der Simulation in einem geometrisch perfekt symmetrischen System die
asymmetrische Beleuchtung für einen Nettostrom nötig ist. Wie zu erwarten, ist der
Verlauf des Photostroms inversionssymmetrisch zum symmetrischen Fall.

Im linearen Regime (Abb. 6.2) steigt der Photostrom betragsmäßig zunächst linear
an und erreicht ein Maximum, das knapp vor dem Rand des CNT liegt. Nur bei
der kleinsten simulierten CNT-Länge von L = 0,5 µm, wo L kleiner als die Breite
des Laserspots ist, ist das Maximum im Simulationsabschnitt nicht erreicht. Bei
höheren Offsets fällt der Photostrom. Eine Erklärung dafür ist, dass die Asymmetrie
der Exzitonenerzeugung zunächst steigt, je weiter der Fokus vom Mittelpunkt des
CNT entfernt ist, weshalb der Photostrom steigt. Nahe am Rand sinkt zum einen die
Gesamtzahl der Photonen, die auf den CNT treffen, da mehr und mehr Photonen
außerhalb des CNTs absorbiert werden. Zum anderen sinkt die Steigung am Rand der
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6.3 Stromfluss durch asymmetrische Photoexzitonen-Erzeugung
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Abbildung 6.3: Photostromstärke über der Position des Laserspot-Maximums gemessen
von der Mitte des CNT bei Längen des CNT von 0,5 µm bis 2,5 µm. Die mittlere
Laserleistung beträgt 3,83 µW, was dem sublinearen Bereich aus Abb. 6.1 entspricht.

Gaußkurve des Laserspots, sodass die Asymmetrie des Beleuchtungsmusters bei der
Laserposition am Rand abnimmt.

Betrachtet man den maximalen Photostrom für jede CNT-Länge, kann bei einer
CNT-Länge von etwa 1,5 µm der größte Photostrom erreicht werden. Dies ergibt
sich auch zwei konkurrierenden Effekten. Mit der Länge des CNT steigt die Zahl
der erzeugten Exzitonen, allerdings müssen die Exitonen, Elektronen und Löcher bei
großen CNT-Längen einen weiteren Weg bis zu den Elektroden diffundieren. Insbe-
sondere Elektronen und Löcher müssen für einen Nettostrom zu den entgegengesetzen
Elektroden diffundieren ohne zu rekombinieren, was bei langen CNT erschwert ist.
Außerdem bedeutet eine größere Entfernung eine größere Verweildauer auf dem CNT
und damit eine größere Wahrscheinlichkeit, dass ein Exziton intrinsisch zerfällt.

Im sublinearen Regime (Abb. 6.3) lässt sich ein ähnlicher Verlauf wie im linearen Fall
erkennen. Auch hier ist das Verhalten inversionssymmetrisch. Im Vergleich zum linearen
Regime liegt das Maximum des Photostroms jetzt bei Offsets, die außerhalb des
Simulationsintervalls liegen, also wenn der Laserfokus außerhalb des CNT liegt. Zum
Rand des Simulationsintervalls erreicht der Photostrom ein Plateau, das Maximum
des Photostroms könnte bei einer Laserfokus-Position leicht außerhalb des CNT liegen.
Die CNT-Länge mit dem maximalen Photostrom (Im Simulationsintervall) liegt etwas
niedriger als im linearen Fall und beträgt ca. 1,0 µm.

Das Verhalten im zentralen Bereich unterscheidet sich zum linearen Regime. Der
Photostrom weißt eine S-Form auf, d.h. er steigt bei langen CNT zunächst deutlich
schwächer an und steigt nahe des CNT-Randes bis zum Plateau stärker an. Diese
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6 Teilchendiffusion auf Kohlenstoffnanoröhrchen

S-Form könnte mit dem EEA erklärt werden: Bei einer mittigen Beleuchtung werden
dort viele Exzitonen erzeugt, die einen weiteren Weg zu einer Elektrode haben als
am Rand erzeugte Exzitonen. Es besteht eine höhere Wahrscheinlichkeit für EEA
oder den intrinsischen Zerfall, bevor sie an einer der Elektroden durch Auftrennung in
Elektron und Loch erst zum effektiven Stromfluss beitragen können. Bei einer hohen
Exziton-Dichte sinkt der Weg, den ein Exziton in seiner Lebenszeit zurücklegen kann,
die effektive Diffusionslänge sinkt.

In der Simulation reicht also bereits die räumlich asymmetrische Exzitonenerzeu-
gung aus, um einen Nettostrom durch die Elektroden zu erhalten. Die optimale
Laserposition für einen maximalen Photostrom hängt von der Laserleistung und dem
Transportregime ab. CNT-Längen von 1-1,5 µm führen mit den hier untersuchten
Parametern zu den höchsten Photoströmen.
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7 Zusammenfassung und Ausblick
Im Rahmen dieser Dissertation habe ich erfolgreich das Verständnis der gedruckten
Elektronik verbessert, indem ich mit Modellierungen und Simulationsergebnissen
Einblicke in das Verhalten und die Funktionsweise von gedruckten Transistoren sowie
druckbaren Materialien geben konnte.
Für den gedruckten Elektrolyt-Feldeffekttransistor mit vertikalem Leitungskanal
(vFET) habe ich einen „digitaler Zwilling“ des Bauteils erstellt. Ein Fit ergab physi-
kalisch sinnvolle Werte für einige experimentell nicht zugänglichen Materialparameter.
Eine gekoppelte Halbleiter-Elektrolyt-Simulation bestätigt die verwendete Näherung
der nicht untereinander wechselwirkenden Domänen selbstkonsistent. Dies zeigt, dass
das gesamte Modell mitsamt der vereinfachten Morphologie ein physikalisch sinnvolles
Modell des vFET ist.

Aus den Simulationsergebnissen lässt sich der Leitungskanal im vFET lokalisieren
und quantifizieren, was bereits Rückschlüsse auf den Einfluss der Domänengröße
erlaubt. Weitere Simulationen bei anderen Dotierkonzentrationen sowie anderen (MC-
generierten) Morphologien zeigen, dass die experimentelle Dotierkonzentration bereits
einen guten Kompromiss aus scharfer Trennung von On- und Off-Zustand sowie
absolutem Stromfluss darstellt sowie dass kleinere Domänen die Eigenschaften des
Transistors verbessern würden (z.B. mind. 3 Größenordnungen niedrigerer Off-Strom).
Ebenso wurde ermittelt, dass beide Größen einen Einfluss auf die Schwellspannung
haben. Letztlich konnte ich mit dem Simulationsmodell den Anteil der Randströme
am Gesamtstrom durch den Transistor abschätzen. Die Randströme haben zwar einen
signifikanten Anteil am Gesamtstrom, können aber nicht alleine für das experimentell
beobachtete sublineare Wachstum der Stromstärke mit der Transistorfläche verant-
wortlich sein. Darauf aufbauend konnte ich selbstkonsistent zeigen, dass eine endliche
Eindringtiefe des Elektrolyt in den vFET das gemessene Verhalten erklären kann.

Zukünftige Forschungsprojekte könnten diese Eigenschaften in der Simulation im
Experiment verifizieren und so die Anwendungsmöglichkeiten des vFET erweitern.
Die bisher lithographisch hergestellten Elektroden könnten ebenfalls gedruckt werden,
um ein vollständig gedrucktes Bauteil zu erhalten. In weiteren Simulationen könnte
z.B. erarbeitet werden, inwiefern andere Elektrodengeometrien unter der Annahme
einer konstanten Eindringtiefe des Elektrolyt auch bei einer großen Transistorfläche
eine zuverlässige Verschaltung des Gates erlauben. Zusätzlich wurden bisher in der
Simulation nur stationäre Zustände betrachtet, hier wäre es von Nutzen auch zeitab-
hängige Simulationen durchzuführen um die dynamischen Eigenschaften des vFET zu
modellieren.

Im zweiten Teil dieser Arbeit habe ich ein neuartiges Modell für die Schwellspan-
nung in beliebigen Elektrolyt-Feldeffekttransistoren entwickelt, das im Vergleich zum
vorigen Abschnitt nicht auf Messergebnissen gefittet wurde, sondern als bottom-up
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7 Zusammenfassung und Ausblick

Modell nur auf grundlegenden physikalischen Prinzipien basiert. Qualitativ verknüpft
es die angelegte Gatespannung mit den Grenzschichtkapazitäten sowie der Spannung,
die an der Elektrolyt-Halbleiter-Grenzschicht anliegt. Mit wenigen Annahmen wie
einem stationärem Zustand und der Abwesenheit von chemischen Reaktionen habe
ich zunächst das Modell qualitativ erläutert sowie diskutiert und anschließend eine
geschlossene Formel für die Schwellspannung hergeleitet. Erstmals verknüpft das
Modell eine statische Eigenschaft wie die Schwellspannung mit den Grenzschichtka-
pazitäten bzw. parasitären Kapazitäten im Transistor, die bisher nur in Verbindung
mit dynamischen Eigenschaften wie der Schaltgeschwindigkeit gebracht wurden. Das
Modell zeigt auch, dass die Grenzschichtkapazitäten in Elektrolyttransistoren nicht
nur als parasitäre Kapazitäten unerwünscht sind, sondern in gewissem Maße auch zur
Justierung der Schwellspannung nützlich sein könnten.

Ich diskutiere das Modell auf Messergebnisse von Kolleginnen und Kollegen von
unterschiedlichen gedruckten planaren Elektrolyt-Feldeffekttransistoren. Im Experi-
ment weist ein gedruckter in-plane-Transistor eine Abhängigkeit der Schwellspannung
von der Länge, aber nicht von der Breite des Leitungskanals auf. Das entwickelte
Schwellspannungsmodell kann diese Abhängigkeit qualitativ erklären, indem die nicht
beliebig verkleinerbare Größe der druckbaren Bereiche berücksichtigt wird. Auch bei
weiteren Beispielen lässt sich das Modell teilweise anwenden, unter anderem in einer
speziell aufgesetzten Messreihe einer experimentellen Partnergruppe zur Prüfung des
Modells.

Hier sind weitere experimentelle Ergebnisse mit Referenzmessungen nötig, um eine
Bestätigung mit statistischer Signifikanz und unter Ausschluss anderer Effekte erhal-
ten zu können bzw. um ansonsten das Modell zu erweitern. Weitere Möglichkeiten
das Modell zukünftig zu verfeinern sind z.B. die Berücksichtigung der Source-Drain-
Spannung und intrinsischen Kontaktspannungen. Weiterhin werden in der Literatur
bereits neben rein elektrostatisch schaltenden Elektrolyt-FETs auch elektrochemische
Effekte diskutiert, die in das Modell einfließen könnten. Ebenso sind weitere Ansätze
nötig, um gekoppelte Halbleiter-Elektrolyt-Simulationen durchzuführen um den re-
levanten Einfluss der Elektrolyt-Leitfähigkeit auf die Ladungsakkumulierung z.B. in
frequenzabhängige Simulationen mit einzubeziehen.

Im dritten Teil habe ich ein Simulationsverfahren aufgesetzt, das erfolgreich den
gepulsten Photostrom in einem Kohlenstoffnanoröhrchen (CNT) simuliert. Das Modell
basiert auf einer Beschreibung in der Literatur und konnte mit den veröffentlichten
Ergebnissen erfolgreich auf Korrektheit geprüft werden. Auf dieser Basis habe ich
das Simulationstool für die experimentellen Bedingungen erweitert. Ich konnte über
die Simulation zeigen, dass es auch bei gepulster Beleuchtung abhängig von der
Laserleistung zu verschiedenen Transportregimes kommt, deren gefitteter Exponent
von Experiment und Simulation jeweils sehr gut übereinstimmt. Die Simulation kann
auch die von außen nicht direkt messbaren Verlustprozesse quantifizieren und damit
zeigen, dass die Bereiche der Transportregimes auch bei gepulster Beleuchtung mit dem
Anteil des Exziton-Exziton-Quenchings an der Summe der Verlustprozesse korrelieren.
Weiterhin erlaubt es das Simulationsmodell, unabhängig von möglichen experimentellen
unbekannten Einflüssen den Photostrom zu bestimmen. Damit konnte ich zeigen, dass
in einem geometrisch perfekt symmetrischen System kein Photostrom fließt. Erst durch
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eine asymmetrische Beleuchtung wie ein vom Mittelpunkt verschobener Laserfokus
entsteht ein Photostrom. Da CNT grundsätzlich auch druckbar sind und halbleitende
Eigenschaften haben können, bietet es sich an in zukünftigen Forschungsprojekten
Transistoren mit halbleitenden CNT zu drucken und die Eigenschaften des Bauteils
zu untersuchen. Damit stünde eine neue Materialklasse als Halbleitermaterial für
gedruckte Elektronik zur Verfügung und könnte z.B. die Metalloxide der anderen in
dieser Arbeit vorgestellten gedruckten Transistoren ergänzen.
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8 Anhang

8.1 Nutzung von COMSOL

8.1.1 Überblick über COMSOL
Die Grundsoftware ist ein Paket zum numerischen Lösen von Differenzialgleichungen
auf beliebigen Geometrien in 0D bis 3D. Dies bildet die Kernfunktionalität. Es ist
möglich, beliebige (partielle) Differenzialgleichungen einzugeben und lösen zu lassen.
Neben dem Kernpaket verkauft der Hersteller eine Vielzahl an Zusatzmodulen, die
vorgefertigte Differenzialgleichungen mit vielen Randbedingungen bündeln und leichter
konfigurierbar machen. Einer der Vorteile der Software ist, dass Differenzialgleichungen
beliebig gekoppelt werden können, sodass z.B. der Stromfluss, die daraus resultierende
Erwärmung und die daraus folgende mechanische Spannung eines Materials simuliert
werden können (siehe „Electrical Heating in a Busbar“-Beispielprojekt integriert in
das Softwarepaket für die Version 5.1 des Herstellers). Außerdem ist es möglich, die
Parameter im gesamten Modell als beliebige Funktion statt als Konstante zu definieren,
sodass Werte in einer Simulation an andere Variablen innerhalb der Simulation
gekoppelt werden können.

Sämtliche Gleichungen, Randbedingungen und sonstige Bedingungen können auf
einzelne Domänen, Oberflächen oder Kanten angewendet werden. Jedes Objekt enthält
dazu einen Selection-Unterpunkt, wo die Nummern der entsprechenen Entitäten
aufgelistet sind. Sie können entweder aus der Liste direkt gelöscht werden, oder durch
Auswahl in der graphischen Anzeige (de)aktiviert werden. Die Auswahl wird auch im
Fenster rechts in der Geometrie farblich markiert bzw. kann über eine Auswahl dort
geändert werden.

Je nach Art der Randbedingung sind sie additiv (bei allen Fluss-ähnlichen Werten,
von Neumann-Randbedingung) oder überschreiben sich (bei der Definition des Werts
an sich, Dirichlet-Randbedingung)

Aubau der Benutzeroberfläche Die Benutzeroberfläche im Widescreen-Modus
mit einem Projekt aus dieser Arbeit ist in Abb. 8.1 dargestellt. Unter den Me-
nü/Funktionsleisten ist die Benutzeroberfläche (GUI) in 3 Spalten unterteilt. Links
(Model Builder) ist der Baum des Projektaufbaus dargestellt. Dort können die einzel-
nen Aspekte/Objekte des Projekts/Modells ausgewählt werden. Mit einem Rechtsklick
auf ein Element/Knoten wird eine Liste an passenden Unterpunkten bzw. Objekten
angezeigt, die mit einem Klick auch dem Projekt hinzugefügt werden können. Im
hier dargestellen Beispiel ist die Electron Density-Gruppe aus dem Results-Teil ausge-
wählt. In der Mitte (Settings) befinden sich die Einstellungen des links ausgewählten
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8.1 Nutzung von COMSOL

Abbildung 8.1: Screenshot der COMSOL-Oberfläche (Version 5.1) wie sie in dieser
Arbeit für den vFET (siehe Kap. 4) verwendet wurde.

Objekts. In diesem Fall sind die wichtigsten Einstellmöglichkeiten die Auswahl des
eigentlichen Datensets und der dazugehörigen Parameter. Rechts befindet sich eine
grafische Ansicht zur aktuellen Auswahl.

Aufbau des Projektbaums Der Projektaufbau in der linken Spalte von oben nach
unten entspricht grob dem Arbeitsablauf, in dem ein Simulationsprojekt aufgebaut
werden sollte. Es ist zu beachten, dass oben im Projektbaum mit dem Show-Knopf
weitere Einstellmöglichkeiten und Anzeigen aktiviert werden können wie die Definition
der eigentlichen Formeln, der Diskretisierung etc. In den Global Definitions können
zum einen Parameter und Funktionen definiert werden, auf die vom gesamten Projekt
aus zugegriffen werden kann, außerdem können dort Materialparameter definiert
werden (üblicherweise werden diese allerdings weiter unten im Projekt aufgeführt).
Die danach folgende Hauptkomponente Component 1 enthält weitere Definitionen
(Definitions) von Parametern, Variablen und Funktionen, die gesamte Geometrie-
Bearbeitung (Geometry), die Liste der verwendeten Material-Parameter (Materials),
alle physikalischen Modell- bzw. Differenzialgleichungsdefinitionen (in diesem Fall
Semiconductor) sowie die Diskretisierung der Geometrie über ein Netz (Mesh). Das
eigentliche Lösen der Differenzialgleichung, Parameterreihen sowie die numerischen
Lösungsverfahren werden dann über die Solver-Objekte (hier benannt als posG)
eingestellt. Der Results-Knoten definiert Datensätze (Data Sets), die entweder aus
dem Löser stammen oder aus diesen abgeleitet werden können. Beispielsweise kann
aus einer 3D-Geometrie über eine Schnittebene ein abgeleiteter 2D-Datensatz (analog
2D zu 1D) erzeugt werden. Die Derived Values definieren Nachbearbeitungsschritte,
die auf die Datensätze angewendet werden können wie Integrale und Auswertungen
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an bestimmten, beliebigen Punkten im Raum. Diese Daten können in Tabellen im
Tables-Knoten gespeichert werden. Ebenfalls können in den Results Plot-Gruppen
definiert werden wie das ausgewählte Electron Density, ein 3D-Plot oder der 1D-Plot
IDVG (siehe Abb. 8.1).

Die Symbole im Projektbaum können weitere Informationen zur Interaktion der
Objekte untereinander darstellen. Ein kleines „D“ in der linken oberen Ecke (z.B. bei
Semiconductor Material Model 1 in Abb. 8.1) zeigt an, dass dieses Objekt automatisch
erstellt wurde. Ein rotes Dreieck zeigt an, dass das ausgewählte Objekt das andere
Objekt mit dem roten Dreieck überschreibt. Ein schwarzer Kreis zeigt an, dass die
Objekte sich gegenseitig beeinflussen.

Um ein Modell aufzubauen, ist der Model Wizard einfach zu verwenden. Dort
wird nacheinander die Dimensionalität der Geometrie, die gewünschten Module mit
vorgefertigten Differenzialgleichungen und Randbedingungen sowie die Art der Studie
(zeitabhängig, stationär oder Frequenz-Fourierraum) abgefragt. COMSOL erstellt
daraus ein Basisprojekt, das weiterhin nach belieben abgeändert und erweitert werden
kann.

Lizenzen Für die Arbeit am vFET wurde eine institutsinterne Lizenz für COMSOL
5.0-5.2 genutzt. Die Programme können ohne Ablaufdatum weiter verwendet werden,
allerdings sind Updates und Support wegen der abgelaufenen Lizenz nicht mehr über
diese Lizenz verfügbar. Die Lizenz umfasst das Grundpaket und das Halbleiter-Modul
als eine sog. „Floating-Network-Lizenz“, d.h. es können beliebig viele Installationen mit
dieser Lizenz durchgeführt, aber zu jedem Zeitpunkt maximal eine Installation aktiv
in Nutzung sein. Der dazu im Institut eingerichtete Lizenzserver ist über die Adresse
int-lic-01.int.kit.edu und den Port 1718 verfügbar. Auf dem Rechencluster intnano
vom INT sind auch Abbildungen der Installationsmedien der COMSOL-Versionen 5.0
bis 5.2 abgespeichert.

Daneben stellt auch das SCC für das gesamte KIT umfangreiche COMSOL-Lizenzen
mit einer Vielzahl von Modulen (u.a. auch das Halbleitermodul) zur Verfügung. Über
diese aktiven Lizenzen kann auch der COMSOL-Supprt genutzt werden. Die Adresse
des Lizenzservers sowie der Speicherort von Installationsdaten sind über die Webseiten
des SCC (scc.kit.edu) bzw. über den verantwortlichen Mitarbeiter des SCC (Herr
Ngan Long Tu) verfügbar. Über diese Lizenz wurde COMSOL 5.6 für den Versuch
verwendet, das Drift-Diffusions-Modell sowohl im Halbleiter als auch im Elektrolyt
gekoppelt zu simulieren (siehe Kap. 8.3).

8.1.2 Beschleunigung der Berechnungen
Methoden zur Verkürzung der Rechenzeit Die Rechenzeit für das Lösen eines
Modells kann bei großen Modellen eine Herausforderung darstellen. Die Rechenzeit
hängt zum einen von der Größe des Modells, der Dichte des Netzes und der Anzahl der
Variablen ab, zum anderern von der verfügbaren Rechenleistung. Die Komplexität kann
dabei reduziert werden, indem die Größe durch Symmetrieausnutzung verkleinert,
das Netz an den richtigen Stellen vergröbert und uninteressante Variablen (z.B.
Minoritätsladungsträger in Akkumulations-Feldeffekttransistoren) ignoriert werden.
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Die Tipps zur Konvergenzverbesserung beeinflussen auch direkt die Geschwindigkeit,
da eine kleinere Anzahl von Rechenschritten unmittelbar in kürzeren Rechenzeiten
resultiert.

Daneben spielt auch die Rechenleistung des Computers eine Rolle. COMSOL und
die genutzten Bibliotheken sind Multithreading- und teilweise auch Multiprocessing-
fähig. Standardmäßig nutzt COMSOL alle zur Verfügung stehenden CPU-Kerne
aus. Auf Rechenclustern und bei kleinen Projekten ist das nicht sinnvoll, weshalb
es sich anbietet die Anzahl der Threads über die Option -np X fest vorzugeben. Zu
viele Threads beschleunigen die Berechnung nicht weiter. Es ist deshalb sinnvoll,
vor größeren Berechnungen an einem Beispiel eine sinnvolle Anzahl an Threads
zu finden. Grundsätzlich spielt natürlich auch die Taktfrequenz der CPU und die
Speichergeschwindigkeit eine Rolle. Vor allem letzteres kann bei großen Projekten ein
Nadelöhr darstellen.

Durch die Floating Network Licence ist es möglich, COMSOL auch auf einem
Rechencluster wie int-nano (int-nano.int.kit.edu) zu nutzen. Dazu gibt es
verschiedene Möglichkeiten. Die einfachste ist, ein Projekt vollständig vorzubereiten,
abzuspeichern und dann auf dem Rechencluster über

$ comsol -np 16 batch -inputfile <Projekt-Datei>

(hier als Beispiel mit 16 Threads) auszuführen. COMSOL führt dann die Studien im
Projekt aus und speichert die Ergebnisse im Projekt ab.

Eine weitere Möglichkeit ist, den Rechenkern der Software auf dem Cluster mit der
Benutzeroberfläche auf einem Büro-Computer zu verbinden. Vor allem zur Fehlersuche
und zum Postprocessing ist das eine elegante Art, die komplexen Berechnungen auf
einem leistungsfähigen Computer laufen zu lassen und gleichzeitig direkt Einfluss
auf das Projekt und die Plots nehmen zu können. Dazu kann auf dem Cluster ein
Server-Prozess (nicht zu verwechseln mit der COMSOL-Server-Applikation!) gestartet
werden:

$ comsol -np 16 mphserver

Beim ersten Aufruf muss ein Passwort gesetzt werden. Eventuell muss das Passwort
auch zurückgesetzt werden wenn bereits ein anderer Nutzer das Passwort eingerichtet
hatte, dies ist mit der Option -passwd reset möglich.

Dieser Aufbau funktioniert auch mit einer einzigen Lizenz, da die Lizenz intern als
Gruppe von Lizenzen für die GUI und Rechenkernel mit den benötigten Modulen
angesehen wird. Bei großen Modellen (insbesondere mit bereits berechneten Ergebnis-
sen) ist es von Vorteil, zuerst die GUI mit dem Rechenkernel zu verbinden und erst
dann das Projekt zu laden. Damit wird vermieden, dass das Modell zunächst auf dem
Büro-Computer geladen wird und dort den Arbeitsspeicher möglicherweise überlastet.

Alle Beispiele bezogen sich auf Multithreading auf einer einzelnen Node. COMSOL
unterstützt auch Multiprocessing über mehrere Nodes hinweg, was allerdings kompli-
zierter aufzusetzen bzw. in den Scheduler des Computerclusters zu integrieren ist. Für
die Modelle dieser Arbeit war Multithreading ausreichend, insbesondere da einzelne
Nodes zum Zeitpunkt dieser Arbeit bereits bis zu 128 echte Rechenkerne bereitstellen.
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Nutzung auf dem Rechencluster int-nano Die Berechnungen für diese Arbeit
wurden teilweise auf dem Rechencluster int-nano (int-nano-int.kit.edu) durchgeführt.
Die Besonderheiten sollen nun kurz vorgestellt werden. Die Versionen 5.1, 5.2 und 5.6
sind im Ordner /shared/software/chem/comsol/ installiert.

Um beispielsweise den Rechenkernel in Version 5.1 auf int-nano zu starten, muss
der Befehl

$ <COMSOL-Installationspfad>/bin/comsol -np 16 mphserver

ausgeführt werden (analog für andere Versionen und für den batch-Betrieb mit batch
und Dateiname statt mphserver)

Um sich mit dem Rechenkernel verbinden zu können, ist noch ein Zwischenschritt
nötig, da eine direkte Tunnelverbindung mit der Clusternode hergestellt werden muss.
Nachdem der Rechenkernel vom Scheduling-System auf dem Cluster gestartet worden
ist, muss die Node identifiziert werden, auf dem der Prozess läuft (z.B. nano02). Der
Befehl zum Aufbau des ssh-Tunnels vom Client-Computer aus lautet:

$ ssh -L 2036:localhost:2036 -J <User-ID>@int-nano.int.kit.edu \
<User-ID>@<Node>.int-nano.int.kit.edu

Die User-ID ist die ID, mit der man sich KIT-weit bei Diensten anmeldet.
Die GUI kann dann über dem Menübefehl File/Client Server/Connect to Server...

mit dem Rechenkernel über die Adresse localhost:2036 (da der ssh-Tunnel die
Verbindung auf den lokalen Port 2036 gemappt hat) verbunden werden.

8.1.3 Konvergenzerleichterungen
In diesem Anschnitt sollen Tipps und Tricks vorgestellt werden, wie bei Konvergenzpro-
blemen bei Halbleitermodellen in COMSOL vorgegangen werden kann. Der Hersteller
empfiehlt, im Modell keine starken Parameteränderungen (weder zeitlich noch örtlich)
einzuführen und diese im Zweifelsfall in einem Auxiliary Sweep langsam zu entwi-
ckeln. Weiterhin ist eine gute Netzqualität wichtig für die Konvergenz. Regionen mit
großen örtlichen Änderungen des elektrischen Potentials oder Ladungsträgerdichte
(z.B. an einer Gate-Elektrode) benötigen ein feines Netz. Es kann auch sinnvoll sein,
einen Parameter-Sweep aufzuteilen und z.B. von einer Gatespannung von 0 V einmal
zu positiven und einmal zu negativen Spannungen zu gehen (dazu können mehrere
Studien dem Projekt hinzugefügt werden). Dabei muss die Option aktiviert sein,
dass die Lösung eines Parametersatzes als Anfangswert des nächsten Parametersatzes
gesetzt wird, was in COMSOL z.B. über die sog. Continuation des Auxiliary Sweep
möglich ist. Umgekehrt kann es bei manchen Modellen auch ratsam sein, mit einer
hohen Gatespannung zu beginnen und sie dann abzusenken, um dem Löser zu Beginn
einen starken Gradienten zur korrekten Lösung hin anzubieten. Allgemeingültige
Regeln aufzustellen ist dabei schwierig, es bietet sich an bei Konvergenzproblemen
verschiedene Ansätze auszuprobieren.

Zusätzlich sind die Unterknoten des Solver Configurations/Solution 1/Stationary
Solver relevant. In dieser Arbeit war es von Vorteil, den Algorithmus zum diagonalisie-
ren der Matrizen im Direct 1 -Knoten vom MUMPS-Paket auf PARDISO umzustellen
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(Achtung: Es gibt zwei dieser Knoten, der erste ist deaktiviert, der zweite ist aktiv).
Letzterer ist numerisch etwas stabiler und skaliert auch besser mit mehreren Threads.
Im Stationary Solver-Objekt ist auch die Konvergenzschwelle definiert. Sie liegt im
Halbleitermodul in 3D standardmäßig bei 10−5, in 2D bei 10−6. Diese Werte sind
üblicherweise sinnvoll gewählt.

Im Fully Coupled-Objekt lässt sich der Algorithmus zum Lösen des nichtlinearen
Gleichungssystems einstellen. Standardmäßig wird ein adaptives Newton-Verfahren
angewendet. Die Schrittweite und Dämpfung wird dabei automatisch innerhalb eines
einstellbaren Intervalls angepasst. Diese Parameter zu justieren kann sinnvoll sein.
Dort kann man auch die maximale Anzahl der Schritte angeben und definieren, ob ein
Ergebnis auch nur durch das Erreichen der maximalen Schritte bereits als konvergiert
angesehen werden soll. Es ist auch ein nicht-adaptives Newtonverfahren verfügbar,
das üblicherweise mehr Schritte benötigt, aber in manchen Fällen dem adaptiven
Verfahren überlegen ist (z.B. wenn letzteres zu Schwingen beginnt).

Auch die Anzahl der genutzten Rechenkerne (z.B. beim Start von COMSOL vorge-
geben mit der Option -np XX) kann einen Einfluss auf die Stabilität des linearen
Löser haben. Bei Problemen im linearen Löser (nichtsymmetrische Matrix, singuläre
Matrix etc.) kann es sich lohnen, die Anzahl der Rechenthreads zu verändern.

Zur Kontrolle der Konvergenz während der Simulation bietet COMSOL mehrere
Möglichkeiten. Zum einen wird standardmäßig ein Konvergenzplot erstellt, der ein
kombiniertes Konvergenzmaß über den Verlauf der Rechnung darstellt. Dort kann
man z.B. erkennen, ob eine Simulation sich einem konvergierten System annähert oder
nur noch zwischen unplausiblen Zuständen hin- und herspringt. Es kann auch hilfreich
sein, bei Konvergenzschwierigkeiten die Zwischenergebnisse während der Simulation
zu beurteilen. Dazu gibt es im Stationary Solver-Objekt die Einstellungsmöglichkeit
Results while solving. Dort kann ein Plot-Knoten o.ä. aus dem Results-Abschnitt
ausgewählt werden. Die Ergebnisse eines Parametersets werden dann unmittelbar bei
Verfügbarkeit dargestellt. Eine noch feinere Möglichkeit bietet die Option Results
while solving im Fully Coupled-Knoten. Damit können sämtliche Zwischenschritte
des nichtlinearen Lösers dargestellt werden. Dies kann helfen, da manchmal eine
numerische Instabilität zu unphysikalischen Zuständen wie z.B. negativen Dichten
führen kann. Diese sind auf diese Weise schnell erkennbar und das Netz sollte an
diesen Stellen angepasst werden. Es kann auch auftreten, dass das System sich in
einem metastabilen Gleichgewicht befindet, z.B. weil sich wellenartige Dichtemaxima
parallel zur Gate-Elektrode langsam durch das System bewegen. In so einem Fall
hilft es, die Symmetie des Systems zu reduzieren und auf diese Weise dem Löser
einen Gradienten anzubieten. Manchmal ist aber auch ein weiterer Simulationslauf
erfolgreich, die Simulationsläufe sind nicht streng deterministisch (das konvergierte
Ergebnis aber trotzdem im Rahmen des Konvergenzkriteriums gleich!).

8.1.4 Geometrieerstellung, Import und Prozessierung
Die Simulationssoftware COMSOL enthält Funktionen um Geometrien zu laden,
zu erzeugen bzw. zusammenzusetzen und zu modifizieren. Dazu stehen zum einen
Grundformen der jeweiligen Zahl der Raumdimensionen (Kreise, Rechtecke, Polygone
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in 2D, Quader, Kugeln, Polygone in 3D) zur Verfügung, zum anderen können Polygone
über Listen aus Koordinaten u.a. aus externen Dateien geladen werden. Alle Geometrie-
Elemente können mit logischen Operationen wie AND, OR und XOR verknüpft werden,
um aufwändigere Geometrien erstellen zu können. Objekte oder auch Gruppen von
Objekte können vervielfältigt werden. Es ist auch möglich, 3D- aus 2D-Strukturen zu
erstellen, indem 2D-Domänen extrudiert oder rotiert werden.

Aufwändigere Geometrien lassen sich entweder als CAD-Dateien importieren, die
mit anderer Software erstellt wurden, oder z.B. durch das Java-Interface in COMSOL
als Programmcode erstellen. Das Java-Interface erlaubt es, in Schleifen Aktionen
durchzuführen, wie sie auch in der Benutzeroberfläche möglich sind. Damit können
vergleichsweise schnell eine Vielzahl an Geometrieelementen erstellt werden, was
manuell in der Benutzeroberfläche viel Zeit in Anspruch nehmen würde.

Zur Vorbereitung der experimentell oder durch MC-Simulation erzeugten 2D-
Morphologien wurde ein Skript in Python geschrieben (morphology2comsol_3.py),
das aus einem 2D-Schwarzweiß-Bild die Koordinaten der Domänenumrisse extrahiert.
Das Skript glättet die Kanten und entfernt Rauschen durch Erosions- und Dilata-
tionsfilter. Dann nutzt es einen konventionellen Kantenerkennungsfilter. In dessen
Ergebnis sucht ein iterativer Algorithmus nach einer Kante und verfolgt die Kante,
bis entweder die Kante zu Ende ist oder der Ausgangspunkt wieder erreicht wird. Alle
abgesuchten Randpunkte werden dabei aus dem Bild gelöscht. Die Koordinaten jedes
zehnten Punktes werden in einer Datei abgespeichert. Für jede Domäne wird eine
neue Ausgabedatei erstellt. Das Verfahren wird so oft wiederholt, bis keine Domäne
mehr vorhanden ist.

Anschließend müssen die Domänen in COMSOL geladen werden. Dazu wurde ein
eigenes Projekt erstellt und dort eine einzelne Domäne über die File-Import-Funktion
des Polygon-Objekts als Closed Curve geladen. Das Projekt wurde dann nicht als
COMSOL-eigene .mph-Datei, sondern als .java-Datei gespeichert (COMSOL basiert
auf Java und enthält deshalb eine Java-Schnittstelle, über die alle Funktionen zur
Verfügung stehen[173]). Die Java-Datei enthält Code, der alle Einstellungen so setzt
wie sie in der GUI festgelegt wurden. Bei umfangreicheren Projekten kann es sinnvoll
sein, über den Menüpunkt File/Compact History alle Befehle zu bereinigen und
zu sortieren. Die Java-Datei wurde dann um eine Schleife erweitert, die sämtliche
Domänen-Dateien nacheinander lädt. Dabei musste beachtet werden, dass die File-
Import-Funktion max. 10 KB laden kann. Größere Dateien mussten deshalb zunächst
aussortiert werden. Über den Befehl

$ comsol compile -jdkroot <JDK_ordner> <Java-Datei>

kann die Java-Datei in eine .class-Datei kompiliert werden. Dazu muss mit dem
Pfad JDK_ordner eine JDK-Installation angegeben werden. Version 1.5 und 1.6
werden offiziell unterstützt, Version 1.7 funktionierte für diese Arbeit hier ebenfalls.
Es ist unbedingt daruf zu achten, den absoluten Pfad zur Java-Datei anzugeben!
Es wird zwar auch mit einem relativen Pfad keine Fehlermeldung ausgegeben, aber
aus Erfahrung wird nur mit einem absoluten Pfad die Java-Datei korrekt in eine
.class-Datei kompiliert. Die .class-Datei kann dann erneut als Projekt in COMSOL
geladen werden. Die übrigen Domänen in Dateien größer als 10 KB müssen manuell
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über die Table-Funktion im Polygon-Objekt geladen werden, der ebenfalls mit einer
Datei gefüllt werden kann.

Anschließend mussten die Domänen noch nachbearbeitet werden. Die Domänen-
Speicher-Routine kann bei nahe beieinanderliegenden Domänengrenzen diese nicht
immer sauber trennen. Dazu können die Punktelisten in den Polygonen manuell
modifiziert werden. Um Löcher in Domänen zu erhalten, mussten dann mit der
Intersection-Operation der Booleans and Partitions-Gruppe die Löcher ausgebildet
werden. Das Resultat kann dann als COMSOL-Geometrie exportiert werden, was den
späteren Import vereinfacht. Genauere Informationen zu den Nachbarbeitungsschritten
wurden bereits anderweitig beschrieben[123].

8.1.5 Aufbereitung der Ergebnisse
In diesem Abschnitt soll beschrieben werden, wie die Simulationsergebnisse ausgewertet
werden können und welche Möglichkeiten es zum Postprocessing in COMSOL gibt.
Die Ergebnisse einer Simulation (bzw. einer Study) werden konkret im Data Sets-
Unterknoten des Results-Knoten abgespeichert. Dort können z.B. auch Schnittebenen
(Cut Planes) in 3D bzw. Schnittlinien Cut Line in 3D oder 2D definiert werden, die
selbst ebenfalls als Datenquellen für Abbildungen verwendet werden können. Auch
mathematische Operationen wie . Im Derived Values-Knoten können Größen aus den
Datenquellen berechnet werden und mathematische Operationen wie die Interation
sind möglich, z.B. um den mittleren Wert einer Größe entlang einer Schnittebene zu
ermitteln. Die Ergebnisse werden als Tabelle im Tables-Unterknoten abgespeichert.

Neben der Auswertung über numerische Ergebnisse sind Plots der Simulationser-
gebnisse wichtig. Im Results-Knoten können dazu Plot-Gruppen erstellt werden. Sie
bestehen zunächt nur aus der Zuweisung zu einer Plot-Art (3D, 2D, 1D) und einer
Datenquelle, welche die Simulationslösung selbst oder auch z.B. eine später definier-
te Schnittebene sein kann. Die Unterpunkte der Plot-Gruppe sind die eigentlichen
Graphen. Es stehen dabei viele Möglichkeiten wie farblich codierte Plots, Vektorplots
und Schnittbilder in 3D, analoge Plots in 2D sowie klassische Funktionsgraphen (z.B.
über Line Graph oder Global) zur Verfügung. Die x-Achse kann in diesen Fällen auch
ein Simulationsparameter sein, sodass z.B. aus einem Sweep der Gate-Spannung in
einer Studie ein Transferplot entsteht. Allgemein gibt es für die Nachbearbeitung
verschiedene, äquivalente Möglichkeiten, einen Plot zu erstellen. Dabei ist zu beach-
ten, dass (wenn verfügbar) vorberechnete Größen wie z.B. die Gesamtstromstärke
durch eine Elektrode genutzt werden sollten statt diese manuell durch Integration zu
erstellen, da die interne Repräsentation des Netzes berücksichtigt werden muss. Die
vorberechneten Größen basieren immer auf einer physikalisch sinnvollen Interpolation
des konkret vorliegenden Netzes und der Ansatzfunktion.

8.2 Beispiele für Transfer- und Outputkurven
Die in diesem Abschnitt dargestellten gemessenen Transfer- und Outputkurven von
EGFETs zeigen beispielhaft die verschiedenen möglichen Fehler, die bei EGFETs auf-
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Abbildung 8.2: Transferkennlinien eines Top-Gate-EGFETs mit einer Leitungskanal-
Breite von 100 µm und einer -Länge von 40 µm. Die Werte über einer Spannung von
0,25 V sind in der logarithmischen Auftragung nicht darstellbar, da sie negativ sind.
Dies deutet auf einen defekten Transistor hin, da der Drain-Stromfluss bei konstanter
Source-Drain-Spannung nicht das Vorzeichen wechseln darf.

treten können und deren Daten von der Auswertung ausgeschlossen wurden. Daneben
ist jeweils noch ein Beispiel für einen funktionierenden Transistor dargestellt.
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Abbildung 8.3: Transferkennlinien eines Top-Gate-EGFETs mit einer Leitungskanal-
Breite von 600 µm und einer -Länge von 60 µm. Der Drain-Strom bei der Gate-Spannung
von -0,5 V beträgt ab der Source-Drain-Spannung von 0,4 V über 100 nA, was auf einen
unerwünschten Gate-Drain-Strompfad hindeutet.
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Abbildung 8.4: Outputkennlinien eines Top-Gate-EGFETs mit einer Leitungskanal-
Breite von 200 µm und einer -Länge von 100 µm. Während die Outputkurven grundsätz-
lich die erwartete Form ausweisen, sind einige Einbrüche im Strom zu sehen, was auf
Kontaktprobleme hindeutet.
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Abbildung 8.5: Transferkennlinien eines Top-Gate-EGFETs mit einer Leitungskanal-
Breite von 200 µm und einer -Länge von 40 µm. Dies ist ein Beispiel für eine verwertbare
Transferkennlinie, die Daten dieses Transistors wurden weiter verarbeitet. Der Abfall
für die Source-Drain-Spannung von 0,01 V zwischen der Gate-Spannung von -0,5 V bis -
0,25 V ist auf die logarithmische Darstellung und die Messungenauigkeit bei Stromstärken
im pA-Bereich zurückzuführen.
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Abbildung 8.6: Outputkennlinien eines Top-Gate-EGFETs mit einer Leitungskanal-
Breite von 200 µm und einer -Länge von 100 µm. Dies ist ein Beispiel für eine verwertbare
Outputkennlinie, die Daten dieses Transistors wurden weiter verarbeitet.
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8.3 Gekoppelte Halbleiter-Elektrolyt-Simulation
Um die das Verhalten eines EGFET und die Ladungsträgerverteilung im Halbleiter
simulieren zu können, wurde im Rahmen dieser Arbeit eine gekoppelte Halbleiter-
Elektrolyt-Simulation versucht. Dies sollte z.B. den Einfluss der Source-Drain-Spannung
auf das elektrische Potential im Halbleiter beschreiben, sodass Elektrodeneffekte durch
die Source-Drain-Spannung quantifizierbar würden. Auch die lokale Kapazität der
Doppelschicht am Halbleiter wäre damit ermittelbar. Auch zeitabhängige Simulationen
wäre möglich und könnten zeigen, wie sich die Doppelschicht zeitlich auf- und abbaut
und wie Optimierungen der Schaltgeschwindkeit möglich wären.

Dazu müssen die Halbleitergleichungen im Halbleiter und die Nernst-Planck-Poisson-
Gleichungen im Elektrolyt gekoppelt gelöst werden. Beide beschreiben dabei ein Drift-
Diffusions-Modell, d.h. Ladungsträger (einmal Elektronen/Löcher, einmal Kationen
und Anionen) sowie das elektrische Potential werden modelliert. Die unterschiedlichen
Bezeichnungen sind historisch aus den unterschiedlichen Fachrichtungen entstanden
(Physik und Chemie), beschreiben aber die selben physikalischen Effekte.

COMSOL wurde für dieses Projekt in der Version 5.6 verwendet und bietet bereits
ein Beispielprojekt eines ISFET (Ion Sensitive FET, ID 45341)[151]. Die genaue
Funktionsweise ist dort in einem beigefügten Dokument beschrieben. Im Modell
werden die Halbleitergleichungen und die Nernst-Planck-Poisson-Gleichungen in einer
2D-Simulation gekoppelt. Dort wird ein Glukosesensor modelliert. Technisch werden
zunächst Elektrolyt und Halbleiter getrennt voneinander simuliert. Die Ergebnisse
werden als Anfangsbedingung der gekoppelten Simulation verwendet. Dies ist nötig,
da das Modell sonst nicht konvergieren würde. Das ISFET-Modell weist noch einige
Unterschiede zum gewünschten EGFET-Modell auf, die Randbedingungen des ISFET
beschreiben eine Kopplung des Elektrolyt mit einem großen Elektrolyt-Reservoir und
nicht mit einer weiteren Elektrode.

Um diese Einschränkung zu beseitigen, wurde ein weiteres Beispielprojekt herbeige-
zogen. Das COMSOL-Modell Diffuse Double Layer (ID 21981)[174] beschreibt die
Ausbildung einer Doppelschicht an einer Elektrode-Elektrolyt-Grenzschicht in 1D nach
dem Stern-Modell (siehe Abschnitt 2.3). Dort wird in 1D eine Elektrode im Kontakt
mit einem Elektrolyt modelliert. Der Elektrolyt ist auf der anderen Seite über die
Randbedingung mit einem Reservoir gekoppelt, in dem die Ionenkonzentrationen ihre
Bulk-Werte haben. Die Stern-Schicht wird die Randbedingung modelliert, indem eine
feste Dicke der Schicht angenommen wird und die Oberflächenladungsdichte statt
des Potentials als Randbedingung gesetzt wird. Für eine genauere Beschreibung des
Modells wird auf die Dokumentation zum Diffuse Double Layer verwiesen [174].

In einem ersten Schritt wurde das 1D-Modell um eine weitere, geerdete Elektrode
erweitert. Dazu wurde die Randbedingung ersetzt, die im alten Modell an den Bulk-
Elektrolyt repräsentiert. Die Randbedingung der zusätzlichen Elektrode gleicht der der
anderen Elektrode, nur die Spannung ist auf 0 V gesetzt. Durch die Modifikation des
Modells ist der Elektrolyt ein geschlossenes System geworden. Dies erschwert das Lösen
des Modells, da der nichtlineare Löser auch bei stark gedämpften Simulationsschritten
zu schwingen beginnt. Dies wurde umgangen, indem über eine globale Randbedingung
das Integral über die Kationen und Anionen konstant gehalten wird. Physikalisch
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Abbildung 8.7: Ionenkonzentration aus einer 1D-Drift-Diffusion-Simulation eines
Elektrolyts mit zwei Elektroden. An die linke Elektrode sind 10 mV angelegt.

muss wegen des Aufbaus des Modells die Ladung erhalten sein. Mit dieser Änderung
konvergiert das Modell innerhalb weniger Iterationsschritte.

Die Abb. 8.7 zeigt die Ionenkonzentrationen entlang der Ortskoordinate. Sämtliche
Simulationsparameter sind aus dem Diffuse Double Layer-Modell übernommen. Es
zeigt sich, dass die Ladungsakkumulation an der linken Elektrode zu einer entge-
gengesetzten Ladungsakkumulation an der geerdeten Elektrode rechts führt. Dies
ist das erwartete Verhalten. Auch das elektrische Potential in Abb. 8.8 über der
Ortskoordinate für die gleichen Simulationsparameter zeigt dieses Verhalten. Die roten
Punkte repräsentieren die jeweilige Spannung der Elektrode, die durchgezogene Linie
das Potential im Elektrolyt. Die durchgezogenen Linien berühren die Punkte nicht, da
an der implizit modellierten Stern-Schicht ebenfalls Spannung abfällt. Das 1D-Modell
des Elektrolyt beschreibt zusammengefasst die Elektrolyt-Seite der Doppelschicht
demnach korrekt.

In einem nächsten Schritt sollte das 2D-ISFET-Modell mit einer expliziten Gate-
Elektrode wie im 1D-Diffuse Double Layer-Modell modifiziert werden. Damit wäre es
möglich, den Elektrolyt als geschlossenes System zu modellieren und so den Ladungs-
erhalt im Elektrolyt zu gewährleisten, was Bestandteil des Schwellspannungs-Modell
(basierend auf den Grenzschichtkapazitäten) ist. Zunächst wurde im Elektrolyt-Teil der
Simulation die Anzahl der Ionen-Spezies auf zwei reduziert (Kationen und Anionen).
Das gesamte Modell wurde um die nicht mehr benötigten Definitionen entschlackt.
Dann wurden wie im 1D-Modell Variablen erstellt, die die Oberflächenladungsdichte
an der Elektrolyt-Gateelektrode- und Elektrolyt-Halbleiter-Grenzschicht definiert.
Die Global Constraints zur Verbesserung der Konvergenz und Ionenerhaltung im
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Abbildung 8.8: Elektrisches Potential aus 10 1D-Drift-Diffusion-Simulationen eines
Elektrolyts mit zwei Elektroden (durchgezogene Linien). An die linke Elektrode ist eine
Spannung von 1 mV bis 10 mV angelegt (rote Punkte).

geschlossenen Elektrolyt wurden ebenfalls wieder eingefügt.
Leider konvergiert bereits die erste Vorstudie des Elektrolyt allein nicht. Trotz

umfangreicher Modifikationen des Netzes, der Einstellungen des nichtlinearen Lö-
sers, den numerischen Einstellungen des linearen Lösers, Änderungen und langsames
Hochfahren der Simulationsparameter konnten die Situation nicht verbessern. Auch
sämtliche Support-Level der Simulationssoftware COMSOL konnten weder Fehler
finden noch weitere Verbesserungen erzielen.

Auf eine genauere Beschreibung des originalen ISFET- und des modifizierten
EGFET-Modells wird hier verzichtet. Das komplexe Modell und die aufwändige
Kopplung über Boundary ODEs wird in der Dokumentation des ISFET-Modells
genauer beschrieben[151].
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8.4 Korrelation der Elektrolyt-Fläche mit der
Schwellspannung

Für eine ursprünglich andere Fragestellung (Relevanz des ohmschen Widerstands
der Elektroden) wurden in einem Experiment EGFETs hergestellt, in denen nur ein
schmaler Bereich zwischen den Source-Drain-Elektroden mit Halbleitermaterial gefüllt
ist. Die Position des Halbleitermaterials wird variiert und mehrere Positionen auch
kombiniert. Da sich hieraus auch Hinweise und Erkenntnisse zur Schwellspannung
ergeben könnten, wird in diesem Abschnitt erst kurz das experimentelle Setup erklärt,
die Ergebnisse dargestellt und im Zusammenhang mit dem Grenzschichtkapazitäts-
Modell diskutiert.

Experimenteller Aufbau

Im Experiment wurden je acht EGFET für sechs verschiedene Halbleiter-Positionen
zwischen den Source-Drain-Elektroden in einem Top-Gate-EGFET mit 800 µm langen
Source-Drain-Elektroden und einem Elektrodenabstand (Leitungskanallänge L) von
40 µm hergestellt. Die Positionen sind in Abb. 8.9a schematisch (nicht maßstabsgetreu)
abgebildet. Defekte Transistoren sowie Transistoren ohne auswertbares Lichtmikroskop-
Bild (insgesamt 25 von 48) wurden aussortiert. Die Abb. 8.9b zeigt die Schwellspannung
(extrahiert aus den Transfer-Kennlinien für eine Source-Drain-Spannung von 0,1 V) für
die übrigen 23 Transistoren abhängig von der Position des Halbleitermaterials (siehe
Abb. 8.9a) als blaue „+“ . Es fällt auf, dass die Schwellspannung für die Kombination
3 niedriger und für die Kombination 4 etwas höher ist als für die restlichen Halbleiter-
Positions-Kombinationen. Aus Abb. 8.9a ist aber kein physikalischer Grund ersichtlich,
weshalb gerade bei diesen Transistoren die Schwellspannung höher bzw. niedriger
sein soll. Eine genauere Analyse der Halbleiter-Flächen zusätzlich zu den Halbleiter-
Positionen ergab keine weiteren Erkenntnisse.

Aus den optischen Mikroskopaufnahmen (siehe Abb. 8.10) lässt sich die vom Elek-
trolyt bedeckte Fläche ermitteln. Dazu wurden im Bildbearbeitsprogramm GIMP[175]
mit der magnetischen Schere die Ränder des Elektrolyten markiert und die einge-
schlossene Fläche mit der Histogramm-Funktion in Pixel gemessen. Alle Aufnahmen
wurden mit derselben Vergrößerung aufgenommen, die Flächen sind deshalb unter-
einander vergleichbar und mit der Schwellspannung korrelierbar. Ergänzt man den
Plot der Schwellspannung um die vom Elektrolyt bedeckte Fläche, ist ebenfalls bei
Kombination 3 eine Abweichung zu sehen (Abb. 8.9b, rote „x“).

Um die mögliche Korrelation zu untersuchen, ist in Abb. 8.9c die Schwellspannung
über der vom Elektrolyt benetzen Fläche für jeden einzelnen EGFET dargestellt, die
zusammengehörenden Halbleiter-Positionen sind farblich codiert. Die Schwellspannung
von Position 3 ist im Diagramm von den anderen Datenpunkten separiert. Position 1
und 6 unterscheiden sich nicht signifikant von den anderen Positionen, obwohl dort
nur ein statt zwei Halbleiterbereiche gedruckt wurden und die Halbleiterfläche deshalb
kleiner ist. Der Korrelationskoeffizient nach Pearson aller Daten beträgt 0,27, die aus
Abb. 8.9b vermutete Korrelation ist objektiv also nicht vorhanden. Die Aussagekraft
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1 2 3 4 5 6
(a) Schematische Darstellung der Halbleitermaterial-Verteilung in den
EGFET (nicht maßstabsgetreu).
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(b) Schwellspannung (blau) sowie die vom Elektrolyt bedeckte Fläche
(rot) über der Halbleiterposition (siehe (a)).
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(c) Die Schwellspannung aufgetragen über der vom Elektrolyt be-
deckten Fläche für die einzelnen EGFET. Die Farbe definiert die
Halbleiterposition (siehe (a)). Der Korrelationskoeffizient nach Pearson
beträgt 0,27.

Abbildung 8.9: a) Schematischer Aufbau der untersuchten EGFETs mit den untersuch-
ten Halbleiterpositionen. b) Schwellspannung der EGFET über den Halbleiterpositionen.
c) Korrelationsplot der Schwellspannung und der in der Draufsicht vom Elektrolyt
bedeckten Fläche.
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Abbildung 8.10: Optische Aufnahmen der fertig gedruckten EGFET (Leitungska-
nallänge 40 µm, Leitungskanalbreite 800 µm). Jeweils drei Transistoren sind für jede
Halbleiter-Position (siehe Abb. 8.9a) dargestellt. Es ist eine systematische Abweichung
der vom Elektrolyt bedeckten Fläche an Position 3 erkennbar. Sowohl ein kleineres
Druckvolumen als auch veränderte Benetzungseigenschaften der Oberfläche könnten eine
Rolle spielen. Zusätzlich mussten bei einigen Transistoren mehrere Top-Gates gedruckt
werden (z.B. Pos. 3 mitte, Pos. 4 rechts, orangene Pfeile), da die exakte Positionierung
des Druckkopfes wegen der begrenzten Präzision des Druckers nicht immer sofort gelingt.
EGFET und Mikroskopaufnahmen von Surya Abhishek.
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ist gering, da die Streuung der experimentellen Daten hoch und die Datenmenge
gering ist.

Diskussion im Rahmen des Grenzschichtkapazitäts-Modell

Eine Korrelation könnte im Grenzflächenkapazitäts-Schwellspannungs-Modell plausibel
sein, da nach dem Modell die Schwellspannung mit der vom Elektrolyt bedeckten
Fläche und deshalb mit der Grenzschichtkapazität Substrat/Elektrolyt (CSub in Gl.
5.22) skaliert.

Die vom Elektrolyt bedeckte Fläche bestimmt vor allem die Grenzschichtkapa-
zität mit dem Substrat, da auch die Source-Drain-Elektroden vollständig bedeckt
waren. Nach Formel 5.22 steigt die Schwellspannung Uth mit der Elektrolyt-Substrat-
Grenzschichtkapazität USub, da mehr Ladungsträger im Elektrolyt am Substrat anla-
gern und eine größere Gatespannung nötig ist, um den Halbleiter zu schalten.

Im vorigen Unterkapitel 5.3.2 wurden bereits die Verhältnisse der Grenzschicht-
kapazitäten zueinander diskutiert. Auch hier ist relevant, dass die Grenzschicht von
Elektrolyt zum jeweils isolierendem Substrat und der Umgebung im Vergleich zu den
Elektroden und dem Halbleiter eine niedrige (möglicherweise vernachlässigbare) Ka-
pazität aufweist. Es ist daher nicht abwegig, dass die Schwellspannung im Experiment
keine Abhängigkeit von der Elektrolyt-Größe zeigt.

Der Grund für die unterschiedlich breiten Elektrolyt-Flächen ist unbekannt. Es kom-
men zum einen andere Druckvolumina in Frage, zum anderen könnten andere Oberflä-
cheneigenschaften eine Rolle spielen. Gerade bei Position 3 scheint der Elektroyt stark
an das Elektrodenmaterial zu binden und das Substrat nur schlecht zu benetzen (Abb.
8.10). Falls das auf eine Veränderung der Substratoberfläche zurückzuführen ist, könnte
auch der Halbleiter durch die Kontaktspannung des Halbleiter-Substrat-Kontakts mit
einer Vorspannung versehen sein. Es ist möglich, dass eine unbekannte Prozessvariation
die Benetzungseigenschaften und parallel die Kontaktspannungen/Oberflächenenergien
verändert hat.

Weitere Variationen betreffen die Top-Gates der EGFET. Da die Präzision und
Reproduzierbarkeit der Positionierung begrenzt ist, ist das Top-Gate in manchen
EGFET nicht über dem Halbleiter positioniert. Ist die Abweichung zu groß (z.B. wenn
der die Kontaktfläche zum Gate-Elektroden-Pad fehlt), wird deshalb ein weiteres
Top-Gate gedruckt. In Abb. 8.10 ist das z.B. bei Position 4 rechts oder auch Position
3 Mitte sichtbar. Dies ist eine weitere Quelle für Schwankungen der Ergebnisse.

Zusammengefasst konnte die anfängliche Hypothese, dass die Größe des Elektrolyt-
Tropfens auf dem Transistor direkt mit der Schwellspannung korreliert, nicht bestätigt
werden. Die Ergebnisse streuen stark und die geringe Anzahl an Transistoren erlaubt es
nicht durch Mittelung die Streuung zu eliminieren. Die Einstellung der elektronischen
Materialeigenschaften und die technischen und mechanischen Druckeigenschaften der
beteiligten Materialien sind weiterhin eine Herausforderung. Systematische Untersu-
chungen an Teststrukturen (z.B. Elektrolyt-Transistoren mit Abmessungen im unteren
mm-Bereich, Halbleiter lithographisch eingefügt, Elektrolyt und Top-Gate gedruckt)
könnten leichter Antworten auf die offenen Fragen liefern. Die Teststrukturen wären
zwar keine sinnvollen Transistoren (die erwarteten Schaltgeschwindigkeiten wären zu
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niedrig), allerdings würde die technisch begrenzte Druckpräzision bei den größeren
geometrischen Abmessungen eine kleinere Rolle spielen.
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8.5 Parameter-Stabilität der
Kohlenstoffnanoröhrchen-Simulationen

8.5.1 Wahl des Zeitschritts
In allen artifiziell diskretisierten Simulationsmethoden muss die Feinheit der Diskre-
tisierung (Gitterpunkte, Netzknoten, Zeitschritt o.ä.) sinnvoll gewählt werden, um
zum einen die notwendige Rechenzeit realistisch zu halten gleichzeitig eine ausrei-
chende Genauigkeit der Lösung zu erzielen. Die Diskretisierung ist fein genug, wenn
das Ergebnis Ob die gewählte Diskretisierung fein genug ist, zeigt ein Test, ob das
Ergebnis sensitiv auf Abweichungen der Feinheit der Diskretisierung ist. Weichen die
Ergebnisse für ähnlich feine Diskretisierungen nicht signifikant ab, ist die Simulation
fein genug und die Ergebnisse (im Rahmen des gewählten Modells, seiner Parameter
und Vereinfachungen) belastbar.

Die CNT-Simulationen wurden überprüft, indem der Zeitschritt ∆t von 10−4 · τ
bis 10−7 · τ variiert wurde und in der gleichen Weise wie in Abb. 6.1 die Steigungen
der zwei Regimes berechnet wurde (Abb. 8.11). Die anderen Simulationsparameter
entsprechen denen aus Tabelle 6.1. Die Fits des linearen Regimes wurden von der
gemittelten Laserleistung von 10−4 µW bis 10−2 µW, die Fits des sublinearen Regime
von 10−1 µW bis 102 µW durchgeführt. Dabei ergeben sich die Steigungen α in Tabelle
8.1. Die Unsicherheit in Tabelle 8.1 bezieht sich nur auf die Fit-Intervalle. Die höheren
Fit-Unsicherheiten bei den beiden kleinen Zeitschritten ist auf die geringe Zahl
der simulierten Ladungsträger zurückzuführen. Die größte Rechendauer für einen
Simulationspunkt betrug bereits mehr als eine Woche, deshalb wurden nicht mehr
Simulationsschritte durchgeführt.

Die Werte im linearen Regime stimmen gut mit dem erwarteten Wert von 1 überein.
Der Wert von αsublin ist im Fit-Bereich hinreichend stabil, die Abweichung beträgt
maximal 1,4%. Vor allem beim gröbsten Zeitschritt weicht das Verhalten des Photo-
stroms allerdings bei mittleren Laserleistungen ab ca. 102 µW vom Potenzgesetz ab
und steigt stärker (siehe Abb. 8.11). Dieses Verhalten ist bei den anderen untersuchten
Zeitschritten nur noch sehr schwach und erst zu Leistungen von knapp 104 µW sichtbar.
Der grobe Zeitschritt führt wohl dazu, dass in einem Zeitschritt die Kollisionsanalyse
nicht mehr korrekt durchgeführt wird, da bei hoher Teilchendichte auf dem CNT ein
Teilchen im Zeitschritt mit mehr als einem anderen Teilchen kollidiert (siehe Abschnitt
6.1).

Neben dem Wert α, der für die Unterscheidung der Transportregimes auf dem
CNT wichtig ist, kann auch die absolute Stromstärke betrachtet werden. Die absolute

Tabelle 8.1: Ergebnisse der Fits des Potenzgesetzes I ∝ P α der Zeitschrittstudie aus
Abb. 8.11. Die angegebene Unsicherheit bezieht sich auf das Intervall des Fits.

∆t 10−4τ 10−5τ 10−6τ 10−7τ

αlin 0,991 ± 0,003 0,995 ± 0,013 0,967 ± 0,029 0,980 ± 0,089
αsublin 0,638 ± 0,005 0,629 ± 0,003 0,638 ± 0,003 0,63 ± 0,02
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Tabelle 8.2: Ergebnisse des Fits des Potenzgesetzes I ∝ P α der Studie zum Verhältnis
L/E der Eintrittswahrscheinlichkeiten für Löcher und Elektronen aus dem CNT in die
Elektroden. Die angegebene Unsicherheit bezieht sich auf das Intervall des Fits.

L/E 70/30 90/10 99/1 99,9/0,1
αlin 1,012 ± 0,004 0,975 ± 0,018 0,990 ± 0,009 0,980 ± 0,010

αsublin 0,550 ± 0,002 0,560 ± 0,009 0,575 ± 0,008 0,577 ± 0,008

Stromstärke in Abb. 8.11 sinkt mit kleineren Zeitschritten, wobei die Abweichungen mit
kleineren Zeitschritten größer werden. Dies widerspricht zunächst dem oben genannten
Test der Diskretisierung. Der Grund dafür könnte sein, dass mit kleinerem Zeitschritt
zwar die Ungenauigkeit der Diskretisierung sinkt, dafür aber die Fehlerquellen durch
die Gleitkomma-Berechnungen (z.B. bei Berechnungen wie 1 − e

∆t
τ ) steigen.

Als Kompromiss aus diesen gegenläufigen Effekten sowie der Rechenkomplexität
wurde in dieser Arbeit für die Simulationen im Kapitel 6 ein Zeitschritt von ∆t =
10−5τ gewählt. Bei der dortigen Auswertung wird der Verlauf und die Stromstärken
untereinander verglichen.

8.5.2 Wahl der Akzeptanzwahrscheinlichkeit für die Ladungsträger
in die Elektroden

Die Autoren der Veröffentlichung, auf der die CNT-Simulationen basieren[170], be-
schreiben nicht, mit welcher Wahrscheinlichkeit Ladungsträger in die Elektroden
übergehen können. Diese Vorstudie soll untersuchen, welchen Einfluss die Wahl dieser
Wahrscheinlichkeit auf die Simulationsergebnisse hat. Dazu wurden Photostrom-
Laserleistungs-Kurven für Eintrittswahrscheinlichkeiten der Löcher/Elektronen von
70/30, 90/10, 99/1 und 99,9/0,1 berechnet. Da der Schottky-Kontakt aus einem CNT
und Palladium Löcher bevorzugt leitet [172], wurde die Eintrittswahrscheinlichkeit für
Löcher größer als die der Elektronen gewählt. Die Simulationsparameter entsprechen
denen aus Tab. 6.1, nur die Länge L des CNT beträgt 1 µm statt 0,8 µm und der
Zeitschritt ∆t beträgt 10−4τ .

Die Ergebnisse der Simulationen sind in Abb. 8.12 dargestellt. Der Photostrom steigt
mit einem größeren Verhältnis L/E der Loch/Elektronen-Austrittswahrscheinlichkeit.
Das jeweilige qualitative Verhalten ist identisch. Um dies quantitativ zu untersuchen,
wurden wie in Abb. 6.1 Fits (im gleichen Intervall wie im vorigen Abschnitt) auf den
Exponenten von I = P α durchgeführt, die Ergebnisse sind in Tabelle 8.2 aufgelistet.
Im linearen Bereich stimmen die Ergebnisse der Fits gut mit dem erwarteten Wert von
1 überein. Im sublinearen Bereich steigt der Exponent minimal an. Der Unterschied
der beiden Extremwerte spielt für die Betrachtung in dieser Arbeit aber keine Rolle,
die Abweichung beträgt nur 3,4%. Die Abweichung des sublinearen Wertes von dem
aus Kapitel 6.2 hängt mit der Länge des CNTs von 1 µm statt 0,8 µm zusammen. In
Kap. 6.3 wird gezeigt, dass die Länge des CNT einen Einfluss auf den Stromfluss
hat. Die simulierten Werte weichen bei sehr hoher Lasereistung vom Potenz-Fit ab
und steigen stärker an. Dies ist auf die numerische Ungenauigkeit durch den großen
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Zeitschritt zurückzuführen (siehe Abschnitt 8.5.1).
Das Verhältnis aus Loch- und Elektron-Austrittswahrscheinlichkeit beeinflusst

demnach zwar den absoluten Wert des Photostroms, das qualitative Potenzverhalten
wird allerdings nicht signifikant beeinflusst. Deshalb ist es valide, dass das in den
weiteren Simulationen genutzte Verhältnis von 99/1 gewählt wurde, ohne dass dieser
Wert durch eine Messung oder andere Quellen festgelegt werden kann. Die Ergebnisse
und deren Diskussion in Kapitel 6 werden von der Wahl dieses Parameters nicht
beeinflusst, da dort der Wert α sowie das qualitative Verhalten des Stromflusses und
nicht die absolute Stromstärke untersucht wird.
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Abbildung 8.11: Simulierter Photostrom auf einem CNT abhängig von der Laserleis-
tung für vier Zeitschritte. An die zwei Transportregimes, die in Abschnitt 6.2 beschrieben
sind, sind die gestrichelt dargestellten Fits durchgeführt worden. Die Ergebnisse sind in
Tabelle 8.1 zusammengefasst.
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Abbildung 8.12: Simulierter Photostrom auf einem CNT abhängig von der Laserleis-
tung für vier Loch/Elektronen-Austrittswahrscheinlichkeiten in die Elektroden. An die
zwei Transportregimes, die in Abschnitt 6.2 beschrieben sind, sind die dargestellten
gestrichelten Fits durchgeführt worden. Der absolute Photostrom steigt mit dem Ver-
hältnis aus Elektron- und Loch-Austrittswahrscheinlichkeit, das qualitative Verhalten
ist aber für alle Parameter gleich. Bei hohen Laserleistungen weicht der simulierte
Photostrom von dem Potenzgesetz ab, was auf den zu geringen Zeitschritt in dieser
Berechnung zurückzuführen ist (siehe Abschnitt 8.5.1)
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