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Abstract

This work aims to develop an integrated energy system for analysing sector coupling in de-
central energy systems. To achieve this, a dynamic numerical model of the de-central energy
system has been developed with the aim of integrating different renewable energy sources and
consumption sectors, including buildings, mobility and industry. The numerical model includes
several components from the electricity, gas and heating sectors. Some of these components
have already been described in the literature. Of the required numerical components, one
that is of particular importance but missing from the existing literature is the three-phase
methanation reactor (3-PM). Therefore, a dynamic numerical model of the 3-PM process was
developed using the axial dispersion method. Thermodynamic and mathematical adaptations
were made to ensure compatibility of the model with other models in the energy system. In
addition to methanation, this work addresses the modelling and grouping of buildings. This is
achieved by first developing standard load profiles for different building types. The standard
load profiles are then integrated with different heating systems into building energy systems
to enable flexible variation of building types, heating systems and energy sources. The newly
modelled numerical components, together with existing components from the literature like the
electrical, gas and district heating networks, various forms of storage and control systems, were
then integrated into a comprehensive energy system. In order to address the issue of spatio-
temporal complexity in this overall energy system, a co-simulation interface was developed to
couple dynamic system models with high-resolution gas, power and district heating networks.
The overall energy system was then simulated under a series of prospective energy scenarios,
including those in which gases such as SNG and hydrogen assume a more prominent role or
those where a significant proportion of electrification becomes a more likely outcome. This was
complemented by location-specific parameter studies to evaluate the efficacy of molecule-based
storage strategies and compare them to purely electrical approaches. The results highlight
the critical importance of molecule-based storage and sector coupling strategies and compare
them to purely electrical approaches specific to a de-central energy system. Furthermore, the
sector coupling tool developed in this work offers customisation capabilities to simulate future
de-central energy systems effectively under different energy scenarios.



Kurzfassung

Ziel dieser Arbeit ist die Entwicklung eines integrierten Energiesystems zur Analyse der Sek-
torkopplung in dezentralen Energiesystemen. Zu diesem Zweck wurde ein dynamisches nu-
merisches Modell des dezentralen Energiesystems entwickelt, das verschiedene erneuerbare
Energiequellen und Verbrauchssektoren wie Gebaude, Mobilitdt und Industrie integriert. Das
numerische Modell umfasst mehrere Komponenten aus den Bereichen Strom, Gas und Wérme.
Einige dieser Komponenten wurden bereits in der Literatur beschrieben. Von den erforder-
lichen numerischen Komponenten fehlt jedoch in der vorhandenen Literatur der Dreiphasen-
Methanisierungsreaktor (3-PM). Daher wurde ein dynamisches numerisches Modell des 3-
PM-Prozesses mit Hilfe der axialen Dispersionsmethode entwickelt. Thermodynamische und
mathematische Anpassungen wurden vorgenommen, um die Kompatibilitdt des Modells mit
anderen Modellen des Energiesystems zu gewéahrleisten. Neben der Methanisierung befasst
sich diese Arbeit mit der Modellierung und Gruppierung von Gebduden. Dazu werden zunédchst
Standardlastprofile fiir verschiedene Gebdudetypen entwickelt. Die Standardlastprofile werden
dann in Gebiudeenergiesysteme mit verschiedenen Heizsystemen integriert, um eine flexi-
ble Variation von Gebédudetypen, Heizsystemen und Energiequellen zu erméglichen. Die neu
modellierten numerischen Komponenten werden dann zusammen mit bestehenden Komponen-
ten aus der Literatur wie Strom-, Gas- und Fernwédrmenetzen, verschiedenen Speicherarten
und Steuerungssystemen in ein umfassendes Energiesystem integriert. Um die raum-zeitliche
Komplexitét in diesem Gesamtenergiesystem zu losen, wurde eine Co-Simulationsschnittstelle
entwickelt, um dynamische Systemmodelle mit hochaufgelsten Gas-, Strom- und Warmenet-
zen zu koppeln. Das Gesamtenergiesystem wurde dann unter einer Reihe von prospektiven
Energieszenarien simuliert, einschlieBlich solcher, in denen Gase wie SNG und Wasserstoff eine
grolere Rolle spielen oder in denen ein erheblicher Anteil an Elektrifizierung wahrscheinlicher
ist. Ergénzt wurde dies durch standortspezifische Parameterstudien, um die Effizienz molekdil-
basierter Speicherstrategien zu bewerten und mit rein elektrischen Ansitzen zu vergleichen.
Die Ergebnisse unterstreichen die wesentliche Bedeutung von molekiilbasierten Speicher- und
Sektorkopplungsstrategien und vergleichen diese mit rein elektrischen Ansétzen, spezifisch fiir
ein dezentrales Energiesystem. Dariiber hinaus bietet das in dieser Arbeit entwickelte Sek-
torkopplungstool Anpassungsméglichkeiten, um zukiinftige dezentrale Energiesysteme unter
verschiedenen Energieszenarien effektiv zu simulieren.
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Who makes the mind perceive objects?

Who causes vitality?

Under whose will comes speech?

Who sees through my eyes and hears through my ears?

- The disciple asks the teacher.
- Kena Upanishad. Ancient Indian Philosophy
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Acronyms and symbols

Acronyms
Acronym Description
3-PM 3-Phase Methanation
API Application Programming Interface
ASHP Air Source Heat Pumps
ASU Air Separation Unit
BDEW Bundesverband der Energie- und Wasserwirtschaft
BES Building Energy Systems
BEV Battery Electric Vehicles
BLT Block Lower Triangular
BMWK Bundesministerium fiir Wirtschaft und Klimaschutz (Federal Ministry for Eco-
nomic Affairs and Climate Action)
BPS Building Performance Simulations
BW Baden-Wiirttemberg
CCU Carbon Capture and Utilisation
CEB Chemische Energietrager - Brennstofftechnologie
CFD Computational Fluid Dynamics
CHP Combined Heat and Power
cop Coefficient of Performance
CopP Conference of the Parties of the UNFCCC
DAE Differential Algebraic Equation
DBT Dibenzyl Toluene
DENA Deutsche Energie Agentur
DH District Heating (also used as a sector label)
DOE Design of Experiment
E-Fuels Electric (Electro) Fuels, often used synonymously with synthetic fuels
EHB European Hydrogen Backbone
ENNOH European Network of Network Operators for Hydrogen
EBI-ceb Engler Bunte Institut-Chemische Energietrager-Brennstofftechnologie
ECS Extended Corresponding States
EOS Equations of State
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Acronyms and symbols

Acronym Description

EU European Union

EV Electric Vehicle

FCH Fuel Cell and Hydrogen Joint Undertaking
FIRC Flow Indicating Recording Controller
FLH Full load hours

FMI Functional Mock-up Interface

FMU Functional Mock-up Unit

GBA Bakery

GBD Other operational services

GBH Accommodation

GGB Horticulture

GGA Restaurants

GHA Retail and wholesale

GHD Gewerbe, Handel, Dienstleistung (commercial/services sector)
GHG Greenhouse Gases

GMK Metal and automotive

GN Gas Network

GPD Paper and print

GSHP Ground Source Heat Pumps

GWA Laundries, chemicals, cleanings

GWP Global Warming Potential

HEF Single-Family Households (sector label)
HMF Multi-Family Households (sector label)
HKO Cooking gas

HP Heat Pump

HVAC Heating Ventilation and Air Conditioning
IEA International Energy Agency

IBPSA International Building Performance Simulation Association
KIT Karlsruhe Institute of Technology

LCA Life Cycle Analysis

LCOE Levelised Cost of Energy

LFS Langfristszenarien (Long-Term Scenarios)
LHS Latin Hypercube Sampling

LOD Level Of Detail

MOB Mobility (sector label)

MOP Measure of Performance

MOSAIK Co-simulation framework
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Acronyms and symbols

Acronym Description

NRW Nordrhein-Westfalen (North Rhine-Westphalia)
NTP Normal temperature and pressure

ODE Ordinary Differential Equation

OPEX Operating Expenditure

PCR Primary Control Reserve

PDE Partial Differential Equation

PEM Polymer Electrolyte Membrane

PID Proportional Integral Derivative

PtG Power to Gas

PtL Power to Liquids

PtX Power to X

PV Photovoltaic

QIR Gas Chromatograph (GC)

RED Renewable Energy Directive

REFPROP Reference Fluid Thermodynamic and Transport Properties Database
RFNBO Renewable Fuels of Non-Biological Origin
RMG Road Map Gas

SCADA Supervisory Control and Data Acquisition
SLP Standard Load Profiles

SME Small and Medium-scale Enterprises

SNG Synthetic Natural Gas

sOC State of Charge

SOEC Solid Oxide Electrolyzer Cell

STANET Gas and District Heating Grids tool

T™MY Typical Meteorological Year

WSHP Water Source Heat Pumps

XML Extensible Markup Language




Acronyms and symbols

Latin variables

Symbol Description Reference

Ay Empirical coefficient for Henry’s law calcu-  A.16
lation

Acs Column cross-sectional area in m? A9

Acff Effective coil area in m? 2.8

a Specific gas-liquid interfacial area in 2.3,2.4,A.1,A.14
m2m~3

Acool Cooling surface area in m2 2.8

By Empirical coefficient in K for Henry’s law ~ A.16
calculation

CH Empirical coefficient in K? for Henry’s law ~ A.16
calculation

CGL,i Concentration of the species i at gas-liquid 3.1, 3.2
interface in kgm™3

Cs1,i Concentration of the species i in the slurry 3.1
phase in kgm™3

Cig Concentration of species i in gas phase Al

L Concentration of species i in liquid phase Al

Cp,L Specific heat capacity of the liquid in 2.8
JkglK~1

COP Coefficient of Performance (-) 4.1,6.13

Ccv Solid volume fraction A.11,A.3

dp Catalyst particle diameter A10,A.11,A3

Dyugp Binary diffusion coefficient of A in B in  A.15
m2s~!

Dg,ax Axial dispersion coefficient for gas phase 2.3,2.12,A.1,A.8
inm2s™1

Dgj ax Axial dispersion coefficient for slurry — 2.4,2.9,2.10
phase in m2s~1

do Sparger-orifice diameter in m A12,A.15

Eef Cumulative grid import in MWh 7.2

Edefnorm Normalized annual cumulative grid import 7.3, 7.1

Epnx Annual heat demand from district heating 6.13, 6.14
in MWh

Eszdem Annual Hy demand in MWh 7.4

EsNG,dem Annual SNG demand in MWh 7.4

EHz,gen Cumulative Hy production in MWh 7.4,7.5

ESNG,gen Cumulative SNG production in MWh 7.4,7.5

vi
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Acronyms and symbols

Symbol Description Reference
Eannual,el Total annual electricity demand in MWh 6.4, 6.5
(region)
Eannual heat Total annual heat demand in MWh (re- 6.2,6.3
gion)
Enorm Normalised energy value (-) 6.27
E; o¢,annual, heat Annual heat demand in MWh for sector s~ 6.10
and carrier ec
E; annual,heat Annual heat demand in MWh for sector s 6.8
E; annual heat-H2 Annual Hy demand in MWh for sector s 6.11
Es annual,heat-SNG Annual SNG demand in MWh for sector s 6.11
E; annualheat—el Annual heat demand in MWh for sectors  6.11
using electric heating
E; annual,el Annual electricity demand in MWh for sec- 6.5
tor s
Esurp Cumulative grid feed-in in MWh 7.1
Esurp,norm Normalized annual cumulative grid feed- 7.3, 7.1
in
[Seve) Relative load-profile error (%) 6.20, 6.21
FLH Full load hours in h 6.13
h Specific enthalpy in Jkg’1 1.8,1.15,1.19, 1.20
H Total enthalpy in J 1.14,1.15
H Enthalpy flow rate in W 1.17,1.18
H; Henry’s-law coefficient for species i in 3.2
Pam?3 mol !
H;j ¢ Dimensionless Henry’s-law constant 2.3,2.4,A.1, A8, A.16
hsrp Standard load profile function 4.5
i Electric current in A 1.1
jvp Yearly load demand in kWh 4.5
K Empirical lumping factor in the 3-PM ki-  A.17
netic rate (-)
Ky Distributor (sparger) constant (-) A.12
kr Liquid-side mass-transfer coefficient in 2.3,A1,A8
ms~!
kra Volumetric gas-liquid mass-transfer coeffi- ~ A.15
cient in s~ 1
M; Species molecular mass in kg mol ~! 2.4,3.2
MW Mean molecular weight of the liquid mix-  A.10, A.3
ture in gmol !
m Mass in kg 1.7,1.8
n‘1 Mass flow rate in kgs’1 1.7,1.8,1.1
Meat Mass of catalyst in kg 2.4,28,3.1
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Acronyms and symbols

Symbol Description Reference
n'ig Species-mass vector in gas phase 2.3
1) Species-mass vector in slurry phase 2.4
N Number of variables in the matrix (-) 1.3
Teells Number of cells in the spatial grid 2.21
No Number of sparger orifices (-) A.12,A.13,A.3
Npv Number of electric vehicles in the region 6.5
=)
NBES(i) Number of building-energy systems per 5.2
profile
nEV (i) Number of EVs in the region 5.1
Tec Units or share allocation for carrier ec in ~ 6.17
sector s
ng Number of units/buildings in sector s 6.9, 6.18
Tiotal Total number of buildings in the region 6.9, 6.18
p Pressure in Pa 1.11,1.12,1.13,1.1
r Parameter vector 1.3
P(t) Power at a given time ¢ 6.16, 6.25
pi Partial pressure of the species i in Pa 3.2
PcHP,el Electric power from CHP in MW 6.24
Pief Power deficit in MW 6.24
Pey (1) Time-dependent charging profile of a sin- 6.5
gle EV
P; Standard load profile corresponding to  6.16
building or mobility type i
Pret Installed methanation-plant capacity in  6.23, 4.3, 6.24, 7.5
MW
Pret,median Median methanation capacity in GW 7.1
Poobility () Total EV charging demand at time ¢ 6.19
Ppig Power-to-Gas plant capacity 5.3
Poy median Median PV capacity in GW 7.1
Pg Static bed pressure in Pa A1l
Purp Power surplus in MW 6.24,7.1
Pr Total bubble-bed pressure in Pa A1l
Pyind Installed on-shore/off-shore wind-turbine 7.1, 6.2
capacity in MW
Pyind,median Median wind capacity in GW 7.1
PoH Installed district-heating capacity in MW 6.13
Pely Electrolyser capacity in MW 6.23,4.3,6.24,7.5
Pelymedian Median electrolyser capacity in GW 7.1

viii
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Acronyms and symbols

Symbol Description Reference
Pgen,r Installed renewable capacity (source r) in 6.1
MW
Pgen,pv Installed PV capacity in GW A5
Pgen,Wind Installed wind capacity in GW A5
Pload,el Total electric load in MW 6.24
Pren Total installed renewable capacity (wind + 7.1, 7.1
solar) in GW
Protal,r Maximum regional capacity (source r) in 6.1
MW
Prorm Normalised power (-) 6.25, 6.26
Pres Residual load in MW 6.24, 4.3
Q Heat flow rate in W 1.16,1.20, 1.1
R Universal gas constant in Jmol ™1 K A17
3PM Reaction rate in molkg~1s~1 2.4,2.8,A.17
S Stoichiometric ratio 31
t Time in s 1.7,1.3
to Start time of annual integration in h 6.27
fend Final time of annual integration in h 7.1,7.2,6.27
fmax Upper time limit for gas-production inte- 7.5
grals in h
T Temperature in K 1.1,1.8
Teool Coolant temperature 2.8
u Specific internal energy in Jkg~? 19,18
ug Gas-phase velocity in ms~1 A1,A8
Ug Superficial gas velocity in ms ™! A9,2.10,A.3
Vv Volume in m3 1.8,1.9
\% Voltage in V 1.1
Vi Total volume of discretised cell i A3,A4
Vig Gas-phase control volume of cell i in m3 A2,A3
Visl Slurry-phase control volume of cell i inm3 A4
Veat Catalyst volume in m3 2.16
Vg Volume of gas phase 2.17
%3 Volume of liquid phase 2.16
Vinpm Expanded multiphase-mixture volume in ~ 2.17
m3
Vi1 Slurry volume in m3 3.1,2.16
Vg Volumetric gas-flow rate in m3 s~1 A9
VH2 Hydrogen volume flow rate 3.1
X Mass fraction for mixtures (-) 1.5
)?g Vector of gas-phase mass fractions 2.3
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Acronyms and symbols

Symbol Description Reference
Xg,c0,4 Mass fraction of CO, in gas phase (-) 2.3
XgH,y Mass fraction of H, in gas phase (-) 2.3
Xe.cH 4 Mass fraction of CHy in gas phase (-) 2.3
Xg¢,H,0 Mass fraction of HyO in gas phase (-) 2.3
Xy Vector of slurry-phase mass fractions 2.4
Xs1,c0, Mass fraction of CO, in slurry phase (-) 2.4
Xs1,Hy Mass fraction of Hy in slurry phase (-) 2.4
XsI,CH4 Mass fraction of CHy in slurry phase (-) 2.4
Xs1,Hy0 Mass fraction of HyO in slurry phase (=) 2.3
Xw Primary-liquid mass fraction (-) A.10,A.3
X General variable in DAE system 1.5,1.6
X5 Vector of steady states 1.3
y General variable in DAE system 1.5,1.6
v State variable vector 1.4
z Slurry height at no-load in m 3.1
z Spatial dimension A1,A8
Zmpm Height of expanded multiphase mixture in 2.21

m
Zeell Discretisation step length in m 2.21




Acronyms and symbols

Greek variables

Symbol Description Reference

a Sparger exponent (Lemoine) A12,A3

Acool Cooling heat-transfer coefficient in 2.8
Wm=2K~!

B Isobaric expansion coefficient in K~ 2.24,2.25

X Percentage conversion in %

Xin Input gas composition 3.1

AHP Standard enthalpy change of reaction 1.1,1.2,2.1,2.2
in kJmol~1

AH, Heat of reaction in kJmol~1 2.8

Apy Pressure loss due to friction in Pa 1.12

oT Temperature  difference  between 4.1
source and sink

€ Gas holdup coefficient (dimensionless) 2.3,2.4,A3,A4, A5 A7

£g Gas holdup for the bulk gas phase (di- A.1,A.3,A.5,A.7,A11,A.3
mensionless)

ep Catalyst-pellet porosity (dimension-  A.10,A.11,A.3
less)

€1 Holdup of dissolved species in the 2.8,2.13, A4, A5
slurry phase (dimensionless)

Tcat Catalyst efficiency (dimensionless) 2.4,2.8

1ICHP CHP efficiency (-) 6.13

r Sparger parameter, K; Nodg (dimen-  A.10,A.11,A.12
sionless)

K Isothermal compressibility in Pa~1 2.24,2.25

Al eff Effective thermal conductivity of slurry 2.8, 2.9, 2.14
inwWm~1K-!

ML Dynamic viscosity of the liquid in Pas A1l

Vi Stoichiometric coefficient of species i 2.4
(dimensionless)

Vi Vector of stoichiometric coefficients 2.4

¢c Bubble column diameter in m 2.10,A.9,2.17, A.10, A.11, A.13,

A15,A3

0 Density in kgm ™3 1.9,1.10, 1.8

0G Density of the bulk gas phase in  A.11,A.15
kgm™3

op Density of catalyst particles inkgm™  A.10,A.11, A.3

oL Density of liquid in kgm ™3 A.10,A.11,A15

0s Density of solid phase in kgm™3 2.8

Continued on next page
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Acronyms and symbols

Symbol Description Reference

0s1 Density of slurry phase in kgm™3 2.8,3.2

or Surface tension of the liquid in N m~1 A.10,A.11, A.15

T Empirical factor for gas-sparger influ-  A.11
ence (dimensionless)

@ Volumetric solid fraction (dimension-  2.4,2.8
less)

®s Volumetric solid fraction of solids in % 2.4,2.8
(dimensionless)

Salc Weighted average temperature in °C 4.5,4.4

Wey,r Capacity-utilisation factor for renew- 6.1, A.6
able source r (dimensionless)

WDH Share of district heating in annual en-  6.10,A.6
ergy supply (dimensionless)

We] Share of electricity in annual energy  6.11
supply (dimensionless)

wH, Ratio of H, production to demand (di- 7.4, A.6
mensionless)

ws Sectoral energy ratios 6.3, 6.5, 6.8

Ws ec Ratio of carrier ec in annual heat de-  6.10
mand of sector s (dimensionless)

WSNG Ratio of SNG production to demand (di- 7.4, A.6
mensionless)

wx Energy carrier share (X is Hp, SNG, el, A5
DH)

WptX Ratio from scenario dataset to size 6.23,7.1
electrolysis/methanation capacities (di-
mensionless)

C Sparger open-area ratio (dimension- A.11,A.13

less)
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Acronyms and symbols

Counters

Variable Type Context Domain/Range

s Sector index Energy system integration s €{1,2,3} (HEF, HMF,
SME)

evt EV type index Network modelling evt € {1,2} (regular,
fast charging)

ec Energy carrier index Energy system integration ec € {SNG, Hy, el}

i Building type index Energy system integration i€{l,2,...,15} (BDEW
categories)

i Species index Dynamic PtG modelling i S
{H,,CO,,CHy4,H, 0}

i Normalization index Scenario analysis i € N (result process-
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Acronyms and symbols

Indices
Symbol Description
3PM 3-Phase Methanation
ax Axial
b Building
bat Related to battery storage
cool Coolant cell
el Electric
ely Electrolysis
f Friction (as in Apf) or Formation (as in AHf)
g Gas phase
G/L Gas-liquid interface
in/out Inlet or outlet flow
L Liquid phase
met Methanation system
mpm Multiphase mixture
nom Nominal or rated value (e.g. PS‘IZI‘“)
norm Normalised quantity
r Renewable source index (PV or Wind)
R Reactor
rel Relative
S Solid phase
Sc Scenario
sl Slurry phase
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Introduction

Discussions at COP 29 reaffirmed the need to limit the global-temperature increase to 1.5 °C.
In order to achieve this goal, renewable-energy strategies must address the energy trilemma,
where energy systems need to: (i) achieve GHG-emission reductions across multiple sectors,
(i) ensure that supply security is not compromised even if renewable power production is
intermittent, and (iii) ensure that the transformation is cost-effective. In this context, the
concept of sector coupling, where renewable power is used to produce sustainable energy
carriers or feedstocks which can be used in multiple sectors, becomes relevant. Among the
various sector-coupling technologies, the power-to-gas (PtG) process uses gaseous chemical
energy carriers such as substitute natural gas (SNG) or H, produced from renewable power
to couple the sectors. The potential of power-to-gas technology in distributed energy systems
is high, as it can be used for the on-site conversion of surplus renewable power into chemical
energy carriers which in turn can be used for long-term energy storage. However, future energy
systems are expected to be heterogeneous in terms of geographical distribution, energy mix,
technologies used and operational strategies. The integration of power-to-gas technology into
such distributed energy systems requires a modelling framework that can be adapted to the
individual requirements of each system. These requirements include analysing the interactions
between local weather conditions, intermittent renewable-energy production, demand from
different types of buildings, and fluctuations in industrial demand. Insight into such dynamic
interactions specific to each de-central system is important to decide the capacities of the
power-to-gas units and the control strategies required. The analysis of future energy systems
also needs to take into account the so-called “energy scenarios”, which outline the changes in
the energy mix needed to meet sustainability goals. Therefore, the modelling tool must also be
able to simulate energy systems under different future energy scenarios, where the shares of
different energy carriers in the energy mix are subject to change.

Analysing the impact of implementing the energy scenarios also answers key questions such
as the impact of direct electrification versus a molecule-based seasonal-storage strategy in the
energy system. The overall objective of this work is to assess how future energy scenarios affect
gas-based sector coupling in de-central energy systems under dynamic and site-specific operat-
ing conditions. To achieve this overall objective, this thesis describes a modelling framework
capable of simulating the integration of power-to-gas technology into de-central energy sys-
tems. The modelling framework can simulate the dynamic interactions between the different
components of the system. In addition, it can be adapted to analyse the impact of implementing
future energy scenarios specific to each de-central energy system.



Research questions and strategies adopted to address them

Achieving the overall objective of this work requires answers to different research questions
regarding the integration of power-to-gas technology into de-central energy systems. They can
be divided by scale into three progressive parts of the energy system. The simplest blocks of
the energy system are the components that are aggregated into the energy system on which
the scenarios are implemented. Therefore, it is necessary to separate the research questions
and the methods used in this thesis to address these three aspects. The research questions and
strategies adopted can be summarised as:

1. Research questions — Component level:

a) What core models (e.g. PV systems, storage elements, building-energy systems,
energy networks) are needed to simulate dynamic processes in de-central energy
systems, and how can missing components such as a dynamic three-phase metha-
nation process be modelled and integrated?

b) What should the level of detail (LOD) of the components be so that the de-central
energy system is simulated without missing features of individual components?

Strategy adopted: The component models that are already available, such as wind and PV
models, are adopted as such. Others, such as building-energy systems, are modified to
keep the level of detail just sufficient to simulate the de-central energy system without
losing individual building characteristics such as weather dependence and user behaviour.

Models, such as three-phase methanation, which are not available at all in the literature,
are developed and validated from scratch.

2. Research questions - Integrated energy systems:

a) How can multiple building types be integrated into the energy-system model with-
out compromising on variability in the building types?

b) How can the integrated energy system incorporate multiple component time scales
(temporal aspects) and the distribution of components across multiple geographic
locations (spatial aspects) in the same energy system without compromising simu-
lation performance?

Strategy adopted: Building models are categorised by energy carriers used, allowing
buildings connected to electricity, gas or district-heating networks to be grouped in the
energy-system model. To enable simulation of multiple time scales and high spatial
resolutions, a co-simulation approach is adopted that allows the energy-system model
to be co-simulated with dedicated network-simulation models for multi-nodal networks
(gas, electricity or district-heating) with high spatial resolution.



3.

Research questions — Energy scenarios in de-central systems:

a) How can the energy scenarios be implemented in the de-central energy system to
analyse the impact of different energy mixes and technologies in the future?

b) How can location-specific aspects like the scale-up of renewable capacities be ad-
dressed?

Strategy adopted: De-central energy systems are adapted to the technology mix from the
energy scenarios. The resulting energy systems (corresponding to each scenario) are
simulated and compared using location-specific boundary conditions. To analyse scaling
up, a parameter sensitivity study is carried out where the capacities of renewable plants
are varied to analyse their impact.

Structure of this dissertation

To address the research questions, an incremental approach is adopted, starting from the com-

ponent level, then moving to the integrated system, and finally to the scenarios and parameter

studies analysed using the integrated energy system. The dissertation is structured as follows:

1.

2.

Chapter 1 provides an overview of the fundamentals of energy-system modelling.

Chapter 2 describes the modelling of the three-phase methanation (3-PM) reactor, the
various assumptions used and the thermodynamic reformulation required to integrate
the model into the energy system.

. Chapter 3 describes the validation of the dynamic three-phase methanation model.

. Chapter 4 describes the integration of the component models into the de-central energy

system and the adaptations required in building-energy systems to integrate them without
compromising on the level of detail.

. Chapter 5 describes the clustering methods to group the components according to sectors

and energy carriers. It also describes the co-simulation approach and defines how models
with multiple time scales interact with network models having high spatial resolutions.

. Chapter 6 describes the implementation of energy scenarios specific to the de-central

energy system and case studies analysing the impact of location, renewable potential,
different energy mixes and technologies on the sector-coupling strategies in the region.

. Chapter 7 presents parameter-sensitivity studies that analyse the impact of scaling up

renewable capacities within the de-central energy system.



1 Fundamentals

Given varying interpretations for sector coupling in the literature, it is essential to establish
clear definitions for the concepts and terms related to sector coupling as applied in this work.
Therefore, in the first part of this chapter, concepts such as sector coupling, power-to-gas,
de-central energy systems, and energy system modelling are defined as they are used in this
work. This chapter then outlines the basic concepts and methods required for the modelling
and analysis of de-central energy systems. Studies using integrated energy system models with
components having different time scales are then reviewed. Further, the chapter also examines
studies analysing methods to incorporate numerical models of multiple building types into
the integrated energy system model. Following this, the chapter introduces the Modelica
environment as the tool for carrying out the simulations, with special emphasis on its acausal
modelling paradigm, multi-physical connection capabilities, and the use of equations of state
(EOS) based fluid property calculations.

The use of differential algebraic equations (DAEs) in Modelica for modelling dynamic systems
is then introduced. Finally, the numerical and thermodynamic adaptations required for the
effective use of DAEs in the context of de-central, multi-carrier energy system modelling are
briefly introduced. These adaptations are used in the following chapter to integrate the dynamic
3-PM model into the overall energy system.

1.1 Sector coupling

The concept of sector coupling (Figure 1.1) refers to the integration of different energy sectors
to enhance the efficiency and sustainability of energy systems. The coupling of sectors allows
surplus renewable power to be stored and reused for balancing energy supply and demand.
According to Ramsebner et al. [1], the definition and scope of sector coupling is not uniform
in the literature.

Some studies limit the scope of sector coupling to individual sectors such as residential heating
or mobility [2-4] while others also consider sectors like industry, buildings, electricity produc-
tion and mobility [5-7]. The use of chemical energy carriers (Figure 1.2) from renewable
energy sources is one of the many methods of sector coupling. Among the energy scenarios
predicted for 2050, those that involve sector coupling and use renewable chemical energy
carriers have the greatest potential to reduce greenhouse gas emissions [8] and avoid costly
infrastructure overhauls [9].

4



1.2 The Power to Gas process

Sector coupling methods include both short-term storage strategies to mitigate power fluctua-
tions and long-term strategies to store renewable energy as hydrogen and its derivatives [10].
Renewable power can be used to produce liquids such as long-chain hydrocarbons via the
Fischer-Tropsch process [11] or renewable methanol [12], as well as gases like Substitute Natu-
ral Gas (SNG) and H, (Figure 1.2). Renewable gases such as SNG or H, play a key role in sector
coupling, as they can be transported to different sectors using the gas grid. They can be used
for seasonal energy storage, as an energy source in sectors such as transportation, chemical
industry, and residential heating and as both an energy source and as feedstock in the chemical

industry.
e »
PV CHP Gas mobility
“’"“' Carbon capture % """ M
Wind H Buildings with mCHP}

Electrolysis i

...,. i Methanation

Ha Applications

Residential heating|

------

Chemical Industry

Electric grid Gas grid Gas storage

Figure 1.1: Concept diagram. Sector coupling in de-central energy systems. Image source (Own publication): Prabhakaran
etal. [13]

Transporting and distributing SNG involves the least amount of infrastructure changes, while
introducing 100% H, requires new infrastructure and further adaptations to existing net-
works [14]. In this work, sector coupling is defined as the use of technologies that enable
the conversion of renewable power into sustainable feedstock or energy carriers, which can be
utilised in sectors such as mobility, industry, or residential buildings. Using power-to-gas for
sector coupling focuses on gaseous chemical energy carriers, specifically SNG or Hy.

1.2 The Power to Gas process

Power to Gas (PtG) refers either to processes using an electrolysis step to produce Hy (Eq. 1.1)
or processes with an additional methanation step where H, is converted into CH, (Eq. 1.2)
using CO or CO,. The term ‘Power to Gas’ has been used in published literature both for the
production of Hy and SNG [15-17].

1
HyOq) —Ha+ 50, AHf = 285.8kJmol ™! 1.1)

CO; +4Hy == CHy +2H;0(y)  AH{ =-165.1kJmol ! 1.2)



1 Fundamentals

The PtG process for hydrogen production has been receiving attention in various decarbonisa-
tion strategies [18-20]. FCH-JU estimates H, demand in the EU to range from 780 to 2251
TWh by 2050 [19]. The EU expects 25% of electricity generation to be used to produce Hy by
2050 [18]. The German national H, strategy [21] projects an H, demand in the range of 90
TWh to 110 TWh by 2030. For Germany, imported H, is expected to play a significant role in
the national hydrogen supply with an estimated 50% to 70% of the total demand expected to
be realised through imports by 2030 [22].
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Figure 1.2: Various liquid and gaseous chemical energy carriers possible in sector coupling

By 2045 a demand of about 360-500 TWh for H, and 200 TWh for H, derivatives is expected
to be met through imports in Germany [22]. Implementing the hydrogen strategy requires a
new or modified infrastructure for hydrogen storage, transport and consumption [23]. The
large-scale use of H is just one of the many proposed sector coupling strategies. Several
EU decarbonisation studies for the year 2050 also investigate the potentials of biomethane
and biomass gasification. These two processes have the potential to meet up to 26% of the
overall gas demand in the EU and can be implemented in parallel to electrolysis-based H,
technologies [24, 25]. In addition, both processes generate CO and CO,, which can be used to
produce green hydrogen derivatives like SNG or Methanol. PtG plants may also be connected
to existing industrial processes. Eveloy and Gebreegziabher [26] investigated PtG systems with
biomass co-fired CHP units. In addition, O, from the PtG process can be used in industries
to reduce the use of dedicated air separation units (ASUs) that supply oxygen [26]. Other
applications of PtG have been explored in sectors such as district heating, refinery applications,
in combination with nuclear power plants, and in the chemical industry [26].



1.3 De-central energy systems

One promising application of PtG plants is to provide control reserve as a service to the power
grid [27]. During power fluctuations in the grid, the transmission system operator is expected
to provide the primary control reserve (PCR) within a 30 s time period [27]. The secondary
control reserve is expected within 5 min, and further control known as the minute reserve takes
around 15 min [27]. The control reserve is required both for the mitigation of surplus power
generation and for the compensation of power deficits. During surplus power production, PtG
plants can provide flexibility if they are capable of dynamic operation. In PtG plants producing
H,, the Proton Exchange Membrane (PEM) or Alkaline electrolysers can ramp up very fast to
mitigate surplus power production [28]. The same is possible in PtG plants producing SNG if
the methanation units are also capable of dynamic operation. The OPEX of the PtG process
is highly dependent on the price of electricity [29] which depreciates rapidly in the control
reserve market [27]. Participation in the control reserve market is lucrative for the PtG plant,
as electricity spot prices decrease when renewable power generation is in surplus (due to the
merit order system [30]). The PtG plant at Energiepark Mainz showed significant economic
gains when operating in the control reserve market [27]. -1

1.3 De-central energy systems

Several studies predict that future energy systems will be more regional and de-central [31-
34]. Weinand et al. [35] reviewed the interpretations of de-central energy systems in publica-
tions around the world and found two distinct categories. In lower- to middle-income countries,
de-central networks are analysed in most publications as standalone microgrids designed for
rural areas which are not connected to the high pressure gas transport network or the high
voltage power transmission grids. In contrast, most studies involving high-income countries
analysed de-central systems as connected to the transport grids [35].

Within the German context, surveys conducted with stakeholders for future energy systems [31]
resulted in predictions that included a mix of centralised and de-central solutions. Alstone
et al. [36] categorised de-central systems into a uniform set of micro hydro power-based
energy systems, solar home systems, microgrids and regional grids across countries of different
income levels. Some studies, on the other hand, predict a more centralised future scenario in
which chemical energy carriers generated from offshore wind parks or large-scale PV plants
are injected into transport networks [37, 38]. In this work, the de-central energy system is
interpreted as an energy system within a region that includes electric, gas, and district heating
networks. Local solar and wind farms provide renewable power to the region. PtG plants
convert power surplus to gas, which is then stored. Combined heat and power plants convert
gas back into electricity and heat. Buildings, mobility, and industry in the region are clustered
into groups with similar dynamic load profiles. Local storage systems, such as gas storage,
thermal energy storage, and batteries, provide the storage option.

1.1 The study was based on Hy, and the plant did not have a methanation unit capable of dynamic operation.
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If local storage is not sufficient, the de-central energy system draws either electrical power or
gas from the respective transport networks. Future demand centres, such as major cities, are
expected to be geographically separated from areas with high renewable energy generation [39,
40]. This will also affect transmission and distribution networks [41, 42]. According to Reuf3
et al. [43], a separate evolution of hydrogen distribution and transport networks is more likely
with hydrogen distribution networks more prominent in areas with enough H,, fuelling stations.
However, separate hydrogen distribution and transport networks are expected to evolve in
areas with sufficient H, infrastructure demand.

A significant reduction in the size of the existing natural gas distribution networks is plausible
if the present energy systems, which are supplied with natural gas by the distribution networks,
are electrified.’2 In comparison, only a slight reduction is predicted if synthetic gases and
sector coupling become prominent [41]. Wachsmuth et al. [42] present similar results and
predict that not all natural gas distribution networks will exist as of today, but the transmission
network will still be required.

In any future scenario, the de-central energy systems (and the models that analyse them) are
expected to handle dynamic fluctuations in production and demand. The term ‘flexibility’ is
often used to determine the ability of an energy system to handle fluctuations. The Inter-
national Energy Agency (IEA) defines flexibility as the extent to which a power system can
modify electricity production or consumption in response to fluctuations in renewable power
generation [44]. For de-central energy systems flexibility depends on the following aspects:

1. Share of renewables which is the primary cause of intermittent power generation in the
energy system

2. The nature of the gradients in renewable power generation, power demand and heat
demand. The gradients differ depending on the nature of the timescales inherent to the
process. For example, heat demand in a building is a slow process compared to frequency
changes in the distribution network.

3. The availability of local energy storage units and demand side management which can
be used to counter the intermittency.

1.4 European Hydrogen Backbone and Hydrogen Valleys

The European Hydrogen Backbone (EHB) is a cross-border hydrogen transmission network
proposed by European Transmission System Operators to connect production hubs, ports, and
major industrial demand centres [45, 46].

1.2 Direct electrification in this context implies that the residential sectors and industries requiring low grade process heat
switch to electric heat pumps.



1.4 European Hydrogen Backbone and Hydrogen Valleys

The EHB targets a total coverage of 28000 km by 2030 and over 50,000 km by 2040, with
approximately 60% repurposed from natural gas pipelines [45, 47]. Repurposing offers the ad-
vantage of reducing capital costs by 50-70% compared with building entirely new infrastructure
[46] and enables transport at €0.11-€0.21/kg per 1,000 km [45], making it cost-competitive
over long distances. The network design is based on five strategic supply corridors linking
regions with strong renewable generation potential, such as the Iberian Peninsula and North
Sea, to major demand clusters in central and northern Europe [46, 48]. These corridors also
include port connections for importing hydrogen from global suppliers, supporting both energy
diversification and market liquidity.

Future renewable hydrogen production and imports can be transported through the EHB to
reduce dependence on fossil fuels and enhance resilience against external supply shocks [48].
To ensure efficient integration across borders, the EHB must operate under technical rules for
gas quality, pipeline conversion, and safety [49]. Integrating multiple hydrogen valleys into
the EHB, either as consumers or as suppliers of Ho, is planned to enable synchronising local
production and demand through the backbone network [50].

Hydrogen valleys can be conceptualised as decentralised energy systems that integrate renew-
able hydrogen production, storage, distribution, and multiple end-use sectors within a defined
geographic area [50]. They are designed to function as both receivers of imported hydrogen
from ports and as suppliers of regionally produced hydrogen feeding into the EHB [50]. By
enabling the co-location of generation, storage, and consumption, hydrogen valleys reduce the
need for long-distance transport in early market phases, and also provide a platform for testing
technical solutions [50].

The Renewable Energy Directive (RED III) [51] proposes imposing binding consumption targets
for Renewable Fuels of Non-Biological Origin (RFENBOs). The share of RENBOs is expected to
be up to 42% of hydrogen use in industry by 2030, rising to 60% by 2035 [51]. Compliance
is governed by specifying strict additionality, temporal, and geographical correlation require-
ments for hydrogen production [52]. To ensure compliance, future hydrogen valleys must
satisfy the spatial and temporal clauses [50]. With intermittent power generation and vary-
ing demand, compliance with such clauses is feasible only if the hydrogen valleys can handle
dynamic fluctuations in both production and consumption. This requires advanced modelling
techniques to simulate the interactions between different components, such as electrolysers,
storage systems, and end-use applications, ensuring that the system can respond effectively
to changes in supply and demand. Further, the integration of hydrogen valleys into the EHB
necessitates a robust framework for managing the flow of hydrogen across the network at mul-
tiple spatial points, making the spatial analysis in energy system modelling important. Taken
together, spatio-temporal modelling of the energy system is crucial to analyse various aspects
of implementing this strategy.
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1.5 Energy system modelling

A purely experimental method of analysis is not possible in sector coupling due to the scale
of the energy systems. In addition, it is difficult to conduct real-time experiments in existing
energy systems without risking security of supply. It is therefore necessary to develop dynamic
numerical energy system models. Various interpretations exist for the term ‘energy system’
in the literature. According to Herbst et al. [53], the definition of an energy system varies
between target groups (policy makers, academics, and energy supply companies), intended use
cases (cost calculation, simulation, optimisation, and forecasting) and coverage areas (local,
regional and international). Some models are developed to minimise greenhouse gas emissions
or costs, while others analyse technical aspects such as grid stability or security of supply [54].

Modelling strategies can be categorised as either top-down or bottom-up. The top-down ap-
proach refers to modelling scenarios at the national or international level with few technical
details regarding individual components. In top-down models, the time intervals and the area
under consideration are usually large [55, 56]. The bottom-up method comprises models that
represent the physical behaviour of individual components. They can simulate energy systems
consisting of interacting components with varying dynamics. Bottom-up models are better
suited to evaluating aspects like the resilience of the energy system during dynamic pertur-
bations [57-60]. Ringkjeb et al. [61] reviewed existing energy system models and showed
that the time scales used in the models vary depending on the type of use. Grosspietsch et al.
[62] and Weinand et al. [35] in their respective reviews found only a small set of models
capable of analysing real-time interactions between different components. Prina et al. [63]
categorised the models using four different aspects: resolution in time, resolution in space,
techno-economic detail and sector coupling. Models were classified as low, medium or high
for each field. Heider et al. [64] reviewed energy system models using the same method and
reported the Modelica-based Transient library [59] and Python-based PyPSA [65] libraries to
cover most of the evaluated fields. In de-central energy systems, the ability of a model to handle
energy system "complexity" is often the deciding factor in its selection for modelling.

The definition of energy system complexity varies widely in the literature. Kotzur et al. [66]
define the complexity of energy system modelling using the following aspects:

1. Complexity of the energy system as a whole
2. Complexity of the part of the energy system that is being analysed
3. Complexity of the computational model used to simulate the energy system

The first two aspects are not defined uniformly in most publications. For example, Lloyd
[67] has tabulated a non-exhaustive list of at least 50 ways to describe complexity. However,
complexity of the computational models can be described using the Big O notation [66, 68]
which quantifies the number of individual elementary operations which in turn affects the total
time required to complete an algorithm.

10



1.5 Energy system modelling

Most energy system models involve solving a system of equations that contain N equations and
N variables aggregated into a NxN matrix. The final solution involves inverting these matrices.
In the final matrix of N equations and N variables, the Big O notation for inversion can be
between O(N%3) and O(N3). This means that the inversion requires between N23 and N3
individual elementary operations. This can be computationally expensive and, in most cases,
render the models too slow for practical use.

For highly complex systems, if the complexity is mathematically reduced to O(N), the solution
involves only N steps which is highly beneficial. Modelling languages like Modelica [69] have
a mathematical backend!-3capable of doing this. The complexity of the energy system model
depends also on the temporal and spatial resolution that it attempts to simulate. Analysing
dynamic aspects like the interoperability of components require varying time scales [72]. For
example, the frequency changes in the electricity grid are much faster compared to the time
taken for changes in a thermal storage and the overall energy system model may need to
simulate both. Priesmann et al. [73] determined that coupling various storage systems with
different ramping rates further increases the system complexity. The complexity also increases
if the spatial level of detail (LOD) is high [74].

At the component level, Building Performance Simulations (BPS) like the Buildings [75] and
the AixLib libraries in Modelica [76] can be used for detailed simulations of individual build-
ings. BPS models can be classified as white box or black box [77]. Black box models use
measured time series data from buildings, while white box models use balance equations to
simulate building parameters. Two different guidelines are used in Germany for modelling
white box models. ISO 13790 [78] simplifies building models using thermal capacities. The
VDI 6007 [79], in comparison, specifies norms for detailed transient models involving multiple
thermal masses [80, 81]. Both approaches are difficult to scale up to an urban level with multi-
ple buildings. On the other hand, obtaining time series data for individual buildings in black box
models is also challenging. The grey box model can be considered a middle ground [74, 82]. In
this approach, the building energy systems use black-box data mostly for load estimation, with
selected subsections like energy conversion and storage components using white box models.
Data collection for individual buildings needs to be separated from the building simulations to
scale up individual grey box models to urban systems [81]. Different approaches are used here.

The aggregation approach classifies buildings into standard types and builds urban regions
using the standard types multiplied with a total number of buildings for each type [83-85].
The generation of archetype buildings often requires additional data like material properties
and internal loads to be more accurate [84]. Some tools like TEASER [84] generate building
parameter datasets for multiple buildings from known parameters. Further, the simulation of
urban energy models with multiple buildings also requires simplified equation systems [76, 80].

1.3 The Modelica compilers generally use a so-called frontend for modelling and a backend for mathematical optimisation
of the equations. The frontend handles the initial processing of Modelica code, including lexical analysis of equations,
parsing, and semantic analysis. The backend performs symbolic optimisations to improve performance, including pre-
optimisation [70] (partitioning and alias removal in the equations), causalisation (matching, sorting, and index reduction),
and post-optimisation (tearing and Jacobian computation [71]) making the equations solvable.
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An efficient sector coupling model must also simulate deviations from the operational tolerances
of all the energy system components. These include operating temperatures and pressures in
thermal components, voltages and frequencies in electric components, quality of the gas product
in the gas grid, and household comfort temperatures. Finally, the overall energy system must
also have a mathematical back-end capable of reducing complexity and making the whole
system solvable. In this work, the dynamic modelling tool is expected to handle multiple
sectors, building types, energy carriers, and device types with different individual dynamics.

Furthermore, the number of equations is expected to be in the order of 104 to 105 depending
on the complexity of the energy system.!# To handle such energy systems, Modelica [69] is
chosen as the modelling tool in this work.

1.6 Modelica

Modelica is a modelling language for systems with interacting physical components. Model-
ica, unlike traditional programming languages, is a modelling language intended to simulate
dynamic systems. According to Fritzson [69], Modelica is a modelling language that allows
specification of mathematical models of complex natural or man-made systems, for example,
computer simulation of dynamic systems whose behaviour evolves as a function of time. Mod-
elica has capabilities like index reduction, acausal connections, and an object-orientated pro-
gramming structure [69, 71, 86]. These features make it suitable for simulating coupled energy
systems across various physical domains. Multiphysical modelling using Modelica has been im-
plemented in building energy systems [75], electric networks [87], thermal systems [88, 89],
and integrated energy systems [59, 90]. It can simulate coupled energy systems with varying
time scales in multiple physical domains.

Examples of integrated energy system models include coupled electrical storage and PV sys-
tems [91], electrical systems coupled to district heating and cooling [92] and even models
coupling slow processes such as simulations of biological crop growth to energy systems [93].
Braun et al. [94] also tested the ability of Modelica to solve large transmission grids with high
spatial complexity simulating systems of up to half a million DAEs. Rapid virtual prototyping of
energy systems is possible with Modelica [95] as the modelling language uses object-orientated
concepts. Modelica separates mathematical operations such as symbolic manipulation and
index reduction from modelling. This ensures that the emphasis is more on equations that
describe the physical behaviour of the component [69]. Modelica uses the so-called "acausal
connections’ between components without specifying which way the information flows. This
is one of its distinguishing features. Other modelling tools, such as Simulink [96] and Aspen
Plus [97], use block- or signal-based connections with a fixed source, destination, and direction
of the information flow.

14 When all the individual component equations, connections and boundary conditions are flattened into a single system of
equations, the total number of equations lies between 104 to 10 for all the models used in this work
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1.6 Modelica

Acausal connections avoid this by using conservation laws between the components. This
reduces the number of connections between components compared to signal-based tools. Con-
served quantities such as mass flow 71 or heat flow Q in a physical system require an interface
between higher and lower potentials. For example, mass flow occurs between higher and lower
pressures in fluid systems, and current requires an interface between higher and lower voltages
in electrical systems. Modelica uses the concepts of flow and potential to enable acausal link-
ages between components. Conserved quantities seek to equalise the potential between two
points when they are coupled.
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Figure 1.3: Concept diagram showing equality operation to potential variables and sum to zero operation to flow variables
across three different domains

The equality operator is applied to the potential variables as shown in Figure 1.3. Flow is a
conserved quantity. Therefore, a sum-to-zero operator is applied to the flow variables. The sum-
to-zero operator ensures that the flow entering one component is negative of the flow exiting
the component to which it is connected, as shown in Figure 1.3. This enforces the conservation
laws between each connection. The acausal connectors use conservation laws and therefore
they work only in pairs. The potential and flow variables for different physical domains are
defined in Table 1.1. In Modelica, different potential and flow variables can be used in the
same model. This enables multi-physical connections. Figure 1.4 shows a power plant model
in the open source Thermopower library [98]. The axial connections in the fluid (compressors,
combustion chamber), mechanical (turbines, generators), and electrical (generators, turbines)
ports are always in pairs. However, one-sided signal connections are also required in several
parts of the model. The direction specified signal connectors are typically used to provide
ramping inputs or taking outputs from sensors as a time series array.

13



1 Fundamentals

Table 1.1: Potential and flow variables across physical domains.

Domain  Potential variable = Flow variable

Thermal Temperature T in K Heat flow Q in W

Electrical Voltage V in V Current 7 in A
Hydraulic Pressure p in bar Mass flow rate 71 in kgs ™!
Signal Input
R
(Ramp up) Fuel
Source Fluid Mechanical Electrical
/ \ Ports Ports Ports
R e X
o : :
Combusion ‘ ,’ ‘ : I"‘
II Chamber II I .. 0
> B IR s
" P
! | Exhaust !

o 1

Air Inlet !

i Electric
L Grid

€L

Electric
Generator

Compressor

Figure 1.4: Turbine model showing signal port for controlling fuel input and multi physical connections across the fluid,
mechanical and electrical domains. Image source. Thermopower Library [98]

To enable one-sided interaction with the system, Modelica also provides signal connections
where the direction is specified. These ports are called block connectors and are mostly used
for signal-based control or sensing (see fuel source control in Figure 1.4).

1.7 Numerical solution of DAEs

Calculating changes in reactant or product concentrations under varying temperature and
pressure is essential in chemical engineering. These processes can be modeled using steady-
state or dynamic models. Equation 1.3 represents the steady-state model, where xj is the vector

of steady states and p are the influencing parameters.

0=f(xs,p) (1.3)
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1.7 Numerical solution of DAEs

Dynamic processes involve transient changes, simulated using state variable and their deriva-
tives. Equation 1.4 represents the dynamic process, where % are the derivatives of the state
variables. Equation 1.4 is a set of explicit Ordinary Differential Equations (ODEs).

= = f(X7,1) 1.4

Many chemical engineering applications require algebraic equations to calculate transport
properties and hydrodynamic coefficients. Therefore in the final equation set, differential and
algebraic equations must be combined. Such equation sets known as Differential Algebraic
Equations (DAEs) can be represented as:

y=f(xy1) 1.5

0=g(x,v,1) (1.6)

DAEs cannot be solved in their original form, where the differential and algebraic equations
are combined. They can only be solved by converting all the algebraic equations into their
corresponding differential forms and solving the resulting system of ODEs. The index of a
DAE is the number of times that the system has to be differentiated before the DAE system
is transformed into a set of ODEs. DAEs have an index of 1 or greater. Therefore, an index
reduction is required to reduce the DAE index to 0. Index reduction algorithms vary between
Modelica compilers. Many of them use variations of the Pantalides algorithm [99].

Additional mathematical reformulations, such as symbolic sorting of equations, equation vari-
able matching, tearing, and relaxation algorithms, may also be required before the system of
equations is reduced to solvable ODEs [70]. For thermofluid models, index reduction is chal-
lenging. In these models, the calculation of transport and hydrodynamic properties require the
state of the fluid. This implies that the adaptations depend heavily on the "state variables" used
to calculate fluid properties. From a mathematical standpoint, any variable whose derivatives
are defined in the DAEs can be considered as a state.

Elmgpvist et al. [100] use the term ‘model states’ to define them. From a physical point of view,
the state of a fluid is determined by thermodynamic state variables such as absolute pressure
p, temperature T, density p, specific enthalpy h, and specific internal energy u. In several
chemical engineering processes with connected components like reactors, storage vessels and
pumps, thermodynamic state variables and their derivatives are a part of conservation equations.
The same state variables are also needed in the algebraic equations to calculate fluid and
hydrodynamic properties.
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1 Fundamentals

1.8 Calculation of fluid properties

The conservation equations for incompressible liquids, real gases, ideal gases, and two-phase
mixtures are an integral part of thermofluid components. The equations of state (EOS) are
often used to calculate the properties of fluids. The EOS takes two independent thermodynamic
state variables from pressure p, temperature T, internal energy u, density p, or specific enthalpy
h as inputs. Using the input state variables, the EOS calculates the dependent variables which
can then be used in thermodynamic relations to calculate hydrodynamic properties.

The choice of independent variables influences the computational efficiency of EOS-based fluid
property calculations [88]. Pressure p and specific enthalpy & are used in various commercial
fluid property tools as reference input variables [101-104]. They can be calculated using the
energy and momentum balance equations from the model. The EOS based fluid property
calculations are also used in commercial tools such as ASPEN Plus [97], ChemCAD [105] and
ANSYS [106]. Commercial fluid property libraries, such as REFPROP [102] include a list of
fluids that can be used in chemical engineering applications.

It uses explicit Helmholtz energy equations for pure fluids, the modified Benedict-Webb-Rubin
equation [107], and an extended corresponding states (ECS) model for high-accuracy calcula-
tions [108]. Other commercial tools like TIL-Media use the accurate multi-parameter EOS de-
veloped by Span et al. [109]. All component models in this work use the TIL Media Suite [104]
for fluid property calculations, which provides the option of choosing between different EOS-
based tools depending on the accuracy and computational speed required [88, 89, 110]. The
challenge in thermofluid systems is to reduce the index of DAEs where the algebraic equations
are coupled to external EOS-based tools for fluid property calculations.

Index reduction is a mathematical operation that attempts to convert algebraic equations to
their differential form. The fluid property calculations in EOS tools are black boxes as far
as the DAE is concerned. This is because they are external tools and the EOS equations
themselves are not a part of the DAE system. Therefore, attempting to get the derivatives of the
equations numerically can lead to either the index reduction itself failing, or worse, the index
reduction taking place but with errors in the fluid properties. If the fluid property calculations
produce even small errors, these can accumulate during the integration of the ODEs, leading to
drastically different results. In Modelica, the solution is to provide the derivatives of the state
properties explicitly in the DAE system. This allows index reduction to be carried out without
differentiating the equations that are coupled to external EOS-based tools [89, 111].

The importance of this critical aspect can be illustrated using the example of a flow element
shown in Figure 1.5. The flow element is an integral part of several components like heat
exchangers, reactor elements or flow pipes. The states of the incoming and outgoing flows
are determined using variables: (1, p,h, X ).1-5 Balance equations are used to determine the
dynamic behaviour of the state variables: (p, h, X) within the control volume.

1.5 The variable X is the state variable for mass fraction which is used in cases where mixtures are involved
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Heat transfer
Q

_ 3| State variables [

(p,h, X)
Flow in Flow out

(1in-Dins Pin, Xin) (Mout-Pouts Pouts Xout)

Figure 1.5: The flow element showing input, output and state variables

The mass balance equation can be written as:

Mass balance:

d
TT = fjp + Mout 1.7
where: p (o V) v p
m_alev)_, .4V y.ae
P TR TR TR T (1.8)
As the volume does not change, eq. 1.8 simplifies to:
d d
where:
0 = fros(p, h) (1.10)
Momentum balance:
—d;’;“ - —d’;‘;“t 1.11)
Pout = Pin — Apf (1.12)
p= Pin "'zpout (1.13)
where Apy is the pressure loss due to pipe friction.
Energy balance:
d . . .
E(H_P'V):Hin*‘Hout"'Q 1.14)
since:
H=m-h (1.15)
d . . d .
E(m-h):Hin+Hout+V-d—[:+Q (1.16)
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where:
Hin = titin - hin (1.17)
Hout = tiout - hout (1.18)
which transforms eq. 1.16 into:
dh  dm | . d .
mE+hﬁ:”lin'hin+m0ut'hout+v'£+Q (1.19)

Using the mass balance equation eq. 1.8, the energy balance can be rearranged as:

dh 1 | . . d .
= o tin - (hin =)+ e - (howe =)+ V - 22 +Q] (1.20)

The mass, momentum'-® and the energy balances are represented in equations 1.7, 1.11 and

m dp dh
dt’dt’dt
variables [m, p, h] are integrated. Of these, two of the state variables (p, 1) can be used as input

1.20. It can be seen that in the balance equations, the derivatives ] of the state

in the equations of state. Therefore, the mass balance in eq. 1.7 is reformulated in terms of
density p. As density p is a dependent variable, it can be calculated from the independent
variables (p, 1) using a function call to the EOS tool as shown in Equation 1.10. fros(p,h) is a
call to a function to calculate fluid properties outside the DAE. The function in the EOS tool
is a black box that uses the independent state variables (p, 1) to return the dependent variable
p. Index reduction is a mathematical operation to convert the algebraic equations within the
DAE into its differential form. Therefore, if the algebraic equations use external EOS tools, the
index reduction fails as the DAE solver can only access the system inside Modelica and cannot
numerically differentiate the algebraic equations that call external functions. However, if the
derivative Z—p is reformulated in (p, h) and provided explicitly in the DAE itself, index reduction

does not require numerical differentiation of external functions.

Richter [89] explains a method to provide the derivatives explicitly as :

do_(%) dp,(20) dn
dt*(ap)h ar “\an), ar (121

(% )h and (%) are functions of the state variables (p, h) and are available in many of the stan-

dard equation of state-based fluid property calculation software such as Helmholtz Media [112],
REFPROP [102] and TIL Media [104].

1.6 Richter [89] shows that if spatially varying dynamic processes such as sound propagation do not occur in the model,
the momentum balance can be simplified by assuming the state point p to be the average of the inlet and outlet pres-
sures (Equation 1.13) and the pressure derivatives can be assumed to be uniform along the axis of the control volume
(Equation 1.11).
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1.8 Calculation of fluid properties

Z—f and % in eq. 1.21 can be determined from the energy and momentum balances. Here,
the index reduction does not fail as it does not need to differentiate the external EOS based
functions. The use of explicit functions for the density derivative also reduces the number of
state variables in the overall system to just p and h with all the other hydrodynamic parameters
derived from them. The method of providing explicit derivatives can be generalised to any
new thermofluid model in Modelica. Elmgqvist et al. [100] define the general logic of using
state variables in chemical and thermofluid systems. The first step is converting the ‘model
states’ like mass m or concentration C into ‘thermodynamic states’ by reformulating the balance
equations. With the reformulated balance equations, the derivatives should then be provided

as explicit functions of the state variables (p, 1) to make index reduction possible.

The model for the 3-PM reactor developed in this work is integrated into Modelica using
the same method. The 3-PM model developed in this work is adapted by first reformulating
the balance equations so that p and h are the mathematical state variables in the DAE, as
well as the thermodynamic state variables that define the physical system. Subsequently, the
derivatives of the state variables are provided to make index reduction possible. The biggest
advantage is that highly complex fluid property calculations can be separated from the model
itself. This also means that external fluid property calculation tools can be used or changed
based on the accuracy or speed required in the model. In addition, the number of differential
variables needed to model the system is also reduced (as opposed to a PDE based system of
equations which uses arbitrary differential states like various fluid concentrations, temperatures,
enthalpies, etc.). As all the other components of the energy system also use the same state
variables, the index reduction of the overall energy system is not affected when the 3-PM model
is integrated into it.
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2 Modelling the Dynamic 3-PM system

CO, and CO methanation (Equations 2.1 and 2.2) can be used to convert H, into CH, in the
Power to Gas process. Both reactions are highly exothermic. In the overall Power to Gas system,
it is important to demarcate the boundaries of the entire system from the methanation process,
which is the focus of this chapter.

COy+4Hy == CH4 +2H;0 AHfO :—165.11<]m0171 2.1

CO+3Hy == CHs+Hy0  AH{ =-206kJmol™! (2.2)

The Power to Gas system includes an electrolysis unit connected to a methanation system. The
methanation system (Figure 2.1) comprises feed management, a methanation reactor, and heat

exchangers to condense the reactor output gas. The focus of this chapter is the methanation
reactor.
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Figure 2.1: Conceptual diagram illustrating the Power to Gas system and the scope of the methanation reactor within it
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2.1 Challenges in dynamic operation

The components of the energy system must be able to modulate their output in response to
intermittent renewable production and fluctuating demand. Both PEM and alkaline electroly-
sers can be operated dynamically. Ramping rates for both electrolysers are reported to be in
the order of seconds [28]. SOEC electrolysers must operate at high temperatures and are not
capable of fast dynamic operation like PEM or alkaline electrolysers [113]. The exothermic
nature of the methanation process presents several challenges during dynamic operation of the
reactor. If the methanation reactor cannot respond dynamically,>! a buffer storage is required
to store the Hy and facilitate a more constant Hy supply to the reactor.2-2 To analyse the abil-
ity of the reactor to handle load changes, the input feed rate can be increased to assess the
response. Theurich et al. [115] use the term ‘parametric sensitivity’ to define small changes in
input parameters that cause significant and often destructive changes in reactor temperature
and output product composition. Efficient heat removal and maintenance of an isothermal
state during start-up are essential for reactor safety.

In fixed bed reactors, Kreitz et al. [116] reported a sharp increase in hotspot temperature
and distribution during transient inlet feed variations. Ramping down the reactor can also be
challenging, with Rénsch et al. [117] reporting two major problems. First, additional heat
is required to bring the reactor back to hot standby. Lowering the temperature also increases
the risk of carbonyl formation, which can deactivate the catalyst. For syngas methanation,
carbonyl formation has been reported for operating temperatures below 500 °C [117] and
for CO» methanation below 200 °C [118, 119]. Ronsch et al. [117] suggested the use of
insulation or localised beds of inert material as a solution. Despite these issues, there have
been studies focusing on dynamic operation using fixed bed reactors. Giglio et al. [120] used
cooled tubes in multiple fixed bed reactors with bypass stages and gradually introduced CO,.
Bremer and Sundmacher [121] proposed dynamic operation by letting the transient hotspots
occur, allowing the system to move away from the steady state and then controlling it in the
unsteady regime by adaptive control of the coolant temperatures.

Iglesias Gonzalez et al. [122] used a cooling medium Marlotherm SH [123] for temperature
control and used the eggshell structure for the catalyst to prevent damage. Other attempts at
dynamic control include the use of molten salt [124] and micro-channel reactors [125]. Fache
et al. [126] attempted dynamic operation by mixing the catalyst pellets in an inert carrier and
varying the ratio between them to dilute the catalyst at different parts of the reactor. Fixed-bed
reactors must be prepared for thermal runaways in all these scenarios. Fischer and Freund
[127] specified the design changes necessary in the reactor for safe operation.

2.1 The dynamic response of the methanation reactor always implies that the whole methanation unit (Figure 3.1) also
responds dynamically.

2.2 The use of additional Hpo storage increases the CAPEX of PtG systems, with reported storage prices for Ho ranging from
20 Euro/m3 to 490 Euro/m> [114].
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2 Modelling the Dynamic 3-PM system

2.2 The 3-PM reactor

The reactor developed at KIT EBI-ceb [128, 129] is designed for dynamic operation using a 3
phase methanation process (denoted 3-PM). The bubble column reactor (Figure 2.2) contains
the slurry which is a suspension of the solid nickel-based catalyst in a liquid heat exchange
medium. The liquid medium used here is dibenzyltoluene (DBT) with the commercial name
Marlotherm SH [123]. In the bubble column, the reactant bubbles initially in the gas phase
cross the gas-liquid interface into the slurry phase (Figure 2.2).

Condenser CH,4

Iho

Reactor
=~
" g
¢ @ & o )
° o|le
Coolin ¢
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Figure 2.2: Concept diagram for slurry bubble column reactor. Image source: Own publication [13]

In the slurry phase, the reactants dissolve and diffuse to the catalyst surface where the reac-
tion takes place and the products CH4 and H,O are formed. Although the reaction is highly
exothermic, the liquid medium absorbs the reaction enthalpy, which enables dynamic opera-
tion during load changes without causing a thermal runaway in the reactor. The 3-PM kinetics
was developed by Lefebvre et al. [15, 130] and later validated by Sauerschell et al. [129].
Integrating the 3-PM model into an energy system and analysing sector coupling requires the
model to satisfy two necessary conditions. First, the balance equations should model the 3-
PM process with reasonable accuracy. In addition, the 3-PM model must be capable of being
simulated not as a standalone entity, but integrated with numerical models of other energy
system components. The resulting model for the overall energy system must then be simulated
using boundary conditions such as intermittent renewable energy generation and fluctuating

demand.
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2.3 Detailed Modelling of the 3-PM Process

The three-phase methanation (3-PM) process involves the dispersion of gas bubbles within a
slurry medium. This slurry medium comprises both liquid and solid phases. For simplifying
the mathematical modelling, this work treats the suspended solid catalyst and liquid medium
as a unified slurry phase. Several modelling approaches exist for describing the behaviour of
slurry bubble column reactors. Among these, the axial dispersion method was found suitable
by Lefebvre et al. [15] for the specific operational requirements of the 3-PM reactor at EBI-ceb.
The axial dispersion method simplifies the reactor dynamics into one-dimensional conservation
equations. The spatial dimension used here is the positive z axis, coinciding with the upward
direction of bubble flow. The mass and energy balance equations are derived along the vertical
axis of the reactor. The original formulation by Lefebvre et al. [15] used partial differential
equations (PDEs) using concentration as the state variable as shown in Equation A.1. However,
concentration-based equations impose limitations when integrating the reactor into broader
energy system models. Energy system models typically comprise multiple interconnected
component models. To connect these component models, the incoming and outgoing flows
between the components must be defined using the same variables. This means that integrating
the methanation reactor model requires a reformulation of the balance equations.

The concentration-based balance equations must therefore be converted?3 into mass-based
equations. This reformulation aligns the reactor model with upstream and downstream com-
ponent models, which also utilise mass-based balance equations, thus enabling the simulation
of inter-component flows. Further, to ensure uniform fluid property calculations throughout
the energy system, it is required to further reformulate the balance equations using thermody-
namic state variables. Specifically, state variables such as pressure (p) and specific enthalpy
(h) provide a common thermodynamic basis to calculate the fluid properties for all the con-
nected system components. Consequently, each species within the reactor is described using
mass-based balance equations. The mass derivatives are then converted into density derivatives
(Equation 2.22). Finally, the density derivatives are explicitly expressed using the thermody-
namic state variables pressure and enthalpy, as depicted in Equation 2.24.

Using these uniform state variables across the energy system ensures compatibility with a
common Equation-of-State (EOS) based fluid property calculation tool.2# Further, the use of
consistent state variables and fluid property calculations across all system components signif-
icantly simplifies the numerical complexity of the resulting Differential-Algebraic Equations
(DAEs). Index reduction of the DAEs, a critical step for solvability, is thereby facilitated by this
approach, as detailed in Section 1.7. The combination of all these factors is needed to integrate
the 3-PM model into the integrated energy system.

2.3 The derivation, transforming concentration-based equations from Lefebvre et al. [15] into the required mass-based
formulation, is provided in Section A.1.

2.4 The rationale behind adopting these specific state variables for property calculations is elaborated in Section 1.8
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2.4 Balance equations:

Mass balance for each species in the overall gas phase

N 2>
Mg Dl e L ()
ot & 922 &g Jz 878
. e T
Accumulation  Axial dispersion Advection
(2.3)
i, i,
_kLai.(ig_ sl )
eg-Hice 1-¢g
L 1
G/L mass transfer
Mass Balance for each species in the slurry phase
I D s g )
= Dy _— a; | — -
. ot . . sl,ax 922 . s14i eg- Hi,cc (1- gg)
: - - 0 ]
Accumulation  Axial dispersion G/L mass transfer
2.4
S =
+ Vit MiTeat - ¢ " Meat  13PM
Reaction
where
Wl}g = )?g Mg and nig = )?51 - mg) (2.5)
and
X¢,c0, Xs1,c0,
XeH XsiH
Xe=| ¥ | and Xy =| 72 (2.6)
Xg,cH, Xs1,cH,
X H,0 Xs1,H,0
The stoichiometric coefficients 1 and molecular weights 1\2,- for CO, methanation are:
-1 0.044
Lo |4 . 0.002
Vi = and M; = 2.7)
1 0.016
2 0.018
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2.5 Energy Balance

where i denotes the individual species of gases. For CO methanation, the vectors ¥ and M;
should be changed according to the CO methanation reaction?->, with X¢ and X incorporating
the mass fractions of CO instead of CO,. The reaction rate r3_pys should also be adapted for
CO methanation. The mass balance equations for each species reflects three coupled processes:

1. Convective transport (advection and axial dispersion). As gas bubbles rise, they carry
their respective species axially with superficial gas velocity ug. This forced convection
appears as the advection term in the mass balance.

2. Inter-phase mass transfer. At the gas-liquid interface, species cross between the bulk
gas and slurry phases given by:
kpa = kp-a,

where k; is the gas-liquid mass transfer coefficient and a the specific interfacial area. In
the gas-phase mass balance, this term appears as a sink (—kpa(...)), and in the slurry-
phase balance as a source (+kpa(...)).

3. Intra-slurry diffusion and reaction. In the slurry, the dissolved species diffuse to catalyst
surface sites and react. The products then return to the bulk gas phase via the same gas-
liquid interface.

Working together, gas-liquid mass transfer, dissolution of the transferred species in the slurry
phase, diffusion across the slurry phase and reaction at the catalyst surface govern the spatial
and temporal evolution of each species in the 3-PM reactor.

2.5 Energy Balance
The energy balance can be derived as:

JT 0 JT
Osl * Cp,sl * €sl Fn = o2 (Esl . /\sl,eff . g)"'l'kat *PS - 0ST3PM * (_Ahr)I

> Reaction heat
Accumulation Axial dispersion

_I‘Xcool “Aeff (T = Teool )I (2.8)
Cooling
where A o is expressed as:
’\SL,eff =0OSL " CpSL" Ds, ax (2.9)

and Dy 4y is the axial dispersion coefficient.

2.5 €O methanation and its validation is not a part of this work.
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Although no explicit correlation exists for Dg] 4y , the one developed by Deckwer [131] is used
in most publications. It is derived as:

Dsax = 0.678 - ¢t - UL (2.10)

where ¢¢ is the reactor diameter and Uy is the superficial gas velocity.

2.6 Hydrodynamic coefficients

In this work, all the hydrodynamic coefficients required in the balance equations for the 3-PM
model are adopted from previous work by Lefebvre et al. [130] and G6tz [132]. The superficial
gas velocity Uy is used in several correlations (listed in Table A.3) and is calculated as:
Ve 9t

U, = h Acs =
where Agg 7

$T AL (2.11)
where Vg is the volumetric flow rate, ¢ is the column diameter and A is the area of cross
section of the bubble column. The hydrodynamic coefficient for gas holdup (¢¢) is calculated
(Equation A.11) using the method proposed by Behkish [133]. Lefebvre et al. [15] evaluated
several holdup coefficients and found that the Behkish correlations were most suitable for the
3-PM reactor developed at EBI-ceb. Lefebvre also evaluated different correlations for k; a and
determined the correlation (Equation A.15) developed by Lemoine et al. [134] to be most
suitable. In the kp a correlation by Lemoine, the Sauter mean bubble diameter (calculated in
Equation A.10) of the small bubbles is used.2® The solubility of gases in the slurry medium
is determined using a dimensionless Henry’s law coefficient H; .., which is a temperature-
dependent fit (Equation A.16, Table A.2) developed by Goétz et al. [135]. The reaction rate
rapM is estimated using the power-law equation (Equation A.17) derived by Lefebvre et al.
[15]. The overall heat-transfer coefficient a,¢ is modelled using the Deckwer coefficient for
slurry bubble columns (Equation A.18). The fluid properties like density o5 and dynamic
viscosity g are calculated as temperature dependent fits from the manufacturer data sheet for
Marlotherm SH [123].

The liquid surface tension oy is calculated using a temperature dependent fit derived from DBT
measurements conducted by Aslam et al. [136]. The fluid properties used in the calculations
are only available up to 320°C for the slurry. Therefore, if the reaction results in higher
temperatures, extrapolated properties are required in the case of the slurry to calculate the
hydrodynamic parameters. All equations referenced above are collected in Table A.1, and the
fixed parameters with their baseline values used in this work are listed in Table A.3.

2.6 The bubble sizes is classified in literature into small and large bubbles. The hydrodynamic correlations are different for
both. To reduce complexity in modelling, only one bubble size (small bubbles) is used in this work.
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2.7 Flow-regime classification

Slurry bubble columns operate in one of three distinct hydrodynamic regimes [137]. In the
homogeneous regime, gas is introduced at low superficial velocities (typically ug <0.05m/s),
producing small, uniformly distributed bubbles. Under these conditions, coalescence is minimal,
the bubble-size distribution remains narrow, and gas holdup ¢, increases linearly with 1. Mass
transfer benefits from high interfacial area and well-mixed conditions. As u, increases beyond
a transition velocity, the system enters the heterogeneous regime. In the heterogenous regime,
bubble coalescence and breakup produce a broader size distribution, with large bubbles which
may rise rapidly in the core and smaller bubbles which can recirculate downward near the
walls [137]. Gas holdup no longer scales linearly with superficial velocity in the heterogenous
regime. At still higher gas velocities especially in narrow columns, a slug or churn regime
may develop. Large, bullet-shaped bubbles (slugs) that can span the column diameter. In this
work, throughout the operating range and at all loading conditions, the superficial velocities
(ug < 0.03m/s) are low. As these velocities are far below 0.05 m/s, it can be assumed that the
flow is in the homogeneous regime in all the cases.

2.8 Discretisation of PDEs

After deriving the balance equations and estimating all the hydrodynamic coefficients, the PDEs
in egs. 2.3 to 2.8 are converted into ODEs. The method of lines [138] is used to replace spatial
derivatives with finite difference approximations. The general 1-dimensional discretisation
scheme for the axial dispersion method used to model the 3-PM reactor is depicted in fig. 2.3.
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Figure 2.3: Discretisation of the axial dispersion model for the 3-PM process using a three-point grid of cells indexed spatially
from j—1 to j+ 1. The direction from gas source to gas sink is along the reactor and the direction of mass transfer
parameter kj a is assumed to be orthogonal to it.
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The reactor is divided into slurry cells and gas cells surrounded by the coolant cells. The gas
cells represent the bulk gas phase and the slurry cells represent the bulk slurry phase. Axial
dispersion occurs within the gas and slurry cells respectively. The gas-liquid mass transfer on
the other hand occurs between the gas and slurry cells. A double arrow is used to indicate the
gas-liquid mass transfer in Figure 2.3 which means that the mass transfer can happen in both
directions where the species (predominantly the reactants) cross over from the bulk gas phase
into the slurry also from the slurry phase cross back into the bulk gas-phase (predominantly
the products).

The spatial derivatives are approximated using the central differencing scheme 27 for the
following equations:

Axial dispersion in the overall gas phase:

9%m; Og(j+1)=2-0g(j)+0g(j—1)
8 | lg g g
Dg,ax 7 ~ Dg,ax . V] . [ 122 ] (2.12)
Axial dispersion in the slurry phase:
9% mi g Ost(j+1)=2-051(j) + Os1(j = 1)

Ds1,ax 02 ~ Dg] ax * V] . [ 3 ] (2.13)
Advection in the overall gas phase:

19 Vi [0g(j+1)-tig(j+1)—0g(j—1) ilg(j—1)

=y -mi )~ . 2.1

€g 0z (ug ml’g) 20 [ dz (214)
Axial dispersion in energy balance

d aT, Tag(j+1)—=2-Tgy(j)+ T (j—1)

22 (Esl - Agleff - TZSZ) X &) - Agleff* 1 djz ! B (2.15)

Where (j—1), (j) and (j + 1) are 3 random points in the spatial grid used for discretisation and
i is the gas species index.

2.7 The truncation error for the central differencing scheme is in the order of O(zz) for a discretisation length z. Therefore it
is given as an approximation
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2.8 Discretisation of PDEs

In the 3-PM process, the slurry and the bubbles get heated during load changes. This leads
to the expansion of the multiphase mixture. The height of the expanded multiphase mixture
Zmpm is determined from the holdup ¢, as follows:

Vi =Vear + VL (2.16)
Vmpm =Vsg+ Vg (2.17)
Y (2.18)
Eg = .
§ Vinpm
V.
Vmpm = 1 _si (2.19)
&
4.V, 1
Zpm = ——r - (2.20)
TC - (f)é 1- Eg
V4
Zcell = P (2.21)
Meells

The discretisation step z.; depends on the holdup &g, which in turn varies with changing
operating conditions. To manage this variability effectively, a two dimensional polynomial fit
(using pressure and temperature as independent variables) is developed for z.j;. This poly-
nomial is derived from steady-state reactor simulations performed across various temperature
and pressure scenarios where z,;; is calculated using the corresponding holdup values for each
temperature and pressure. The polynomial fit approach for z.,; introduces inherent limitations,
particularly extrapolation errors beyond the calibration range. Since the fit was developed using
steady-state simulations, its accuracy during rapid transient conditions may be compromised,
potentially affecting the prediction of multiphase mixture expansion during dynamic load shifts.
To account for dynamic changes in the length of the multiphase mixture, the most effective
approach would be to change the grid after each time step. Dynamic boundary changes are
possible using the moving boundary method [139].

Most moving boundary techniques are based on coordinate transformations of state variables.
Several mathematical operations for index reduction in Modelica require the original state
variables without coordinate transformation [70]. In addition, thermodynamic state variables
are also required in their unchanged form for fluid property calculations. Therefore, the moving
boundary method is not used in this work.
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2 Modelling the Dynamic 3-PM system

2.9 Thermodynamic reformulation

To model the 3-PM reactor, the PDEs for the conservation equations derived in equations 2.3,
2.4, and 2.8 are converted to ODEs using the method of lines. The discretisation schemes
given in egs. 2.12 to 2.15 are used for this. Converting PDEs to ODEs alone is not sufficient
to integrate the 3-PM model into the overall energy system. To integrate the equations into
Modelica, the fluid properties must be calculated in the 3-PM model using the same state
variables as used in the equations of state. In addition, incorporating fluid properties into the
balance equations must be achieved without affecting index reduction (detailed explanation in
section 1.7).

Therefore, the axial dispersion model after the corrections for discretisation step-size is refor-
mulated as follows:

1. The mass derivatives in all the balance equations are reformulated in terms of density
and volume (Equation 2.22).

2. The density derivatives are then reformulated using partial derivatives of density in
pressure and enthalpy.

3. The partial derivatives, in turn are provided as explicit functions of thermodynamic state
variables (p, h) (Equation 2.24).

4. Dependent properties are then calculated using the thermodynamic state variables as
inputs to external EOS based tools.

The first step is to remove the mass derivative (left-hand side of eq. 2.22 ) and use density
derivatives instead.

dM _d@-Vi) _ dv; . di
T A TR (2.22)
The control volume does not expand, ‘% = 0 therefore % is reformulated as:
dg _(dg\ dp [0\ dh
E‘(Tp)hﬁ+ ) @ (2.23)

To calculate the density derivative 'Z—f, the partial derivatives of density at constant pressure
and enthalpy are required.

Richter [89] proposed a method to calculate the partial derivatives (g—g )h and (%) as explicit
p

functions: 5
—-T. 0-
(@) _ PPt (2.24)
ap n cp
do\ _ B-o
(ﬁ) = ? (2.25)
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2.9 Thermodynamic reformulation

Where g is the isobaric expansion coefficient and « is the isothermal compressibility. The
relationships can be derived using Bridgman’s tables [140]. The equations 2.22 to 2.25 are
then incorporated into the balance equations 2.3, 2.4 and 2.8. This results in the final set of
ODEs that can be integrated into the energy system model and solved with all other components
without encountering index reduction problems.
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3 Validation of numerical modelling for a
three-phase methanation reactor.

The validation of the three-phase methanation (3-PM) process is critical for ensuring reactor
performance, reliability, and safety under dynamic conditions encountered in practical applica-
tions. Electrolysers supplying hydrogen to the 3-PM reactors have fluctuations in H, production
rates if they are connected to renewable power generation sources. If the hydrogen produced
by the electrolysers in turn are connected to the 3-PM reactor, it is essential to evaluate whether
the methanation reactor can also accommodate such fluctations resulting in frequent load shifts
without compromising safety or CO, conversion rates. During dynamic operations involving
frequent load shifts and changes in the 3-PM reactor conditions such as temperature or pressure,
the mass transfer and reaction kinetics of the 3-PM process can be affected. This in turn impacts
the parameters that affect safety such as reactor temperature. It also affects CO, conversion.
Therefore, the validation of the 3-phase methanation reactor in this chapter aims to address
three critical questions:

1. Can the reactor maintain safe operational parameters during frequent and sudden load
shifts?

2. How is the CO, conversion affected under dynamic operating conditions?

3. Are the simulation results for parameters governing multiphase mass transfer and reac-
tion kinetics (which uses empirical correlations for hydrodynamic parameters) plausible?

Considering these objectives, the validation strategy comprises three distinct analytical ap-
proaches:

1. Validation of reactor performance during sudden load shifts: The ability of the reactor
to sustain safe operations during sudden variations in load is assessed. This involves
validating the temperature distribution profile along the reactor length, as well as the
CO,, conversion rates during abrupt load shifts.

2. Validation of simulation results along the reactor length: The hydrodynamic param-
eters are evaluated along the length of the reactor (under steady state operation) to
determine the spatial variation in the parameters.

3. Validation of the reactor at extreme operating points: The reactor is validated in
steady state at both lower and higher extremes of temperature and pressure, along with
multiple intermediate points.
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3.1 Key assumptions:

This evaluation assesses how varying operating conditions affect reaction kinetics as well
as the heat and mass transfer aspects of the 3-PM process.

3.1 Key assumptions:

In the discretised balance equations of the axial dispersion method, the CO, conversion in each
discrete reactor segment is influenced by a sequence of processes:

* Equilibration at the interface. An increase in gas-phase partial pressures of Hy and CO,
results in higher solubility at the gas-liquid interface.

* Transport across gas-liquid interface Dissolved species traverse from the bulk gas phase
across the gas-liquid interface. The rate of mass transfer is expressed by the coefficient
kpa.

* Diffusion and reaction. Once inside the slurry phase, the dissolved Hy and CO,, diffuse
through the liquid layer surrounding catalyst particles. The reaction finally takes place
at the catalyst surface and the products formed re-enter the bulk gas phase through the
same gas-liquid interface.

The reactor model used in this work is built upon the following assumptions:

* Ideal mixing within cells. Each discretised axial segment is assumed to be perfectly
mixed without internal concentration gradients (for both bulk gas and slurry phases).

* Uniform superficial velocity. All the individual species are assumed to have the same
superficial velocity within each cell.

» Using empirical correlations for bubble dynamics. Gas-phase holdup and Sauter mean
bubble diameters are calculated using empirical correlations. Therefore aspects such as
dynamic bubble coalescence and breakage are not explicitly modelled.

3.2 Validation of reactor performance during load shifts

Plausible future operations of the 3-PM reactor involve operating under load transients which
can affect temperature distribution, CO, conversion and heat transfer within the reactor. To
evaluate operation under transient conditions, the 3-PM reactor is simulated for a load shift
from 50% of full load to full load within a very short time (34 s). The same load shift is carried
out experimentally, and the results of the simulations and experiments are compared. Figure 3.1
shows the schematic of the experimental setup used to validate the 3-PM numerical model.
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3 Validation of numerical modelling for a three-phase methanation reactor.

Experiments were performed by Sauerschell et al. [129] in measurement campaigns during
the course of this work. In the experimental setup (Figure 3.1), R100 is the methanation
reactor. Inlet flow is monitored at the measuring points (marked FIRC). The thermostat PU
E601 controls the reactor temperature. Heat exchanger marked HE 101 condenses DBT which
falls back into the reactor and HE 300 condenses the residual gas (that comes out of HE 101)
to remove steam and traces of any remaining DBT vapour. Gas composition at input and output
is measured using micro gas chromatographs (#-GC, marked QIR).

180-220°C
HE101

LIR

PIRC
HGC, NDIR/TCD R100 N

BGC, NDIR/TCD

HE0O1 240-330°C

_____ B300

PU E601

1BC

Figure 3.1: Experimental setup at the 3-PM reactor developed by EBI-ceb used for validating the numerical model. Image
source: Sauerschell et al. [129].

The measurement campaigns were conducted for different loading conditions (both ramp-up
and ramp-down of the reactor) and the results are used to validate the numerical 3-PM model.

The inlet gas mixture comprised of an above>-!

stoichiometric mixture of hydrogen and carbon
dioxide (S = 1.05). The parameters used in the load shift experiments using the 3-PM plant at

EBI-ceb are listed in table 3.1.

Load Shift parameters

The input ramp used for the load shift validation study is depicted in Figure 3.2. The ramp
profile consists of a step increase from 50% to 100% load over a period of 34 seconds, followed
by sustained operation at full load. The load shift starts at 600 s and an increase in temperature
caused due to the reaction enthalpy is absorbed by both the fluid in the reactor and the coolant
system.

3.1 Above in this case implies a stoichiometric ratio above 1
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3.2 Validation of reactor performance during load shifts

Hydrogen feed rate Vy, in m3h~!

Table 3.1: Parameters of the test reactor at EBI-ceb

Parameter Value
Catalyst mass 6.5 kg
Liquid (DBT) mass 62.63 kg
Slurry volume 0.0785 m3
Slurry level at no load 1.478 m
Hydrogen volume flow rate VH2 at 50% load 20 m3h~1!
Hydrogen volume flow rate VH2 at 100% load 40m3h!
Plant capacity Pp;g 100 kw
Input gas composition x;,, [NTP] 80% Hy, 20% CO2
Reactor diameter ¢ 0.26 m

—— Volume Flow Rate [NTP]

100 T T

1 1
1 1
1 1
1 1
1 1
1 1
| |

751 ! !
1 1
: :
! ! Load shift frojn 600s to 634s
: :

501 ; :
1 1
1 1
1 1
1
1 1
1 1
1 1
1 1

251 i i
1 :
1 1
1 1
1 1
1 1
1 1
1 1

0 . ; L
500 550 600 650 700

Time t/s

Figure 3.2: Load shift conditions for validating the 3-PM numerical model.
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3 Validation of numerical modelling for a three-phase methanation reactor.

Dynamic changes during load shifts: Temperature

A comparison between experimental measurements and simulation results shows that the
temperature increase of the reactor after a sudden load change is minimal (Figure 3.3).

Dynamic temperature validation with load regions
Operating conditions: T' = 320 deg, p = 20 bar
sensor lc ()n ~ 00% of total height
number S' =
ion: 50% of full l(wi to Full load
Load variation starts at: t=600 s

Legend:
= Reactor Temperature [Simulation] = Reactor Temperature [Experiment]
340
50% load 100% load
330
O
13
-~
S : -
° Ramping —»
Z 320 oo
<
2
@
5y
=
310
300 300 600 900 1200 1500 1800

Time t/s
Figure 3.3: Temperature response of the middle sensor (experiment) and corresponding cell (simulation) during and after the

load shift. The cooling thermostat recirculates the cooling fluid at a constant inlet temperature of 310 °C during
the load shift.

The steady states before and after the load changes are in agreement between the simulations
and the experiment. However, the experimental data show a significant delay (about 120 s)
in the onset of the temperature peak relative to the validation curve. The delayed tempera-
ture response observed in the experiments may be attributed to multiple factors. First, the
actuation time of the control valve during ramping up can postpone the actual change in reac-
tant flow rate, thus delaying the initiation of the temperature rise. In addition, the transport
time required for gas bubbles to traverse the reactor length can introduce a latency in heat
generation.

Finally, the thermal inertia and thickness of the temperature sensors>-2 can lead to further

slow-down in recorded readings, dampening rapid thermal variations and shifting the peak
position.

3.2 The experiment used 10 temperature sensors along the length of the reactor, with the sensor used for validation located
near the middle. The temperature value from the sensor in the middle of the reactor was used as the reference. Therefore
the temperature value near the middle of the discretised column is used to validate all the simulations.
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3.2 Validation of reactor performance during load shifts

Dynamic Changes During Load Shifts: CO, Conversion

Similar to the temperature profiles, the point at which CO, conversion decreases after the
ramp-up phase in the experiment occurs approximately 52 s later than the simulation result
(Figure 3.4).

Validation: CO; conversion with load regions
Operating conditions: 7" = 320 deg p =20 bar
Stoichiometric number S =

Load variation: 50% of full load To Full load

Load variation starts at: t=60

Legend:
= CO, Conversion [Simulation] = CO, Conversion [Experiment]
100 -
50% load 100% load
90 Ramping
X :
= N
: N\
O :
=80 : ]
= :
2
%z
g /f—/
z
3 70
S
o
QS
Q
60
50 -
300 600 900 1200 1500 1800

Time t/s

Figure 3.4: CO, conversion of the middle reactor segment (experimental) and corresponding cell (simulation) during and
after the load shift. The cooling thermostat recirculates the cooling fluid at a constant inlet temperature of 310°C
during the load shift.

In the experiments, it was also observed that the CO, conversion initially decreases below its
pre-shift steady state value before rising to the final steady state. In contrast, the simulated
profile shows a smooth, monotonic decrease (from the pre load-shift steady state to the post
load-shift steady state). The transient dip in CO, conversion followed by a recovery to the final
steady state is not seen in the simulated results. The differences in CO, conversion profiles can
be attributed to disparities in solubility and mass transfer rates between CO, and H,.

After a load shift, an excess of dissolved CO, will be present in the slurry phase, whilst Hy
is slower to dissolve and diffuse in the slurry phase. The Sauter mean bubble diameters and
gas holdups are also distinct and different for CO, and H,. These differences impact the mass
transfer from the bulk gas phase into the slurry phase, temporarily until both CO, and H,
attain stoichiometric conditions in the slurry phase. This causes an under-stoichiometric CO,
conversion in the slurry phase until a sufficient quantity of H, is also available. This manifests
as an initial dip followed by a recovery in the CO, conversion profile.
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3 Validation of numerical modelling for a three-phase methanation reactor.

Temperature Profile along the Reactor

A spatially resolved analysis of reactor performance is essential to understand how temperature
and gas holdup varies with axial position and to verify model predictions. It has to be noted
that in the axial dispersion method only a single spatial dimension (z axis) is used which means
that the radial phenomena like radial dispersion and bounceback cannot be captured.

Opsting conmtoncs T 538 p o 5ff harctor lenech

Steady state reached at sunulamon time: t = 1100 s
Stoichiometric number S = 1.05

Legend:
= Reactor temperature [50 % load] = Reactor temperature [100 % load]
350
340
O
s
-~
&~
o 330
g
=
=
g
2 —
g —
ﬁ 320
310
2 40 60 8 100

Percentage of total height h,.i/%

Figure 3.5: Axial temperature profile before and after the load shift. The cooling thermostat recirculates the cooling fluid at a
constant inlet temperature of 310 °C during the load shift.

The temperature along the reactor remains nearly isothermal under both steady and transient
conditions. Prior to the load shift, the maximum deviation from the mean temperature is
approximately 1.7°C before and about 3.5°C after the load shift. This modest spike during
transient operation indicates that the reactor effectively dampens thermal runaways, thereby
maintaining safe operating limits. The temperature spike is predominantly in the initial part of
the reactor. The reason for this will be seen in subsequent results that the mass transfer from the
bulk phase to the liquid phase (see section 3.3) also has the analogous increase predominantly
in the first part of the reactor.

Gas Holdup along the Reactor

The gas holdup decreases progressively along the length of the reactor due to the combined
effects of mass transfer at the gas-liquid interface, dissolution of the gas in the slurry phase,
and the subsequent reaction, which results in a reduction in the volume of CO,.
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3.3 Validation Across the Operating Spectrum

Holdup variation along reactor length
Operating conditions: T = 320 deg, p = 20 bar
Steady state reached at simulation time: t = 1100 s
Stoichiometric number S = 1.05

Load: 50% of full load

Legend:
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Figure 3.6: Axial gas holdup profile along the reactor length. The hold-up profile is not a function of the reactor length as it
may appear from the figure. The reduction in the profile is due to the combined effects of advection, mass transfer
at the gas-liquid interface, dissolution of the gas species in the slurry phase and reaction.

A reduction in gas holdup (Figure 3.6) indicates effective reactant consumption and a dimin-
ishing interfacial area for mass transfer in the latter stages of the reactor.

3.3 Validation Across the Operating Spectrum

In the methanation reaction, mass transfer occurs initially from the gas phase through the
gas-liquid interface into the slurry phase. In the slurry phase, the reaction kinetics influences
the final CO, conversion. The products which are formed then cross back into the gas phase via
the gas-liquid interface. All these processes are influenced by the operating temperatures and
pressures. To simulate the reactor across its full operational spectrum, it is essential to evaluate
the underlying mass transfer and reaction kinetics at various temperature and pressure points
within its operating limits.

So far in this work, validation efforts have focused on simulating the reactor at the upper
operational limits of 320 °C and 20 bar. Therefore, the reactor is evaluated at the operating
limits with pressures ranging from 6 to 20 bar and temperatures from 260 to 320 °C. The results
can be used to evaluate how gas-liquid mass transfer rates and reaction kinetics in combination
influence overall CO, conversion.
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3 Validation of numerical modelling for a three-phase methanation reactor.

The mass transfer across the gas-liquid interface can be defined using the equation:
nigr,i =kpAi - (Car,i = Csii) - Vsi 6.1
where:

* i is the species index

* Cgl,i is the concentration at the gas-liquid interface

* Cy,; is the concentration in the slurry phase

* kpA; is the rate of mass transfer across the gas-liquid interface for each species

eV is the slurry volume

The gas-liquid interface concentration also depends on how much gas gets dissolved in the
liquid medium which in turn is affected by the partial pressure of the gas and the Henry
coefficient of the gas in the liquid medium.

The relationship can be defined as:

CoLi = (3.2)

where:

* H; is the Henry’s coefficient for species i in the liquid,
* p; is the partial pressure of species i,

* M; is the molar mass of species i.

Evaluation Parameter for Mass Transfer
The ratio between the gas liquid mass transfer and solubility kLa is used in this work to
evaluate the efficiency of mass transfer from the bulk gas phase to the slurry phase. The
volumetric mass transfer coefficient k; a quantifies the rate of mass transfer from the gas phase
to the slurry phase. Higher kra implies a high rate of gas-liquid mass transfer. The Henry
coefficient H; . on the other hand determines gas solubility at the gas-liquid interface. A high
kL value indicates enhanced mass transfer and solubility. The increase may result from either
1rnproved rate of mass transfer kLa across the gas-liquid interface or higher gas solubility H; . or

both. Conversely, a low ratio of T indicates poor mass transfer or low gas solubility or both.

Therefore, combining k a and H; .. into a single ratio Hk

how much reactants have crossed the gas-liquid mterface and are finally available in the slurry
phase for reaction.
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3.3 Validation Across the Operating Spectrum

Influence of temperature on CO, conversion

L% is higher for CO, compared to H,, and this

Simulation results indicate that the ratio I—};
ratio increases with temperature for both spec1es (Figure 3.7). At elevated temperatures, both
viscosity and surface tension decrease, resulting in smaller gas bubbles. The smaller bubbles
offer a larger surface-area-to-volume ratio, increasing the gas-liquid interfacial area and thereby
resulting in a higher gas-liquid mass transfer coefficient. Higher temperatures slightly affect
gas solubility causing minor variations in the dimensionless Henry coefficient H; .. (Figure 3.8).
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Stoichiometric number S = 1.05
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Figure 3.7: Variation in I_I;La at higher temperatures.
icc

Within the investigated temperature range (260-320,°C), the Henry coefficient for each species
varies by about 10% (Figure 3.8), while value of kja experiences a much larger variation
thereby resulting in a net increase in I_]; . Effective mass transfer into the slurry phase alone
is not sufficient for high CO, conversion. For this to happen, the reaction rate within the slurry
phase must also be adequate. The catalytic reaction rate is described by a power-law kinetic
equation (Equation A.17), which exhibits increased reaction rates at higher temperatures. At
high temperatures, both mass transfer and reaction rates increase, resulting in enhanced CO,
conversion. In contrast, at lower temperatures, a modest reduction in gas-liquid interface mass
transfer can be observed. But the reaction rates are reduced to a greater extent.
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3 Validation of numerical modelling for a three-phase methanation reactor.
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Figure 3.8: Temperature dependence of dimensionless Henry coefficient for each species.
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Figure 3.9: Liquid phase CO, concentration along reactor length at 260 °C and 320 °C.



3.3 Validation Across the Operating Spectrum

Since the reduction in reaction rate exceeds the reduction in gas-liquid mass transfer at lower
temperatures, the reactant species that have already crossed over from the gas phase into
the slurry phase but remain unreacted will accumulate within the slurry phase. At higher
temperatures, the gradient of CO, conversion along the reactor length is higher. This is due
to the combined effect of improved gas-liquid mass transfer and better reaction rates. In
contrast, Figure 3.9 reveals higher concentrations of unreacted CO, at lower temperatures,
confirming that despite adequate mass transfer, lower reaction rates cause accumulation in the
slurry. From the results, it can be concluded that for CO, conversion, at lower temperatures
the reaction kinetics rather than gas-liquid mass transfer constitute the rate-limiting step. At
higher temperatures3-3, the reaction kinetics and mass transfer rates are both sufficiently high.

Influence of Pressure on CO, conversion

Adjusting reactor pressure while maintaining a constant inlet flow rate alters the superficial gas
velocity. Increasing pressure at constant feed rate reduces superficial velocity while decreasing
pressure elevates it.
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Figure 3.10: Effect of reactor pressure on the solubility-normalised gas-liquid mass transfer coefficient (ngi ) at constant
i,cc

temperature (320 °C) and constant hydrogen loading (40 m3h~1 at NTP).

3.3 Property data for DBT is available only up to 593 K. Beyond this, numerical extrapolation may yield unphysical values
(e.g., negative surface tension), limiting the simulation range. The recommended maximum bulk temperature for DBT is
623 K.
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3 Validation of numerical modelling for a three-phase methanation reactor.

Load shift experiments at constant pressure showed that higher superficial gas velocities>* re-
sulted in reduced CO, conversion (Figure 3.4). A plausible explanation is that higher superficial
gas velocities decrease bubble break-up. Therefore, bubbles become larger and have smaller
specific surface areas relative to volume which reduces kpa. Similarly, when the operating
pressure is increased at constant feed rate, the superficial gas velocity decreases which reduces
kLAz

(Figure 3.10).
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Figure 3.11: Axial concentration difference (Ciy — Cy;) for CO, along the reactor at various pressures at a fixed temperature
(320°C). Greater differences at higher pressures enhance the overall driving force for mass transfer.

But in this case, despite the reduction in ];_I , the CO, conversion increases at higher operating
kLAz

pressures. To explain the increased CO, conversion despite reduced , the concentration
gradient between the gas-liquid interface and the bulk liquid phase was evaluated. The volu-
metric mass transfer across the gas-liquid interface depends on the concentration difference
(Cgr,i — Cs1,i) as shown in Equation 3.1. This concentration difference increases with pressure
because solubility is directly proportional to the partial pressure of the gas species (Equa-
tion 3.2). Raising the partial pressure of the species increases gas solubility at the gas-liquid
interface which in-turn elevates Cgp,; significantly.

3.4 Higher superficial velocities in the load shift experiments were achieved by increasing the input feed rate at constant
pressure.
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3.3 Validation Across the Operating Spectrum

The increased concentration at the gas-liquid interface drives mass transfer due to a higher
concentration gradient (Cgr,; — Cs,;)- The concentration profile along the reactor height at
different pressures illustrates this (Figure 3.11). It can be seen that at higher pressures, the
concentration difference (Cgp,; — Cyy ;) is up to 3 times larger at the highest pressure compared
to the lowest pressure which compensates for the reduced gas-liquid mass transfer rate. It
can also be seen that the concentration difference is more pronounced at the initial stage of
the reactor and gradually diminishes towards the end. At the reactor inlet, the gas phase
contains maximum concentrations of both CO, and H,, resulting in the highest gas-liquid
interface concentration. However, as the bubbles travel along the reactor and the reactants
are progressively consumed and converted to products, their concentrations decrease. Higher
reactor pressures (e.g. 20 bar) result in larger concentration differences between the gas-liquid
interface and the slurry phase. This increased concentration difference compensates for the
reduced gas-liquid mass transfer rate, causing improved mass transfer which results in improved
CO, conversion.

CO; conversion

Steady state reached at simulation time: t = 1100 s

Stoichiometric number S = 1.05

Inlet volume flow [NTP] Vj;, = 40m*h~!
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Figure 3.12: CO, conversion along reactor length at higher and lower temperatures with high pressure maintained.

It can also be inferred from Figure 3.12 and Figure 3.13 that low pressure (6bar) at high
temperature (320 °C) results in superior CO, conversion compared to high pressure (20 bar)
at low temperatures (260 °C). This is because higher temperatures enhance both the reaction
rate and gas-liquid mass transfer while elevated pressures benefit only mass transfer across the
gas-liquid interface. Therefore, decreasing the temperature has a more limitig effect on CO,
conversion than decreasing the pressure.
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CO, conversion
Steady state reached at slmulahon time: t = 1100 s

Stoichiometric number S = 1.05
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Figure 3.13: CO, conversion along reactor length at higher and lower temperatures with low pressure maintained.

Gas-Phase mass fraction Variations Along the Reactor

The mass-fraction profiles along the reactor demonstrate that the steepest gradients occur when
both temperature and pressure are maximised. In particular, the profile obtained at 320 °C and
20 bar exhibits a markedly sharper decline in CO, and H, and correspondingly rapid rise in CH,
and H,O relative to the other conditions (Figure 3.16). Even when compared individually to
the high-pressure, low-temperature case or the low-pressure, high-temperature case, the high-
temperature, high-pressure case results in the highest CO, conversion (Figures 3.14 and 3.15).
It is evident that increasing either the temperature or the pressure in isolation leads to a
significant steepening of the CO,, conversion gradient along the reactor length. These variations
in gradient directly influence the overall CO, conversion, with steeper profiles corresponding
to more complete consumption of reactants and higher methane yields at the reactor outlet.
This correlation holds across all four data sets (Figures 3.14 to 3.17). The most favourable CO,
conversion is achieved under combined high-temperature and high-pressure conditions, where
reactant depletion is most rapid and product formation is most pronounced (Figure 3.16).
Under these operating conditions, the CO, conversion profile approximates exponential decay,
with most of the CO, conversion occurring in the initial section of the reactor. In contrast,
at low temperatures and pressures, the profile is closer to linear, indicating more uniform
conversion throughout the reactor (Figures 3.16 and 3.17). Therefore, if the operations must
be maintained at lower temperatures and pressures, extending the reactor length could be
advantageous in order to achieve a comparable overall conversion rate.
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3.3 Validation Across the Operating Spectrum
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Stoichiometric number S = 1.

Inlet volume flow [NTP] Vi, = 4 Om’h~!

Legend:

® CO, mass fraction [T=260° C, p=20 bar]
® H, mass fraction [T=260" C, p=20 bax|

4 H,0 mass fraction [T=260° C, p=20 bar]
¥ CH, mass fraction [T=260° C, p=20 bar]

1.00
0.80 1
=
> 0.60
5 1
g
o
é
B 0.40
Z
ﬁ
=
0.20 S = ‘
T fil/‘
0.00
007 10 20 30 10 50 0 7 90 100

Figure 3.14: Gas-phase mass fraction changes along reactor at low temperature (260 °C) and high pressure (20 bar).
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Figure 3.15: Gas-phase mass fraction changes along reactor at high temperature (320 °C) and low pressure (6 bar).

Percentage of total height hye/%

47



3 Validation of numerical modelling for a three-phase methanation reactor.

48

Mass Fraction X /[ -]

1.00

0.80\

0.60

0.40

0.20

0.00

Mass fractions: Gas phase

Steady state reached at simulation time: t = 1100 s
Stoichiometric number S = 1.05

Inlet volume flow [NTP] Vi, = 40m*h~!

Legend:
B CO, mass fraction [T=320" C, p=20 bar] % H,0 mass fraction [T=320° C, p=20 bar]
® H, mass fraction [T=320° C, p=20 bar] * CH, mass fraction [T=320" C, p=20 bar]

— o

yd
S —
0 20 3

1 30 40 50 0 70 0 90 100

Percentage of total height h,e;/%

Figure 3.16: Gas-phase mass fraction changes along reactor at high temperature (320 °C) and high pressure (20 bar).
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Figure 3.17: Gas-phase mass fraction changes along reactor at low temperature (260 °C) and low pressure (6 bar).



3.4 Steady-State Validation

3.4 Steady-State Validation

The final phase of model validation was conducted to assess the effects of temperature and
pressure on CO, conversion across the entire operational envelope. Measurement campaigns
carried out by Sauerschell et al. [129] targeted intermediate operating points (between the
operating extremes). The first campaign involved measuring CO, conversions across a temper-
ature range of [260°C, 320 °C].

Validation across temperature ranges

Operating conditions: T" = 260 deg to 320 deg, p = 20 bar
Steady state reached at simulation time: t = 1100 s
Stoichiometric number S = 1.05

Inlet volume flow [NTP] V4, = 40m*h~!

Legend:
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Figure 3.18: Validation of simulation versus experimental CO, conversion across temperature ranges ([260°C, 320°C]) at
constant pressure (20 bar). Measurement campaigns conducted in March, June, and August 2020.

Results of the simulations demonstrated good agreement with the experimental results from
the measurement campaigns (as shown in Figure 3.18). The simulated steady state CO,
conversions closely matched experimental data across the entire temperature range. The
second campaign focused on measuring steady-state CO, conversions across an operating
pressure range of [6 bar, 20 bar]. The simulation results showed the same trend in comparison
to the experimental data (Figure 3.19). However, at the lower end of the pressure range, the
relative errors were larger, reaching a maximum of approximately 15%. This deviation can be
attributed to the limitations associated with the two-dimensional polynomial fit used for slurry
discretisation in the axial-dispersion method (explained in Section 2.8).
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3 Validation of numerical modelling for a three-phase methanation reactor.

The two dimensional polynomial fit was calibrated over a relatively narrow temperature window
[260°C, 320 °C] but a much broader pressure range ([6 bar, 20 bar]). Consequently, at lower
pressures, the polynomial approximation tends to overestimate the effective slurry height used
in discretising the balance equations, resulting in inflated CO, conversion predictions.

Validation across pressure ranges

Operating conditions: T = 320 deg, p = 6 bar to p = 20 bar
Steady state reached at simulation time: t = 1100 s
Stoichiometric number S =1.05

Inlet volume flow [NTP] Vi, = 40m*h !

Legend: )
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Figure 3.19: Validation of simulation versus experimental CO, conversion across pressure ranges ([6 bar, 20 bar]) at constant
temperature (320 °C). Measurement campaign conducted in August 2020. Deviations at lower pressures reflect
challenges in accurately capturing wide pressure variations.

3.5 Summary, Additional Influencing Factors, and Evaluation of
Validation Objectives

The validation explored the 3-phase methanation (3-PM) reactor across diverse operational
conditions addressing the influences of temperature and pressure on mass transfer, reaction ki-
netics, and overall CO, conversion. It was found that the operating temperatures and pressures
impacted both mass transfer and reaction kinetics, which in turn affected the overall CO, con-
version. Validation outcomes resulted in three main inferences. Firstly, while validating reactor
safety and stability under sudden load shifts (Figures 3.2 and 3.4), deviations were observed
between the experiments and simulations. Some causes were identified for this discrepancy,
such as actuator response, bubble transport latency, and thermal inertia of the sensors.
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However, steady-state conditions following transient phases closely matched predictions and
despite the delays, the transients in reactor temperature during dynamic load shifts were not
high enough to be deemed unsafe. In addition, experimental and simulation results for the
steady state CO, conversion across various temperature and pressures (Figures 3.12, 3.13, 3.18
and 3.19) demonstrated strong alignment. Although the steady state results for temperature
variations were highly accurate, some deviations at lower pressures were observed and were
attributed primarily to challenges in discretising axial dispersion models. The third validation
objective was to assess the plausibility of simulation results for multiphase mass transfer and
reaction kinetics. The uniform temperature distribution along the reactor indicates that hot-
spots are unlikely during dynamic operation. Gas holdup patterns also matched stoichiometric
expectations. Certain physical phenomena were intentionally simplified in the numerical model.
Radial dispersion, vortex formation, catalyst-induced turbulence, and variations in gas-phase
molecular diffusion (From the bulk gas phase to the gas-liquid interface) were excluded from
this one-dimensional axial dispersion model.

These simplifications may have influenced local accuracy but were essential to maintain compu-
tational feasibility of simulating the overall energy system. Further, the discretisation does not
use moving boundary methods to account for dynamic expansion of the slurry phase during load
shifts. Instead, it uses a fixed slurry height to discretise the balance equations. This approach is
computationally effective but may not capture all transient phenomena accurately. In summary,
the validation addresses two main questions regarding safety and overall CO, conversion under
different operating conditions. Reactor safety under dynamic conditions was confirmed and
the predicted CO, conversions closely matched experimental results. Discrepancies observed
in all the cases could be explained. It can be concluded that the validated numerical model is
a middle ground between physical accuracy of the 3-PM process and computational feasibility
of simulating the component as a part of an integrated energy system. This balance enables
reliable prediction of reactor behaviour under both steady-state and transient conditions, but
also enables its integration into a broader integrated energy system.
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4 Energy system integration

The aim of this chapter is to aggregate the overall energy system from individual components.
To do this, it is necessary to develop boundary conditions and clustering methods specific to
the energy systems used in this work. The energy system comprises three types of components.

1. Components adapted without any modifications from existing Modelica libraries

2. Components such as building energy systems that need to be modified and their level of
detail adapted to fit into the integrated energy system

3. Components that are not available in Modelica libraries and need to be modelled com-
pletely

This chapter explains the structure of the overall energy system used in this work. Some energy
system components, such as photovoltaic and wind turbine models, are already available in the
Modelica libraries. Others, such as building energy systems, are significantly modified for the
purposes of this work.

The chapter also includes methods for calculating standard load profiles, which are used in
buildings and electric mobility. The components are finally aggregated into the overall energy
system.

The final part of this chapter explains the control system used in this work. The control system
is designed to maximise the utilisation of surplus power to produce renewable gases.

4.1 Structure of the integrated energy system

The components of the energy system*! in Figure 4.1 can be categorised by their function
(generation, distribution, consumption, sector coupling), energy source (electricity, gas, heat),
and sector (mobility, buildings, industry). Some dynamic models used in the energy system are
taken from existing libraries without modifications.

For power generation, the wind and PV models are adapted from the Modelica Buildings li-
brary [75, 87]. The weather data has a resolution of 1 h and is calculated using the Wilcox and
Marion [141] procedure available as a standard module in the Modelica Buildings library [87].

4.1 n this context, the energy system specifically refers to a system designed to analyse dynamic interactions between its
constituent components. High spatial resolution networks, such as electric, gas, and district heating grids, are analysed
separately.
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4.2 Building Energy Systems
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Figure 4.1: Concept of energy system showing the power sector in green, gas sector in orange, Hy sector in yellow and district

heating in blue

The weather files specific to the location are downloaded from the Ladybug EPW weather
map [142]. The components of the TIL Library [88, 89, 104] are used to model the district
heating network. Battery storage is modelled using the ideal battery defined in the Buildings
library [87], and thermal storage is adapted from the TIL library [104]. Fluid property calcu-
lations in all thermofluid models use the TIL Media Suite [104]. All the control systems used
are taken from the Modelica Standard Library [69]. All Modelica models are developed in the
Dymola software [143]. Table A.4 lists the Modelica component models used in this work for
energy distribution and storage. Table A.5 lists the programming tools used for data handling

in this work.

4.2 Building Energy Systems

The overall load in the energy system is divided into three major sectors:

1. Load from buildings

2. Load due to mobility

3. Load from small and medium-scale enterprises
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4 Energy system integration

Calculating the load for buildings is a challenging task as there are several types of build-
ings within the same region. The International Building Performance Simulation Association
(IBPSA) issues guidelines for modelling building in Modelica [144]. Modelica libraries like the
AixLib [76], Buildings [87] and IDEAS [145] are based on these guidelines. These libraries
focus on the detailed dynamic simulation of buildings and their HVAC systems. However, the
high level of detail these building models makes grouping the buildings difficult*-2. In this
work the buildings are classified as follows:

1. Building energy systems connected to the electric grid only
2. Building energy systems connected to the gas grid for heat and electric grid for power
3. Building energy systems connected to the H, grid for heat and electric grid for power

4. Building energy systems connected to the district heating for heat and electric grid for
power

To use building models for sector coupling, the load profiles must be satisfied using different
energy carriers (electricity, H, or SNG). In addition, the total number of buildings using each
energy carrier also determines the load on the corresponding network. The gas distribution
networks for H, and SNG are separate in the energy system model. Several studies have
measured the efficiencies of heating devices. Pieper et al. [146] estimated the COP of the
heat pump to be between 3.1 and 3.5. Xu et al. [147] calculated the COP values of the
absorption heat pumps to be between 1.17 and 2.45 for various temperature ranges. Shen
et al. [148] showed that the COP of the single-stage air-source heat pump varies from 1.7 to
2.6. Ahrens et al. [149] achieved a system COP of 4.1 for hybrid absorption-compression heat
pumps. Jesper et al. [150] calculated COP values between 3 and 6 for standard compression
heat pumps using R717 as refrigerant. Although detailed heat-pump models are available
in Modelica, such a level of detail is not practical in this work as several buildings with heat
pumps need to be aggregated. The are modelled instead using polynomial fits (Eq. 4.1) for
COP [151, 152] based on 6T*3.

6.08—0.09-AT +0.0005-AT2,  ASHP
COP=| 10.29-0.21-AT +0.0012-AT?, GSHP 4.1

9.97-0.20- AT +0.0012-AT?,  WSHP

where ASHP are air-source heat pumps. WSHPs are water-source heat pumps, and GSHPs are
ground-source heat pumps, which are used in larger applications, such as district heating.

4.2 The computational complexity of detailed building models can increase simulation time by orders of magnitude when
scaled to district or city level, implying simplified approaches for grouping the buildings in the energy system models.

4.3 5T is the temperature difference between source and sink. The source and sink differ according to the type of heat pump
(air source, water source or geothermal source).

54



4.3 Load profiles

In buildings with heat pumps, COPs are calculated using the temperature difference between
the sink and environment of the heat pump (6T). To calculate 6T, air-source heat pumps
use ambient and target room temperatures, while water-source heat pumps use geothermal
source temperature as ambient. In building energy systems using gas as the energy carrier,
fixed efficiency values of 95 % are used as documented in real-life use cases [153]. Hy-based
heating devices are not in widespread use at present. Studies have also looked at adapting
existing boilers to use either Hy or Hy mixed with natural gas [154]. Other studies indicate the
efficiencies of the hydrogen boiler to be between 90 % and 94% [155-157].

In this work an efficiency of 90 % is used for all H, boilers. Local heating devices are absent in
building energy systems connected to the district heating network (Figure 4.2). Jangsten et al.
[158] surveyed and found an average radiator supply and return temperature of 64 °C and 42
°C in fourth-generation district heating systems. Residential radiators operate at a temperature
range of 30-70 °C. Gong and Werner [159] estimated supply temperatures between 120 °C and
85 °C and return temperatures around 55 °C for the district heating network which is used in
this work.

4.3 Load profiles

The power generation components, such as wind and PV models, only require weather data,
plant capacities, and conversion efficiencies to generate load profiles. Load profiles of buildings,
on the other hand, are strongly influenced by outdoor temperature, building type, and occupant
behaviour patterns [160, 161]. Buildings can be grouped into standard types either depending
on the age of the building or their application to simplify the modelling process. For heat and
electric loads, Brown et al. [5] generated electricity demand profiles using the Open Power
System Data Project [162], which is a modified version of the ENTSO-E load data [163]. More
detailed profiles, incorporating consumer behaviour, were developed by Pflugradt et al. [164]
and Linssen et al. [160]. Other profiles are available for technologies such as night-storage
heaters [165], micro-CHP [166], and heat pumps [167]. For buildings modelled in this work,
the BDEW standard load profiles (SLP) [168, 169] are used.

The BDEW building classifications are listed in [168, 169]. The BDEW load profiles consist of
a temperature-dependent sigmoid function and a linear part:

mp-9+b
W) =|—A  iplimax| "M 4.2)

1+[s_73‘90]c myy -9+ by

where 8 is a constant temperature specific to each profile*4

44 A fixed value of 40 °C is used for 90 in all the calculations.
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4 Energy system integration

Quay = h(Saic) KW - Fwp 4.3)

where 9, is the weighted average of temperature for the last three days calculated using the
equation

S9p +0.5- SDay—l +0.25- SDay—Z +0.125- 9Day—3

Sale = .
ale 1+05+0.25+0.125 @4
and KW is a temperature- and SLP-specific customer value calculated from the equation:
365
JVP=) hsrp(8)-KW (4.5)
i=1

where JV P is the yearly cumulative gas consumption in kWh. Empirical parameters A, B, C, D,
my, mw, by, by vary according to the type of building and are listed in [168, 169]. Similar
profiles are available for electrical load, but the classification of buildings is different. The
energy system in this work uses both electrical and heating load profiles. As the load profiles
are specific to the type of buildings, the building types and the total number of buildings
belonging to each type must be known for each region. This is given as a user input to the
energy system model. Load profiles are also required in the mobility sector, where the dynamic
loads primarily depend on user behaviour, such as vehicle charging times and driving patterns.

In electric mobility, aggregated synthetic load profiles for mobility systems developed by Schau-
ble et al. [170] are used in this work. The electric mobility load profiles used in this work are
different for electric vehicles with and without fast charging and are aggregated from measured
values for different charging stations in Germany [170]. Load profiles are not available for gas
mobility or industrial units. This is because they are location-specific and cannot be generalised.
Therefore, both gas-based mobility and industries are classified using the BDEW standard type,
GHD.#>

Figure 4.2 shows the different building energy systems used in this work. All BES models
comprise a demand block that uses dynamic load profiles*® supplied by different heating
devices. The supply is regulated by PID controllers.

4.5 The standard classification of the industrial load GHD (Gewerbe, Handel, Dienstleistung) used in the German literature
can be translated as SMEs. Due to a lack of data, all industrial loads in this work are classified as SMEs.

4.6 1 all buildings the electrical components like lighting, appliances, and auxiliary devices have dedicated load profiles and
are different from their primary heating load profiles. The Figure 4.2 shows only the heating load pfofiles.
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4.3 Load profiles
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Figure 4.2: Schematic representation of building energy systems connected to the district heating network (top), the gas
network (middle) and the electricity network (bottom).
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4.4 Control system

The de-central energy system includes components for energy demand, conversion, storage
and sector coupling. Diipmeier et al. [171] consider the use of Supervisory Control and Data
Acquisition Strategies (SCADA) systems for control, monitoring and visualisation at the Energy
Lab of KIT [172-175]. In this work, a similar real-time monitoring and control system is not
attempted, as the energy system model uses simplified network topologies. Here, the control
strategy is based on economic dispatch, where operational control is based on minimisation
problems using parameters from the energy system.

Calculate resid-
ual load P,

Ramp up PtG
[Pery OF Pyrer]

Discharge battery

Draw power
from grid

Figure 4.3: Flowchart for residual load and battery management

Similar control strategies based on economic dispatch have been investigated for electric grid
systems [176], integrated energy systems with conventional generators and CHPs [177, 178],
integrated energy systems with a high share of solar PV [179], and coupled gas and electric
grids [180-184]. The control strategy used in this work, based on minimising surplus power
generation, is shown in Figure 4.3. Two separate sets of objectives are developed for local
and global control. At the local level, for each component of the energy system, the PID
controllers ensure that the demand is always met. Tolerance limits are also set for operat-
ing parameters such as pressure and temperature for hydraulic components, and voltage and
current for electrical components, and they are maintained at all times. The global control
strategy involves minimising surplus power generation and converting excess renewable power
to gas. Minimising surplus power production is only one of several control strategies that can
be applied. Other strategies such as demand-side management [165, 185] and cost minimi-
sation [176, 178, 180, 181, 183] are also possible. In this work, the control strategy based
on minimising surplus power production is preferred (Figure 4.3). This is because minimising
surplus power production reduces the chance of curtailment and enables PtG operation to make
maximum use of the control reserve market, which in turn can minimise the cost of H, or SNG
produced.

58



5 Spatio-temporal complexity in the overall energy
system

The analysis of sector coupling requires two different modelling approaches. The dynamic
system model captures the temporal evolution of the energy system, simulating the interactions
between the energy system components across different time scales. In contrast, the network
model is used to simulate energy distribution across infrastructure such as multi-nodal networks
(electricity, gas or district heating), focusing on topology and spatial relationships between
components and the distribution of energy. However, the network models are mostly static
with no inherent dynamic capability to analyse transient phenomena in the components.

To enable the analysis of sector coupling across both temporal and spatial domains, a co-
simulation framework is developed in this chapter. This interface acts as an intermediary layer,
allowing bi-directional communication between the energy system model and the network
model. The framework implements de-multiplexing functionality that disaggregates aggregated
state variables from the dynamic system model into distributed variables. These variables are
then mapped to multiple nodes in the network model. The interface also handles multiplexing
operations that consolidate the distributed results from the network model simulation back
into the aggregated variables required by the dynamic system model. Time management in the
co-simulation framework is implemented through a master-slave pattern. The co-simulation
interface acts as the master-slave coordinator, controlling the execution sequence of both
models. When one model is simulating, the interface pauses the other model to maintain
temporal consistency.

5.1 Topology simplification using clustering

The purpose of an energy system model is to simulate the dynamic interactions between differ-
ent energy system components. In reality, these components are connected to the gas, electricity
and district heating networks. They are also distributed over several spatial points. The dy-
namic model cannot handle such high spatial resolutions. Therefore, in order to ensure that
the energy system model and the distributed network models are simulating the same energy
system, the scattered energy system components in the network model need to be grouped into
representative clusters and then used in the energy system model. A typical network topology
has different nodes and links. The links may sometimes form loops, especially in district heating
networks.
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5 Spatio-temporal complexity in the overall energy system

A representative topology of the full-resolution network is used in the energy system model.
Bode [186] evaluated two methods to reduce network complexity of the full-resolution network
[187, 188] and preferred the method developed by Loewen [187] as it can handle loops in
the network. Buildings vary widely in terms of age, type of use and energy consumption
patterns. Industries also have specific load profiles depending on the industrial processes used.
In the network model, the buildings and industries are distributed across different nodes of
the network. A major challenge in simplifying the network for sector coupling is to preserve
the variability of different building types and industrial units when reducing the number of
nodes. A clustering method that only considers the location of buildings aggregates loads across
multiple nodes and uses the combined cumulative load in the simplified network. However,
the variability due to different building types, the heating appliances used in them and the
fuels used in the heating appliances is lost in the process. As variability is essential to evaluate
sector coupling in the energy system model, a new clustering method is needed. This clustering
method groups the buildings according to their types and the heating appliances used in them.
Therefore, the variability in the building classifications and heating device types are not lost in
the energy system model.

In this work, the following three classifiers are used to cluster the scattered buildings in the
network model and use them in the energy system model without compromising on variability:

1. Load profile: Each building is assigned a standard heat and electric load profile [168,
169].

2. Heating device: Each building is allocated an internal heating device to connect them
to their respective networks.

3. The total number of units: The demand of each group is the dynamic load in individual
buildings multiplied by the total number of buildings in the group as given in Equation 5.2
to Equation 5.1.

The total number of buildings in the network model n;, can be grouped according to standard
load profiles as:

—_

5
"BES(i (5.1)
i=1
where index i is the building type index and nggg(;) is the number of buildings corresponding
to each of the 15 standard load profiles (for each type). The number of buildings npgs ;) using
each standard load profile must be provided as inputs in the energy system model. The 15
categories of buildings are listed in the BDEW load calculation guidelines [168, 169]. The total
load of the building sector is calculated in eq. 5.2 as:

3 15
Pheuting = ZZ BES(i (5.2)

s=1k=1
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5.1 Topology simplification using clustering

D; is the standard load profile corresponding to each building type, and Pegting is the combined
dynamic load in all three sectors (Single Family Homes (HEF), Multi-Family Homes (HMF) and
Small and Medium-scale Enterprises (SME)).

In the mobility sector, aggregated profiles defined by Schéuble et al. [170] for fast and regular
charging are used in this work.
2
Pobility = z ney(iy- P (5.3)

evt=1

where s is the sector index (HEF, HMF, SME) and evt is the EV type (with and without fast
charging).
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Figure 5.1: Clustering method to connect groups of buildings of particular types to the corresponding networks. The heat
pumps connected to the houses and the district heating grids are of different capacities and therefore they are
counted separately.
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5 Spatio-temporal complexity in the overall energy system

5.2 Co-simulation of dynamic and network models

Although energy systems could be modelled with simplified topologies as shown in Section 5.1,
multi-nodal network models with high spatial resolution are often required®-!. The dynamic
model simulates energy system components over time scales ranging from seconds to days. The
network tool analyses stability of individual nodes (connection points) and links (transmission
elements). A co-simulation framework is therefore required as an interface between the two
tools for them to be simulated together. While a simplified reference network model exists in
Modelica for transmission and distribution networks [189], it cannot replace dedicated network
modelling tools. Most network tools are quasi-static and do not have the capability to handle
the dynamics of individual components. Trying to incorporate the features of the network
model into the dynamic model or vice versa is not a reliable strategy. The models must work
independent of each other in the co-simulation framework, and their communication must be
synchronised.

In this work, the co-simulation framework uses Application Programming Interfaces (APIs) to
interact with individual tools (Figure 5.2). The APIs are developed in Python, and they can
set parameters in the individual tools and also get parameters from them. To interact with
the dynamic model, the Functional Mock-up Interface is used. Functional Mock-up Interface,
abbreviated FM], is a set of free standards for the model exchange and co-simulation of dynamic
systems. The standards define a container and an interface for data exchange with dynamic
simulation models using a combination of XML files, binaries and C code [190].

The containerised form of the Modelica model is called a Functional Mock-up Unit (FMU). In
this work, the open-source co-simulation tool MOSAIK [191] is used as a higher-level interface
to integrate all the APIs. MOSAIK manages the simulation time steps and the interactions
between each API (Figure 5.2). The information flows between the APIs in two directions:
from the energy system model to the network tool and from the network tool back to the
energy system model. Two sets of parameters are used to exchange information between the
APIs.

From the dynamic energy system model to the network tool, a vector of control parameters is
passed (Figure 5.3). The network stability flag is then passed back from the network tool to
the energy system model. Figure 5.3 depicts the variables passed when coupling the electrical
network with the dynamic energy system. It uses two control parameters [Pp;;] and [Pcyp]-
After each time step, the energy system tool generates the arrays [Pp;g] and [Pcyp] based
on the control system defined in Figure 4.3. The MOSAIK simulator first passes them from
the energy system model into the network tool. Power-flow analysis is then performed in the
network tool to analyse network stability. The stability conditions are user-defined and different
for each de-central energy system.

511 energy network modelling, nodes represent physical connection points such as substations in electricity networks and
compression stations in gas networks, through which energy can be distributed to buildings. Links represent the physical
connections between nodes, e.g. transmission lines in electricity networks, pipes in gas and heat networks.
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5.2 Co-simulation of dynamic and network models
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Figure 5.3: Passing variables from the dynamic energy system model to the network model using the co-simulation interface
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5 Spatio-temporal complexity in the overall energy system

In general, frequency or line loading is used to define stability in electrical networks, whereas
gas and district heating networks use pressures and temperatures. In all the network models,
two conditions must be satisfied to consider the network simulation a success:

1. The power-flow analysis (for the electrical network) or equivalent parameter stability
analysis of the network tool (pressure stability across pipelines in the gas network or
temperature stability in the district heating network) should converge.

2. User-defined stability conditions must be met throughout the network.

A Boolean flag variable is true if both these conditions are satisfied. Time management between
different APIs is demonstrated in Figure 5.4. If either the power-flow does not converge or the
user-defined stability conditions are breached, the flag is false, and the simulation stops.

The time steps (t;,1 —t; in Figure 5.4) involved in coupling the energy system model to the
electrical network are different from those needed in the gas network or the district heating
grid. It is not recommended to analyse multiple network tools in the same co-simulation,
as it is computationally expensive to co-simulate all the components using the shortest time
step. Conversely, an increase in the time step will prevent features of electrical networks from
appearing in the simulations. For this reason, separate co-simulation APIs were developed to
couple the energy system to the power, gas and district heating networks, respectively.

Network Network Network
Tool Tool Tool

/ - >/ 2 3/
\@/ \\% N \\%'1 S/
&7 N \Z t=ir2 Y/
N

i
\ /
\ /
/
Figure 5.4: Time management between the network model and the energy system model within the co-simulation framework

In this work, the APIs have been modelled for pandapower [192] to analyse electrical networks
and STANET [193] for gas and district heating grids. Preliminary testing for the co-simulation
framework using power grids was carried out using the Oberrhein network, which is an elec-
trical network based on open-source data [192]. Similarly, the co-simulation framework for
gas and district heating grids has been tested using real networks separately in the RegenZell
project [194].
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6 Simulating energy scenarios

Modelling future energy systems requires a detailed assessment of which components and
technologies are likely to become relevant in the future. These prospective developments are
mapped in the so-called “energy scenarios” that analyse the changes in energy mix and tech-
nologies needed to make energy systems sustainable. Evaluating the impact of implementing
the technologies from the energy scenarios at the level of de-central energy systems is crucial,
as demand, renewable energy potential, and weather may vary considerably for each system.

6.1 Energy scenarios

Energy scenarios can be defined in general as policy guidelines analysing plausible combinations
of energy carriers and associated technologies that can lead to sustainable energy systems in the
future. Energy scenarios are interpreted in this chapter as projections of the share of renewable
energy carriers and their associated technologies in each sector®! which can make de-central
energy systems sustainable. Table 6.1 presents an overview of energy scenarios that outline
possible trends in future energy systems®2. The scenarios are compiled from established
national and sector-specific studies [195-199]. Each scenario defines the shares of renewable
energy carriers and the associated technologies®> needed to integrate these carriers into their

respective sectors.

6.1 Interpretation of "Sector": In this chapter, a sector is interpreted as residential buildings, mobility or industry that cumula-
tively account for the annual energy demand (both heat and electricity) in a de-central energy system. The energy demand
of the sector is in turn met by appliances using various energy carriers. The share of these energy sources is defined in the
scenarios.

6.2 Al scenarios are projected for the year 2045.

6.3 for example, the energy carrier hydrogen can be used in technologies like fuel cells in the transport sector, or electricity
can be used for residential heating using heat pumps.
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6 Simulating energy scenarios

Table 6.1: Generalised overview of the trends according to various energy scenarios. The quantification of the shares of each
energy carrier and their adaptation to de-central energy systems is explained in section 6.4.

Scenario Trend Mobility Industry Buildings

BMWK-LFS [195]

TN-el Heavy use of High BEV share, Direct electrification Heat pumps preferred
electricity electric freight
TN-PTG/PTL Heavy use of synthetic Moderate BEVs, SNG preferred SNG preferred
fuels synthetic fuels for
freight
TN-Hj Heavy use of Hy Moderate BEVs, Hy Hj preferred Hj preferred
for freight
DENA [198]
KN-100 Balanced mix High BEVs, H for Mixed electrification,  Heat pumps preferred
freight SNG, Hy

Agora [197]

KN2045 Strong electrification ~ High BEV share, Direct electrification Heat pumps preferred
electric freight

Ariadne [196]

Mix scenario Mixed energy portfolio High BEVs, Hj for Mixed electrification, ~ Heat pumps preferred
freight Hj

Electrification Strong electrification ~ High BEV share, High electrification Heat pumps preferred
electric freight

Hjp Heavy use of Hy High BEVs, synthetic Hj preferred Heat pumps preferred
fuels for freight

E-Fuels Heavy use of synthetic Moderate BEVs, Hy SNG preferred Heat pumps preferred

fuels for freight
Road Map Gas Heavy use of synthetic Moderate BEVs, Hp SNG preferred Heat pumps preferred
(RMG) [199] fuels for freight

The scenarios can be broadly categorised into three groups:

* All-electric scenarios: These scenarios focus on direct electrification through technolo-
gies like heat pumps in buildings and battery-electric vehicles in mobility.

* Gas-based scenarios: They focus on H, and SNG as renewable energy carriers. The
renewable energy carriers are produced using PtX technologies like methanation and
electrolysis and used in devices like fuel cells and gas-based heating systems.

* Mixed scenarios: Focus on both electrification and renewable gases, maintaining flexi-
bility through diversified use of energy carriers and technologies.

The objective of this chapter is to evaluate the energy self-sufficiency®# of a de-central energy
system if the energy carriers and their associated technologies described in the scenarios are
implemented. Implementation in this context means parametrising the energy system by chang-
ing the energy carriers according to the scenarios, i.e. changing the number of corresponding
appliances using the energy carriers connected to each sector.

6.4 Self-sufficiency in the context of this chapter means the dependence (or lack thereof) on external transmission networks (in
the case of electricity) and transport networks (in the case of gases) under dynamic operating conditions like intermittent
power production and fluctuating demand.
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6.2 Parametrising the de-central energy systems according to energy scenarios

To assess the impact of these changes on self-sufficiency, the energy system is simulated to
estimate the share of renewable power, synthetic natural gas (SNG) or hydrogen (H,) that
can be produced locally, with the remainder drawn from the respective transmission networks.
The analysis also explores the trade-offs between implementing the all-electric and gas-based
scenarios in the de-central energy system.

6.2 Parametrising the de-central energy systems according to
energy scenarios

To analyse the impact of energy scenarios in future de-central energy systems, a methodology
is required that can parametrise the energy system model both in terms of the changes in the
energy carriers predicted by the scenarios and in terms of regional variations in the renewable
energy potential. To parametrise the energy system model in terms of the energy carriers
prescribed in the scenarios, the energy system model must be adapted by changing the number
of components using the respective energy carriers. To parametrise the system in terms of
renewable energy potential, the capacities of the wind and PV plants must be set in the energy
system model. The capacities of the PtX components (electrolysis and methanation plants) must
also be set according to the scenarios. Once all the capacities are set in the model, the energy
system is simulated to evaluate the interaction between the generation, demand and storage
components and to assess in real-time how much of the annual heat and electricity demand is
met locally and how much is drawn from the connected transport networks. Irrespective of the
scenario chosen, all energy system components must also maintain system stability6'5 during
dynamic operation.

The components of the energy system model that need to be parametrised can be broadly
divided into three categories:

6.6

* Generation: Generation®:® components include local renewable power generation com-

ponents such as wind and PV plants.

* Demand: Demand-side components are the end consumers of energy. The demand side
can be divided into sectors like residential buildings and SMEs which in turn are served
by appliances using different energy carriers like H,, renewable power or SNG.

* PtX components: The PtX components are used for sector coupling to produce energy
carriers from renewable power. The PtX components like electrolysers and methanation
units are also used for seasonal storage.

6.5 The design tolerances and safety limits for operating temperatures, pressures, voltages, etc. in each component must
always be adhered to.

6.6 Only the local wind and PV plants are considered generation components. The PtX components used to convert excess
renewable power into storable energy carriers are not considered as components for generation. The connections to the
power transmission network and gas and H, transport networks for imports in case demand cannot be met locally are
also not counted among the generation components.
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6 Simulating energy scenarios

All three categories of components need to be individually parametrised to adapt the energy sys-

tem model to each scenario. Different data sources are needed to parametrise the components.

The generation components depend on the local renewable energy potential and weather con-

ditions. Therefore, the renewable energy potential must be available to parametrise them. The

demand side and PtX components, on the other hand, are parametrised based on a combination

of census data and scenario data sets, as explained in the following sections. The methodology

to parametrise the energy system model according to the scenarios can be divided into the

following main steps:

1.

Define renewable power generation profiles: Determine the installed capacities for
wind and PV in each region and combine them with site-specific weather data to generate
time-dependent power generation profiles.

. Break down annual energy demand by sector: Distribute annual heat and electricity

demand of the region across the three main sectors: (i) Single-Family Homes (HEF), (ii)
Multi-Family Homes (HMF) and (iii) Small and Medium-scale Enterprises (SME). The
percentage of the total annual energy demand that each sector needs is determined using
the sector-specific energy ratios obtained from the census or other data sources such as
sector-specific energy consumption or the number of buildings per sector in the region.

. Redistribute sector-wise energy demand among energy carriers: Redistribute®’ the

demand in each sector between the energy carriers: H,, SNG, electricity (el) and district
heating (DH) by changing the total number of appliances using these carriers according
to the scenarios. The technology powering the district heating system is also changed
according to the scenario. Heat pumps are used in all-electric scenarios, while CHPs are
used for district heating in gas-based scenarios.

. Create dynamic load profiles: After the annual heat and electricity demands are first split

according to each sector and further redistributed according to each energy carrier, time-
resolved standard load profiles are generated. The profiles use measured temperature
data, empirical coefficients, and usage patterns specific to the building type. The resulting
load profiles, generated at hourly resolution for a full year, form the dynamic boundary
conditions required to initialise all the demand-side components in Modelica.

. Set the capacities of PtX plants: Dimension electrolysis and methanation plants in the

energy system model according to the scenarios.

. Model scenario sweeps: Vary the energy carrier ratios, the energy source in district

heating and the installed capacities of PtX components according to each scenario, then
run dynamic simulations and integrate the results to analyse long-term storage.

6.7 Redistribution in this context means determining the number of appliances, like heat pumps or boilers, using each energy
carrier so the appliances account for the share of energy demand by the energy carrier.
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6.2 Parametrising the de-central energy systems according to energy scenarios

7. Case studies: Carry out a comparative analysis of long-term energy storage, dependence
on transport networks (for gas and electricity) and demand coverage for each scenario
on the basis of case studies of real de-central energy systems. The two de-central energy
systems chosen for the case studies are the city of Karlsruhe with high PV potential and
the city of Schmallenberg with high wind potential.

A schematic of the methodology used is shown in fig. 6.1 as a Sankey diagram. It shows the logic
of splitting the annual heat and electricity demand by sector and energy carriers. The generation
side of the energy system model can be varied by location, as it is parametrised according to
the renewable energy potential of the region; the demand side and the PtX components in the
energy system model can be varied according to the scenarios. Choosing a different scenario
alters the energy carrier ratios, which in turn affects the real-time interaction between the
components of the energy system. At each time step, if local power generation exceeds demand
and all PtX components (e.g. electrolysers and methanation units) are already operating at
full capacity, the surplus power is fed into the external high-voltage electricity transmission
network.
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Figure 6.1: Sankey diagram showing the data sources used to configure the energy system model and the part of the energy
system that is parametrised according to the scenarios.

If SNG or H, production exceeds demand, it must be exported to the corresponding®® gas
transport network. Conversely, if the demand cannot be met, power or gas is imported from the
same external networks. Simulating this process year-round allows for the analysis of seasonal
energy storage specific to the de-central energy system. The cumulative demand coverage
for power and gas through local production after the year-long simulation is used to compare
scenarios, with self-sufficiency acting as the benchmark.

6.8 o H, transport network is assumed to exist in all Hy-based scenarios.
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6 Simulating energy scenarios

However, to simulate different scenarios, the energy system model must be parameterised by
adjusting the installed capacities of the generation components and the number of appliances
using each energy carrier, as well as the capacities of the PtX plants, according to the specified
scenario.

6.3 Parametrising the power generation components

Wind and PV plants are the two main renewable power generation components in the energy
system model. The total installed capacity of the wind or solar plants in each region is set in
the energy system model using data from the Energy Atlas [200, 201], where the potential
of renewable power has been mapped across different geographical regions in Germany. The
actual capacities for PV and wind plants used in the model are determined by scaling this
renewable potential with a user-defined factor:

Pgen,r = wey,r * Protal,r Y7 € [PV, Wind], (6.1)
where:

* r denotes the type of renewable energy source, specifically photovoltaic (PV) or wind.

* Pgen,r in kW represents the installed capacity for the renewable power source r specific
to the region.

* Piotal,r in kW is the total regional renewable potential for source r as provided by the
energy atlas.

* wcy,r is the user-defined capacity utilisation factor that determines the fraction of the
total renewable potential that is used.

Once the plant capacities are established, they are used in the Modelica Buildings library [75,
871, to generate dynamic generation profiles. A conversion efficiency of 18 % is assumed for
PV modules.

Assumptions:

* Weather data accuracy: The weather data used [142] is a reference year calculated
using the TMY method [141]. The actual weather conditions in a given year may differ
from this reference. The evolution of weather patterns due to climate change that might
influence future renewable power generation is not considered. The weather data is
assumed to be representative of the average conditions in the region.

* Capacity Utilisation Factor (w.y,,): It is assumed that the localised renewable potential
for the region predicted in the energy atlas datasets is fully utilised (wcy,, = 1).
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6.4 Parametrising the demand-side components

* Downtime: Plant maintenance downtimes are not considered, and all renewable plants
are assumed to operate whenever renewable power is available.

* Geographical limitations: Regional variations such as terrain, shading and the effect of
construction on the solar plants are not incorporated, and it is assumed that such effects
are already taken into account while calculating renewable potential [200, 201].

6.4 Parametrising the demand-side components

The annual heat (E,nnyal heat) @and electricity (E;npyal,el) demands in the region are distributed
to each sector using the sectoral energy ratios wygg, wpme, wsMg according to the following
equations:

-

Es,annual,heat = Eannual,heat . “_))s Vs € {HEF, HMF, SME} (6.2)

which can be expanded as:

Eannual,heat, HEF WHEF
Eannual heat, HMF | = Eannualheat -@s where s = WHMF (6.3)
Eannua],heat,SME WSME

Similarly, for electric load:

-

Es,annual,el = Eannual,el . [‘_))s(el) Vs € {HEF, HMF, SME, MOB} (6.4)

which can be expanded as:

Eannual,el,HEF WHEF
Eannual,el, HMF 5 N WHMF
= Eannual,el * Ws(el) where Ws(el) = (6.5)
Eannual,el,SME WSME
Eannual,el,MOB WMOB

The three main sectors considered in the de-central energy system for heat demand are (i)
Single-Family Homes (HEF) (ii) Multi-Family Homes (HMF) and (iii) Small and Medium-scale
Enterprises (SME). The sectoral energy ratios s and ‘?)s(el) are normalised shares that deter-
mine the fraction of the total annual energy demand allocated to each sector.
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6 Simulating energy scenarios

An important assumption is that the total annual energy demand is consumed exclusively by
the sectors considered:

WHEF + WHMF + WSME = 1. (6.6)

for the annual heat demand and

WHEF + WHMF + WSME + @wMOB = 1. (6.7)

for the annual electricity demand. Sector-specific ratios wygg, wgMme, wsME can be derived
from local energy consumption data or from the number of buildings in each sector [202, 203].
@ can be calculated for cities with detailed sector-wise energy consumption data as:

E
wg = —annuabheats o o (HER HME SME) (6.8)

Eannual,heat

For cities lacking such data, @ is estimated based on the number of buildings in each sector:

ws = —5 Vs e {HEF, HMF, SME} (6.9)
Mtotal

where 7, is the number of buildings in each sector s which can be obtained from the cen-
sus [203].

Redistribution according to energy carriers

The share of renewable energy carriers required in each sector to achieve sustainability is
defined in the scenarios [195-199]. In order to analyse the impact of each scenario on the
de-central energy system, the data from the scenarios must be quantified and normalised into
energy carrier ratios. Subsequently, the annual heat demand for each city, previously split into
sectors in egs. 6.3 and 6.5, must be further split according to the energy carriers: Synthetic
Natural Gas (SNG), H,, Electricity (el) and district heating (DH) as:

-

Es,ec,annual,heat = Es,annual,heat : afec Vs e {HEF,HMF,SME}, (6~10)

which can be expanded as:

Eheat-SNG, s WSNG
Eheat-H2 wH
A = Eannualheats-| ° | Vs e {HEF,HMF,SME} (6.11)
Eheat-el, s We]
Eheat-DH, s WDH
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6.4 Parametrising the demand-side components

Here too, it is assumed that the energy demand in each sector is fully covered by the energy
carriers which means that the energy carrier ratios (including DH) will sum to 1:

WSNG + WH, + We] + WDH = 1 (6.12)

The normalised energy carrier ratios w,, for the three energy carriers (SNG, H,, el) are cal-
culated directly from the scenario datasets [195-199]. This in turn can be used in eq. 6.11
to redistribute the annual heat demand in each sector further in terms of energy carriers.
Figure 6.2 illustrates the normalised energy carrier distributions across various sectors and
scenarios. Each bar represents the share of energy carriers per sector in the scenario. The
energy carrier ratios are used to adapt the energy system model to the scenarios by changing

= P — =

Figure 6.2: Annual energy demand in each sector (mobility, buildings, and industry) per energy carrier (CH4, Hy, and
renewable electricity) for each scenario
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The heating system powering district heating is also changed according to the scenario®?. If
an all-electric scenario is chosen, the district heating is powered by large heat pumps, whereas
in a gas-based scenario, CHPs are used to power district heating systems. On choosing the
scenarios, the district heating components are replaced accordingly®10 in the energy system
model.

6.9 Although district heating is not an energy carrier per se, in this work it is grouped along with other heating devices to
have a perfect sector-wise split and an energy-carrier-wise redistribution.

6-10p this context, the term "replacement" refers to the implementation of large electric heat pumps to power district heating
systems in all-electric scenarios and using CHPs in gas-based scenarios for the same purpose.
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6 Simulating energy scenarios

The annual energy demand from district heating is calculated in eq. 6.14 using wpyy and the

annual heat demand in each sector. The capacity of the district heating plant is calculated 6.11
as: .
_ Epn
Pon = ton (6.13)
where FLH is the full-load hours and:
Epy = wpy - Eannual,heat (6.14)

Scenario interchangeability

The vector @,, calculated directly from the scenario datasets [195-199] is normalised such
that:
WSNG + WH, * We] + WpH =1 (6.15)

Normalising the energy carrier ratios ensures that using a new scenario reassigns the shares
of hydrogen, natural gas and electricity in each sector without affecting the annual energy
demand. Changing the scenario does not change heat demand or the distribution of heat
demand. Instead, the same demand is met using a different set of energy carriers.

Assumptions

1. Exclusivity: Both s and @, are assumed to be exclusive which means that the annual
energy demand is fully covered by the sectors HEF, HMF and SME and within each sector
the demand is fully covered by H,, SNG, DH and electricity. Fossil-based energy carriers
are not used.

2. No internal variations within each type: All the buildings inside each BDEW classifi-
cation can still have different types of insulation or ages which can affect the demand.
Such variations are not considered and all the buildings inside one type are assumed to
have uniform behaviour.

3. Technical feasibility: In all the sectors, it is assumed that the technologies for using the
energy carriers like heat pumps, Hy and SNG boilers are already operational.

4. Network availability: It is assumed that distribution networks for both H, and SNG are
available in the de-central system to simulate those scenarios where there is demand for
both H, and SNG.

5. Technologies powering district heating: In all the scenarios, the technologies powering
district heating are assumed to be uniform.

6.117 detailed sample calculation for the splitting of annual heat demand according to the sectors and further redistribution
according to energy scenarios and setting the district heating system is provided in section A.5.
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6.5 Dynamic profiles

In all-electric scenarios, the entire district heating system is powered by electric heat
pumps while in gas-based scenarios, CHP systems are used. In mixed scenarios where
both electrification and gas-based energy carriers are given importance, the district heat-
ing system is powered only by CHPs (a mix of heat pumps and CHPs is not considered).

6.5 Dynamic profiles

All energy demands (including annual heat/electricity and their redistribution by sector and
energy carrier) require time-dependent load curves to be used as dynamic boundary conditions
in the energy system model. This means that the annual energy demands must be converted
into time-series data for load profiles:

Es,ec,annual,heat = ﬁec . jp(t)dt (6.16)
where
ﬁec = (Z;EC - g 6.17)
and
s = s+ Niotal- (6.18)

In Equation 6.16, IP, dt represents the integral of the standard load profiles (e.g. based on
BDEW guidelines) over the chosen time horizon. Here, @&, denotes the sector-wise energy
ratios, @, denotes the energy carrier share within that sector, and 7.y, is the total number of
buildings. The resulting dynamic profiles capture the daily and seasonal fluctuations of building
heat demand, mapped to each carrier as specified by the scenario assumptions. To create the
load profiles for the residential and SME sectors, the BDEW guidelines [169] are used. The
procedure is summarised as follows:

1. Start with carrier-specific annual demand in each sector: Use the annual energy
demand (heat or electricity) per carrier in each sector from eq. 6.11.

2. Apply temperature-based factors: Incorporate BDEW reference temperature profiles to
capture the effect of weather on heat demand, along with day-type adjustments (week-
days, weekends, holidays).

3. Interpolate to required time-step: The resulting standard load profiles are then inter-
polated to match the simulation time-step (e.g. 15 minutes or hourly).

For mobility, a specified number of EVs, denoted by Ngy, is allocated from the census data.
Each EV is then assigned a charging load profile [170].
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6 Simulating energy scenarios

The total charging demand in the region, denoted by Pbility(t), is formulated as

Prmobility (t) = Ny X Py (#). (6.19)

where Ppy(t) is the time-dependent charging profile of a single EV and Ngy is the number of
EVs in the region. Gas and hydrogen vehicles are not allocated separately, because their fuel
usage is assumed to be accounted for (as fuel stations) in the SME sector.

Consistency check

On integrating the load profiles over one year, the annual demand should be equal to the annual
demand from which the profiles are made. As sigmoid functions are used in the load profiles
and interpolation is used to increase profile resolution, numerical errors are possible. It must
be verified whether such errors are beyond acceptable limits. To confirm that the dynamic load
profiles reflect the cumulative annual demand specified by each scenario, the generated profiles
are reintegrated:

T
ﬁec . J;) P(t)dt ~ Es, ec,annual, heat (6.20)

where T is one year. The relative error is computed as:

— T =
Hoe + P(t)dt-E
ec IO _)( ) s, ec,annual, heat % 100%. (6.21)

Es, ec,annual, heat

€ITOr o =

A manual check is also carried out on each load profile. This is to ensure that the daily and
seasonal patterns are realistic. In all the simulations in this work, the error never exceeded 5 %.

6.6 Dimensioning the PtX units

Although the scenarios do not provide explicit ratios for setting capacities of individual plants,
each scenario provides the share of renewable gases (H, or SNG) in the annual energy demand
(Figure 6.3). The shares of renewable gases are used to calculate the capacities of electrolysis
and methanation units. The electrolyser capacity P}y and the methanation capacity Ppet can
be determined from:

Pely = WH,  Pgen,r V7 € [PV, Wind] (6.22)

Pret = WSNG - Pgen,r Y7 € [PV, Wind] (6.23)
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6.7 Scenario sweep

where Pgen, is the total generation capacity determined from eq. 6.1 by scaling the regional
wind and PV potentials with the capacity utilisation factor wcy,,. wp, and wsng are the
normalised shares for Hy and SNG in the energy mix derived from the scenario®12 datasets
(Figure 6.3).

BNCH, iH, N Electricity

T45-el
T45-PtG/PtL
T45-H,
DENA-KN100
Agora-KN2045
Ariadne-Mix
Ariadne-el
Ariadne-Hs
Ariadne-Efuel

RMG

0 20 40 60 80 100

Figure 6.3: Share of energy carriers in annual energy demand for each scenario

6.7 Scenario sweep

The final simulation step is a scenario sweep, i.e. all resulting energy systems parametrised
according to the scenarios are simulated. In the initialisation phase (steps 1-8 in fig. 6.4)
the generation side, demand side, district heating (DH) allocation, mobility, load profiles and
storage components are all configured in the energy system model. All dynamic load profiles

are then generated according to the required time step.%-13

6'12Using the shares of renewable gases from the scenario dataset to calculate the electrolysis and methanation capacities is
not an accurate method as the scenarios are trends designed for the whole country and not customised for each region.
This causes the possibility that the PtX units are either under-dimensioned or over-dimensioned in the region. Therefore,
an additional parameter sensitivity study is required to fine-tune the storage capacities specific to the location of the
de-central energy system. This is the focus of chapter 7.

6-131f lower time steps are required, the standard load profiles are interpolated to the required time step.
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6 Simulating energy scenarios

Once this initialisation is complete, multiple Functional Mock-up Units (FMUs) [190] are cre-
ated, one for each scenario considered. The generated FMUs are then simulated in parallel6'14.
Each scenario is simulated for a full year to capture short-term (daily), medium-term (monthly)
and long-term (seasonal) interactions. The results are then used for a comparative analysis
of fuel mixes, storage strategies, district heating decisions and mobility issues, highlighting
trade-offs between electrification, gas-centric approaches or hybrid solutions.

Each scenario is further examined for local self-sufficiency by determining how much renewable
power must be imported from the electricity transmission grid or renewable gases from the
gas transport network on a real-time basis. A scenario is deemed to offer the region higher
self-sufficiency if energy exchanges with external transport networks are minimised, indicating
that the region is able to meet most of its own demand locally. A summary of the process
schematic leading to the scenario sweep is shown in fig. 6.4. A detailed sample calculation for
the sector and energy carrier allocation procedure is provided in section A.5.

6.14xfter testing several Python libraries, the Ray [204] library was found to be suitable for parallelising the large simulation
model with ~ 104 to ~ 103 equations per energy system across multiple scenarios and different cities.

78



6.7 Scenario sweep

[ Initialisation Phase (Steps 1-8) j

Step 1: Generation side

Aim: Define regional renewable capacities, e.g. wind and PV
Data: Weather data, potential mapping

Outcome: Time series of renewable generation

Step 2: Demand side

Aim: Distribute annual heat and electricity among sectors

Sectors: Single-Family Homes (HEF), Multi-Family Homes (HMF), SME
Outcome: Sector-wise split of total energy demand

Step 3: Redistribute among carriers

Aim: Assign sector-wise heat demands to Hp, SNG, el, DH

Data: Energy carrier ratios from scenarios
Outcome: Share of each energy carrier in each sector

v

Step 4: District heating source allocation
Aim: Specify DH technology (heat pump or CHP)
Data: Scenario choice (all-electric vs. gas-based)
Outcome: DH device-type set in the model

Step 5: Mobility

Aim: Allocate number of EVs and assign charging profiles
Data: Census data

Outcome: Additional electric load due to EVs

Step 6: Load profile generation

Aim: Convert annual demands into time series
Data: BDEW load curves, temperature factors
Outcome: High-resolution demand profiles

Step 7: Consistency check

Aim: Confirm integrated profiles match annual totals
Data: Error tolerance. Plausibility of daily/seasonal trends
Outcome: Validated dynamic profiles

Step 8: PtX units capacities

Aim: Dimension electrolyser, methanation, battery systems

Data: WH,» WSNG
Outcome: PtX capacities set in the model

v

[ Simulation Phase (Step 9) ]

Step 9: Scenario sweep and simulation

Aim: Run yearly simulations for each scenario (parallel FMUs)
Data: FMUs dimensioned according to scenarios

Outcome: Comparative results on energy mix, system performance
Outcome (Self-sufficiency): Reliance on external networks

Figure 6.4: Overview of scenario analysis methodology with the initialisation phase (Steps 1-8) and the simulation phase
(Step 9).

79



6 Simulating energy scenarios

6.8 Case study: Karlsruhe and Schmallenberg

Two contrasting German cities were chosen to illustrate how the scenario-driven allocations
and dynamic simulations affect a de-central energy system in practice. Karlsruhe, with its high
solar potential, is a model for future energy systems with high PV-based generation, while
Schmallenberg has a very high wind potential. Both cities are initialised with renewable po-
tential data, after which the demand side is initialised, dynamic profiles are generated (see
section 6.5) and the methanation and electrolysis units are dimensioned (for scenarios where
they are relevant).

Data acquisition

In Karlsruhe, sector-specific energy demand data is available (table 6.3), while for Schmallen-
berg, the data had to be derived from the census [203]. Across both cities, the key question
remains how different energy carrier mixes and related storage capacities perform in meeting
local demand without excessive reliance on external grids or networks. Therefore, the mod-
els are initialised and simulated (according to the method summarised in fig. 6.4) for each
scenario.

Table 6.2: City configuration: Potentials and demand. Data sources: For Karlsruhe: Energie Atlas BW [200] and Energie
Leitplan Karlsruhe [202]. For Schmallenberg: Energie Atlas NRW [201]

Karlsruhe Schmallenberg

Total solar potential Pyyjo, (GW) 1.1 0.022
Total wind potential Pyjnq (GW) 0.00044 0.487
Yearly electrical demand Egjger, (TWh) 1.25 0.105
Yearly thermal demand Eger, (TWh) 3.0 0.0648

Table 6.3: Sector ratios in city configuration. Data sources: For Karlsruhe: Energie Leitplan Karlsruhe [202]. For Schmallen-
berg: Derived from Census [203]

City  Karlsruhe Schmallenberg

WSME 0.138 0.143
wDH 0.100 0.022
WHMF 0.280 0.135
WHEF 0.482 0.700

The dynamic results are then evaluated for each city and scenario. The energy system model
corresponding to each scenario is exported as a functional mock-up unit (FMU) [190] and
all the FMUs are simulated in parallel using the Python Ray library [204]. The results are
then compared to evaluate the performance of each scenario in meeting local energy demands,
storage utilisation, and grid interactions.
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6.9 Results: Comparative evaluation

6.9 Results: Comparative evaluation

The energy systems corresponding to each energy scenario are dynamically simulated. This
analysis targets key metrics to evaluate the de-central energy systems:

 Storage utilisation: Identifies periods with heavy reliance on gas-based or battery buffer-
ing.

* Grid and network interaction: Explores the extent of external grid imports or curtail-
ment of surplus power.

* Scenario-based system efficiencies: Compares total delivered energy services (heat,
electricity, or fuels) to total inputs, highlighting reliance on external grids or networks,
dependence on seasonal gas storage, or both.

Taken together, these indicators offer a holistic view of how each scenario configuration aligns
with local constraints and overarching sustainability goals. The simulation results are evaluated
in three progressive stages. In the first stage, the dynamics of the system are evaluated in the
short term. The results are plotted over a period of one month to evaluate the changes in the
summer and winter months.

Finally, the monthly results are integrated and evaluated over a period of one year to determine

the seasonal trends. It is important to define the terms “power surplus” and “power deficit”6-15,
The power surplus is defined as follows (eq. 6.24):
P, ,if (Byind + Pev + & > + Py + B
p- surplus ( wind CHP,el) (Pload,el ely met) (6.24)
Pdeficir  if (Pwind + Py + PCHP,el) < (Pload,el + Pely + Pmet)
The power generated in each scenario is normalised according to the equation:
P(t
_P_ -100  Generation
_| max[P(t)]
Prorm (6.25)
—P(t)
————-100 Loads
max[P(t)]

where max[P(t)] is the maximum power generation or load in the given time period. In all
short-term simulations, the installed capacities of wind and PV plants (Table 6.2) are assumed
to be equal to the maximum potential. This is to ensure that enough surplus power is available
to analyse the dynamic response of various components in the energy system.

6-15The term power surplus (Psurplus

load and fully utilising electrolysers and methanation units. The term feed-in (Pgeed.ip) refers to the surplus power
exported to the external electricity transmission grid when it cannot be utilised or stored locally. The term grid import
(Paeficit) refers to power drawn from the external electricity transmission grid. The term curtailment (Peyrtail) refers to
the deliberate reduction of surplus power generation when feed-in is not possible.

) denotes the excess renewable power generated locally after meeting the local electrical
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6 Simulating energy scenarios

For ease of understanding, scenarios with high electrification and no electrolyser capacity are
referred to as “all-electric scenarios” and those with high Hy or SNG production are referred to
as “gas-based scenarios”. Figure 6.5 illustrates the short-term fluctuations in power generation
and load in Karlsruhe, a region with high solar potential. When simulated under an all-electric
scenario, it can be seen that there is a marked increase in solar power generation during the
mid-day period. A portion of the renewable power surplus (labelled Surplus (el) in Figure 6.5)
cannot be utilised or stored locally and must be fed into the external electricity transmission
grid or curtailed. Similar trends are observed in energy systems with high wind potential when
all-electric scenarios are implemented (Figure 6.6). Here, the duration of the power surplus is
longer than that of energy systems in regions with high solar potential. When the same cities
are simulated under a gas-based scenario, it can be seen that the surplus power is significantly
lower. This is because in gas-based scenarios, H, or SNG production increases during periods
of surplus power generation, utilising more of the excess power (Figure 6.7).
Dynamic renewable power vs load
Duration of Observation: 24 h

Sign convention: Positive: Generation, Negative: Load
Surplus generation assigned negative sign

Legend:
— Renewables = Electrolysis Grid import = Surplus (el)
= Load (el) = Methanation
100
)
Q
= 20 /
g 0 = Z
E X Z_
g
S 60
-100

4 12 16 20 24
Time ¢/h

Figure 6.5: Short-term variations in regions with high solar potential simulated under an all-electric scenario. Y-axis values
normalised according to eq. 6.25.

The utilisation of excess power to produce renewable gases results in the net surplus being
lower compared to all-electric scenarios. However, an anomaly is observed where, even when
electrolysers operate at full capacity, some surplus power remains and is fed into the external
electricity transmission grid or curtailed in gas-based scenarios. The presence of additional
surplus power even in gas-based scenarios highlights a limitation of the scenario-based method.
The energy carrier ratios (Figure 6.3) in the scenarios are calculated for the national level.
PtX plant capacities (electrolysers or methanation units depending on the scenario) are dimen-
sioned using these ratios.
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Dynamic renewable power vs load

City: Schmallenberg

Scenario: Ariadne-el

Duration of Observe :24h

Sign convention: P Generation, Negative: Load
Surplus generation assigned negative sign

Legend:
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Figure 6.6: Short-term variations in regions with high wind potential simulated under an all-electric scenario. Y-axis values
normalised according to eq. 6.25.

Dynamic renewable power vs load
City: Karlsruhe
Scenario: T45-PtG-PtL
Duration of Observati
Sign convention: P Generation, Negative: Load
Surplus generation assigned negative sign

Legend:
— Renewables = CHP (el, district heating) Methanation = Surplus (el)
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Figure 6.7: Short-term variations in regions with high solar potential simulated under a gas-based scenario. Y-axis values
normalised according to eq. 6.25.
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6 Simulating energy scenarios

However, the use of these ratios in the as-is condition may result in storage units being under-
or over-dimensioned (Figure 6.7). If the storage units are under-dimensioned, a portion of
the surplus power cannot be utilised or stored locally and is fed into the external electricity
transmission grid or curtailed (Figure 6.7). Therefore, the PtX unit capacity must be first set
using the energy carrier ratios specified in the scenarios and additionally fine-tuned®1¢ for
each region (see the parameter sensitivity analysis in Chapter 7).

6.10  Monthly variations

After the short-term dynamic results, the simulation results are analysed over a period of one
month. This period allows for the observation of dynamic patterns during the winter or summer
months. The response of different components of the de-central energy system during these
months is vital to evaluate the efficacy of each scenario. The dynamic response of the de-central
energy system during a typical winter or summer month also changes depending on whether
the region has a high solar or wind potential. Therefore, the scenario comparison is repeated
for both cities. In the monthly results, the energy systems are simulated using three different
scenarios for two cities (The scenarios are: (i): the all-electric scenario Ariadne-el, (ii): the
gas-based scenario Road Map Gas (RMG) and (iii): the mixed scenario DENA-KN100).

The results are then normalised using the monthly maximum across all the evaluated scenarios

according to the equation:
P(t)

max;[max;[P(t)]] (6.26)

Prorm =

where i is the number of scenarios and j is the number of result points in each month for each
scenario.

The dynamic response of the de-central energy system with a high solar potential in a typical
summer month is depicted in Figure 6.8. It can be seen that when simulated under the all-
electric scenario, the energy system consistently produces higher surplus power that cannot be
utilised or stored locally, leading to increased feed-in to the external electricity transmission
grid or curtailment, compared to gas-based scenarios. For the region with high wind potential,
the same effect can be observed, with the difference that the individual duration of the periods
(Figure 6.9) of surplus generation is higher than in the case of cities with a high share of PV.

The months of surplus generation are different in energy systems with high PV and wind
potentials. In both cases (Figure 6.8 and Figure 6.9) the implementation of all-electric scenarios
leads to an increased power surplus. This not only increases the likelihood of curtailment or
feed-in to the external electricity transmission grid, but also represents a missed opportunity to
produce renewable gas throughout the month.

6'16Fine-tuning in this case means increasing or decreasing the capacities of the PtX units to ensure that 100 % of the power
surplus is utilised.
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6.10 Monthly variations

Figure 6.8:

Figure 6.9:

Surplus variations
City: Karlsruhe
Month: Jul
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Dynamic variation of power surplus in a city with high solar potential (Y-axis values normalised according to
eq. 6.26).

Surplus variations
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Dynamic variation of power surplus in a city with high wind potential (Y-axis values normalised according to
eq. 6.26).
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The energy system also needs to rely on grid imports if there is a deficit in power generation.
The electrical load is already higher in winter than in summer. This, combined with the reduced
COP of heat pumps in winter, the simultaneous operation of several heat pumps, and the lack
of alternative gas heaters in all-electric scenarios, further increases the electrical load. As a

result, the dependence on grid imports is higher when the energy system is simulated under
all-electric scenarios (Figure 6.10).

Grid import variations
City: Karlsruhe

Month: Jan
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Figure 6.10: Dynamic variation of power imported from the grid during winter in a city with a high share of PV (Y-axis values
normalised according to eq. 6.26).
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It is of particular concern that the duration of the power deficit in wind-dependent energy
systems can last longer. This implies that during periods of deficit, the back-up supply necessary
to compensate for the shortfall will have to operate for longer periods to prevent black-outs.
Unlike gas-based scenarios, a power black-out in all-electric scenarios will also result in a heat
black-out, which provides further justification for the use of a molecule-based sector-coupling
strategy.

6.11  Feasibility of seasonal energy storage

One of the main advantages of using gas-based scenarios for sector coupling is the possibility of
long-term®17 energy storage. Long-term energy storage requires a continuous period of high
generation followed by periods of high deficit so that renewable gases can be produced during
the season with surplus power to supply the deficit season.

6.17In this work, the duration of “long-term” in long-term energy storage is assumed to be in the order of months. Therefore,
the terms long-term storage and seasonal storage are used interchangeably.
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6.11 Feasibility of seasonal energy storage

To analyse long-term energy storage, the dynamic results for each month need to be integrated
and plotted for the whole year using weather data specific to the location of the energy system.
Energy systems with a high share of PV plants have a clear summer-winter divide. This pattern
is characterised by high renewable power generation in the summer months, when surplus
power is high and heat demand is low. Energy systems with a high share of wind plants, on
the other hand, do not have a consistent seasonal pattern for renewable power generation.
Although long-term storage is still possible, the seasonal pattern of wind power generation is
highly site specific. However, the winter heat demand is independent of the renewable power
generation type and is high for both systems. To analyse sector coupling combined with long-
term energy storage, the renewable power generation, gas production, and loads from the
dynamic simulation results are integrated for each month. The process is repeated for each
scenario and each chosen region. Each point in the scatter plots analysing the feasibility of
long-term storage is normalised using the highest monthly integral in a year according to the
equation:

— [max [Jtend P(:)dt] ] -100, where, i =1,2,3...12 (6.27)

to ;

[jte“d P(t)dt]

to

Enorm =

The integrated monthly results®-18

are used to assess whether Hy or SNG generation during
the surplus season combined with long-term storage can mitigate the deficit in the lean season.
Implementing the all-electric scenario results in higher surplus power throughout the surplus
season, which is fed into the external electricity transmission grid or curtailed (Figure 6.11).
This represents a missed opportunity to produce renewable gases using the surplus power and
as a result also reduces the possibility for long-term energy storage (Figures 6.15 and 6.16) in
de-central energy systems when the all-electric scenario is implemented. In cities with high
wind potential, the annual generation of wind power is more erratic (Figure 6.12). Surplus
power generation is feasible during several periods throughout the year. However, it can be
seen that the implementation of all-electric scenarios leads to significantly higher un-utilised
surplus power compared to gas-based scenarios. During the winter months, both cities show
an increase in electricity demand (Figures 6.13 and 6.14).

Solar power generation is lower in winter than in summer. Therefore, in regions with high
solar potential, the combination of high power demand and reduced power generation leads
to increased dependence on grid imports (Figure 6.13). When analysing the power deficit, the
difference between the scenarios is not very noticeable for the city with high wind potential
(Figure 6.14), due to the longer duration of wind power generation in winter (Figure 6.9)
compared to the city with high solar potential. However, the result cannot be generalised as
wind patterns are different in each city. Reducing dependence on grid imports is not enough to
achieve overall energy system self-sufficiency. The energy systems must also be independent in
terms of renewable gas production.

6-1816 avoid redundancy, not all scenarios are plotted. Only one all-electric, mixed and gas-based scenario is selected for
illustrative purposes. The results comprising all the scenarios are provided in the Appendix.
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Figure 6.11:

Figure 6.12:
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Monthly integrated surplus power variations in a sunny region. All-electric scenario has significantly higher
surplus power in summer. Y-axis values normalised according to eq. 6.27. For all the scenarios, see fig. A.1.

Cumulative monthly surplus
City: Schmallenberg
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Monthly integrated surplus power variations in a windy region. Y-axis values normalised according to eq. 6.27.
For all the scenarios, see fig. A.3.



6.11 Feasibility of seasonal energy storage

Cumulative monthly power deficit
City: Karlsruhe
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Figure 6.13: Monthly integrated grid import variations in a sunny region. Y-axis values normalised according to eq. 6.27. For
all the scenarios, see fig. A.2.
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Figure 6.14: Monthly integrated grid import variations in a windy region. Y-axis values normalised according to eq. 6.27. For
all the scenarios, see fig. A.4.
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Cumulative monthly H, demand
City: Karlsruhe
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Figure 6.15: Renewable H, demand. Y-axis values normalised according to eq. 6.27. For all the scenarios, see fig. A.6.

Cumulative monthly H, production
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Figure 6.16: Renewable Hy production. Y-axis values normalised according to eq. 6.27. For all the scenarios, see fig. A.6.
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It can be seen on evaluating long-term storage in relation to seasonal gas demand and re-
newable gas production, that cities with high solar and wind potential have high gas demand
in winter. But in cities with high solar potential, winter demand can be met with renewable
gas produced in summer, when the demand for gas is much lower (Figure 6.16). It can be
summarised from the scenario analysis that higher seasonal storage, reduced curtailment and
feed-in, and reduced winter grid imports are advantages of gas-based scenarios. It is also evi-
dent from the results that the advantages must be quantified specific to the de-central energy
system using location-specific boundary conditions. Long-term storage can be concluded to
be the critical capability that a de-central energy system will lack if an all-electric scenario is
implemented.

Additional research is necessary to evaluate the infrastructure modifications and associated
expenses required to adapt the grids and networks and implement all-electric or gas-based
scenarios. In addition, cities that lack high wind and solar potential and may need to import
gases should also be evaluated. The existing portfolio of scenarios is also highly likely to change
over time. However, the important takeaway from the scenario analysis is that integrating a
molecule-based approach with a long-term storage strategy greatly enhances both the security
of supply and the reliability of a de-central energy system. But the benefits must be quantified
for each de-central energy system seperately.
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7 Parameter sensitivity analysis

The effect of changing energy carriers in sector coupling can be analysed by simulating de-
central energy systems under different scenarios. However, energy scenarios are developed at a
national level and only show general trends. Therefore, the dimensions of the components, in
particular the PtX components such as methanation or electrolysis units, may be either excessive
or insufficient for a particular location if they are dimensioned using only the ratios from the
scenarios. It is therefore essential to carry out a further parameter sensitivity analysis, focusing
on the installed capacities of site-specific components. This chapter introduces a Design of
Experiment (DOE) approach using sampling techniques to generate a range of random values
for each independent variable, and then simulating the energy system over these variables to
assess parameter sensitivity.

Sampling is performed by dimensioning all the energy system components using the ratios
from the scenario datasets and energy atlas as a baseline and varying selected independent
variables, such as installed wind and PV capacities or electrolyser and methanation capacities,
between minimum and maximum deviations from the baseline. The installed capacity of
renewables and the capacity of PtX units are chosen as independent variables because they
have the greatest impact on self-sufficiency as seen in the scenario studies. The power surplus,
annual power deficit, and the ratio of renewable gas production to demand are identified as
key output parameters, as they can be used to assess the security of supply and self-sufficiency
of the de-central energy system. The parameter sensitivity analysis is carried out to analyse the
impact of three highly plausible activities in present energy systems, i.e., scaling up renewable
capacity alone, scaling up PtX capacities alone, or scaling up both.

7.1 Parameter sensitivity

To assess parameter sensitivity, a Design of Experiments (DOE) approach is used where each
independent variable is assigned a maximum and minimum range within which random values
are generated. Advanced sampling methods, such as Plackett-Burman [205] or Latin Hypercube
Sampling (LHS) [206], prevent sample clustering and ensure comprehensive coverage between
set limits. The de-central energy system is then configured for each set of input parameters,
and the output parameters are derived from simulation results. Identifying relevant input and
output variables for sensitivity analysis is challenging due to the multitude of results produced
by simulations.
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7.2 Selection of output parameters

In this study, the output parameters are selected to evaluate the supply security and self-
sufficiency of the energy system. The International Energy Agency (IEA) defines energy supply
security based on three aspects:

1. Adequacy: The demand must be met at all times under normal operating conditions.

2. Security: Un-interrupted energy supply under flexible operating conditions and ramping
rates.

3. Resilience: Ability of the system or components to recover from short- or long-term
disruptions.

If energy systems do not meet supply security objectives, sporadic or cascading blackouts could
occur [207]. Although some studies focus solely on adequacy to evaluate supply security [208—
210], Zeng et al. [211] argue that adequacy also depends on demand response and consumer
behaviour. Other research [57, 58, 60] uses resilience to assess supply security. Senkel et al.
[59] uses a performance measure (MOP) to quantify resilience in integrated energy systems.
The parameter sensitivity analysis in this work uses annual power deficit and power surplus to
evaluate scale-up. The underlying dynamic model, from which the cumulative annual values
are generated, accounts for other features such as ramping rates and connections to the external
transport networks. Integrating the time-resolved simulations that balance supply and demand
(in gas, electricity, and heat) at every time step gives the annual power surplus and annual
power deficit.

7.2 Selection of output parameters

The output parameters are used to assess the security of supply and the self sufficiency of the
energy system. The parameters used to identify supply security are the annual cumulative
grid feed-in (feeding into the power transmission grid due to power surplus) and grid import
(drawing power from the power transmission grid during cumulative annual power deficits),
calculated as:

fend
Esurp = JO Psurp - dt (7.

fend
Edef = Jo Pef - dt (7.2)

where Pyyyp is the surplus power remaining after all storage options have been exhausted and
Pyef is the power deficit. The annual integrals’-! are normalised for scenarios, i = 1,..., 1, as:

7.1 Multi-time scale dynamic behaviour and co-simulation with spatial network tools are part of the energy system model.
The parameter sensitivity analysis focuses only on the integrated results of this model. Furthermore, the concept of "grid"
used in the parameter sensitivity analysis is monolithic, meaning that whenever there is a shortage of supply of any form
of energy (heat, gas, or electricity), the grid will cover the shortfall. The cumulative annual values can be used to assess
self-sufficiency.
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7 Parameter sensitivity analysis

Esurp(#)
max| Esurp(i)]

Edet(i)

——————= 100 7.3
max [Egef(7)] (7:3)

Esurp,norm = -100, Edef,norm =

The other output parameter is the ratio of renewable SNG or H, produced annually within
the region to the demand for the renewable gases in the region. This parameter determines
whether the region is self-sufficient in terms of gas production. The ratio of the annual gas
production to the annual gas demand is calculated as:

o, = EHz,gen WSNG = ESNG,gen (7.4)
2 EHZ,dern ESNG,dem
where
tmax max
EH,,gen = J; Pely dt and ESNG,gen = J;) Pretdt (7.5)

In eq. 7.5, annual demands Ep, dem and Esng,dem are calculated from the scenario and city
datasets (Section 6.3) and the local production of renewable gases Ey, gen and EsNG,gen are
obtained by integrating the results of the dynamic simulation. A ratio above 1 indicates that
annual production exceeds demand over the whole time duration (1 year in this case).

7.3 Assumptions

The parameter sensitivity study in this work is carried out under the following assumptions
(Table 7.1) for Karlsruhe and Schmallenberg. The median values for solar and wind power
capacities are assumed from the energy atlas datasets [200, 201]. The median values of electrol-
yser and methanation capacities are calculated according to eq. 6.23 and the parameter wp;x in
table 7.1 is calculated for each scenario from the scenario datasets (Figure 6.3,Equation 6.23).
For all the independent variables, the limits are set at -50% to +50% of the median values, and
sampling is done between the limits to generate random values. The energy system is then
dimensioned for each of these random values, and the output parameters are calculated first as
a time series in the dynamic simulation and then integrated to obtain yearly cumulative values.
These results are then used to evaluate the impact of the independent variables on the output
parameters. The sampling method used is Latin Hypercube Sampling [206] to generate random
independent variables between the minimum and maximum, and the depth7'2 of the Design of
Experiments (DOE) is set at 10. Therefore, 10 sets of sample parameters are generated, which
in turn are used to dimension the energy systems, which are then simulated.

7.2 The accuracy of the DOE can be enhanced by increasing its depth. Since simulating the process for complex energy systems
is computationally expensive, only 10 values are sampled within the minimum and maximum range of parameters for
each city, and higher resolutions in-between for the results are derived using interpolation.
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7.3 Assumptions

The parameter sensitivity analyses three situations that are highly likely in future de-central

energy systems:

e Case 1: Effects of scaling-up renewable capacities alone.

* Case 2: Effects of scaling-up PtX capacities for SNG or H, production without a corre-
sponding scale-up of renewable capacities.

 Case 3: Effects of simultaneous scale-up of both renewable and PtX capacities.

In each of the three cases, the aim of the parameter sensitivity analysis is to determine the
self-sustainability and security of supply of the energy system. A summary of the methodology
used for parameter analysis is depicted in Figure 7.1, and the assumptions used are listed in
table 7.1.

[ Parametersensitivity: Methodology ]

Step 1: Parameter Identification

Aim: Determine key independent parameters (e.g., renewable capacities, PtX sizing)
Data sources: Scenario datasets, Energy atlas

Outcome: List of median parameters for sensitivity analysis

Step 2: Range & Sampling

Aim: Define parameter limits and sampling method (e.g., +50% from median)
Method: Latin Hypercube Sampling

Outcome: Sets of random samples between minimum and maximum

Y

Step 3: Simulation

Aim: Run year-long dynamic simulations for each parameter set

Data sources: FMUs of energy systems dimensioned according to each sample set
Outcome: Integrated time series results (energy cumulative annual power deficits, cumula-
tive annual power surpluses, PtX output)

Step 4: Sensitivity Analysis

Aim: Identify the impact of parameter variations on system performance
Data sources: Cumulative results from the dynamic simulations
Outcome: Parameter sensitivity evaluation

Figure 7.1: Overview of the methodology applied for parameter sensitivity analysis
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7 Parameter sensitivity analysis

Table 7.1: Assumptions used in the parameter sensitivity

Parameter Karlsruhe Schmallenberg

Scenario
BMWK-LFS-T45 (PtG/PtL) BMWK-LFS-T45 (PtG/PtL)

Median parameters: Generation side
Ppy median 0 GW 1.1 0.022
Pyind,median in GW 0.00044 0.487

Median parameters: Electrolyser and Methanation capacities

Pely,median in GW (Pwind,median + Psolar,median) ‘wpyx from eq. 6.23
Pmet,median " GW (Pwind,median * Fsolar,median) - @Ptx from eq. 6.23

Limits and depth

Upper limit +50% of median value for each parameter
Lower limit -50% of median value for each parameter
Number of values (min-max) 10

Case Independent variables Output parameter
Case 1 (Pyind * Psolar) Esurp,norm, @SN G
Case 2 Pmet Esurp,norm, @SN G
Case 3 (Pwind * Psolar ) Pmet Esurp,norm; ®SNG

7.4 Effects of increase in renewable capacity

A highly likely future activity involves increasing renewable wind or PV capacity, without a
corresponding expansion in the capacities for Hy or SNG production. Therefore, in the first
parameter sensitivity analysis, the installed capacities of renewable wind and solar plants’-3
alone are scaled up. The increase in the capacity of renewable power plants has two prominent
effects on the de-central energy system. First, the annual power deficit is reduced as the
renewable power production is higher. However, this comes at the cost of an increase in surplus
power production. The general trends are the same in both cities with high wind and solar
potential. As can be seen in Figure 7.2, the annual power deficit (and, as a result, grid import)
decreases in all scenarios as total renewable capacity increases. However, it can also be seen
that the results remain unchanged across different scenarios (Figure 7.2). This is due to the
electrolyser control strategy which focuses on curtailment minimisation (Figure 4.3).

In this strategy, electrolysers only operate during power surplus hours, ensuring that any
surplus power is directed to electrolysis (or methanation) rather than curtailed. As a direct
consequence, electrolyser capacity remains idle during periods of power deficit, resulting in a
similar reduction in grid imports in all scenarios as renewable capacity increases. This reduces
the annual cumulative power deficits, but at the same time results in higher cumulative annual
power surpluses (Figure 7.3), as a greater proportion of total generation is no longer used to
meet existing demand.

7-3 The total renewable capacity Preny (sum of wind and solar capacities) is used as a single entity in all the results. If the
region has a high wind potential, Prep; will have a high share of wind and vice versa.
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7.4 Effects of increase in renewable capacity
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Figure 7.2: Variation of annual power deficit when only the renewable capacity increases. Y axis values normalised according
to Equation 7.3.
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Figure 7.3: Effect of renewable capacity increase on power surplus. Y axis values normalised according to Equation 7.3.
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7 Parameter sensitivity analysis

In SNG (or Hy)-based scenarios, increasing renewable capacity increases the utilisation of
existing electrolysers and methanation units, thereby increasing renewable gas production
(Figure 7.4). Therefore, if PtX capacity is already in place, the amount of excess power does
not scale linearly as renewable capacity expands. Instead, a non-linear pattern emerges in the
cumulative annual grid feed-in (Figure 7.3), as the PtX components are still operating below
their maximum capacities. The non-linear trend persists (until approximately 10% additional
capacity (relative to median), as seen in Figure 7.3), after which the PtX plants operate at their
full capacity. Beyond this threshold, any increase in renewable capacity results in surplus power
generation that must be exported to the grid or curtailed. Therefore, the cumulative annual

grid feed-increases linearly from that point.

Renewable potential vs SNG production to demand ratio
City: Karlsruhe

X axis Parameter variation (min-max): -50% to +50%
Y axis scaled from min-max (0-100%)
Scenario:
B T45-PTC
08
K .//./.
S
z
&
3
i
N4 /
02
-40 =20 ) 20 40
Installed capacity renewables (relative) Pro /%
Figure 7.4: Effect of renewable capacity increase on renewable gas production.
7.5 Effect of increase in electrolysis or methanation capacities

Another future possibility is to increase the capacity of electrolysers or methanation units
without a proportional increase in installed renewable capacity. This may be applicable in areas
where a high installed capacity of wind or PV is already in place and the potential for further
expansion is limited. Electrolysers can be used in such locations to improve the utilisation of
existing renewable capacity. Expanding electrolyser capacity will result in greater use of surplus
power (Figure 7.5) to produce renewable gases, resulting in less power being fed into the grid
or curtailed. Figure 7.6 shows the increase in renewable gas production when methanation
capacity is increased without a proportional increase in renewable capacity. A similar result
is observed for all gas-based scenarios. Electrolysis capacity can be further increased until the
cumulative annual power surpluses are fully utilised.
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7.5 Effect of increase in electrolysis or methanation capacities

Methanation capacity vs Yearly power surplus
City: Karlsruhe
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Figure 7.5: Effect on grid feed-in when increasing methanation capacities without a proportional scale-up of renewable plant
capacity. Y axis values normalised according to eq. 7.3.
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Figure 7.6: Ratio of renewable gas production to demand on increasing methanation capacities without a proportional scale-
up of renewable plant capacity.
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7 Parameter sensitivity analysis

The renewable capacities used in all simulations are significantly higher than the electrolyser or
methanation capacities. This allows a further expansion of PtX capacities to use the cumulative
annual power surpluses. This is the reason why in (Figure 7.6) renewable gas production
can be further improved.However, if a region has low installed renewable capacity, scaling
up electrolyser or methanation capacity alone will not increase renewable gas production. In
this case, renewable gas production does not increase because there will not be enough power
surplus to run the electrolysers.

Gas production can only increase in such cases if the electrolysers are forced to operate with
purchased electricity during power deficit hours. Other control strategies such as demand-side
management, battery storage, or market-based electrolyser control strategies are needed to
evaluate this. As the control system used in this work (Figure 4.3) is designed to operate the
electrolysers only during power surplus, such possibilities are not analysed.

7.6 Proportional increase of parameters

In regions where neither renewable capacity nor PtX plants exist at present and where both are
planned to be installed, the parameter sensitivity analysis can be used to evaluate how both
can be scaled up proportionally. To do this, the installed capacities of renewable energy plants,
electrolysers, or methanation units need to be scaled up, while ensuring that the increased
renewable gas production does not lead to unused power surplus and thereby a higher chance
of curtailment or grid feed-in.

The parameter sensitivity analysis in this case requires a two-dimensional variation. Two
independent parameters, the installed renewable capacity (Pren,) and the electrolysis capacity
(Pery) or methanation units (Pyet), are varied simultaneously. The objective is to determine
the impact of these variations on two dependent output variables: renewable gas production
and surplus power. Figure 7.7 shows that the highest gas production is achievable when the
renewable capacity and the methanation capacity are at their maximum.

Looking at this result alone, it can be concluded that it is essential to simultaneously increase
the capacities of both renewable energy and methanation to their maximum in order to make
the energy system self-sufficient. A different perspective is obtained by examining the results
from the second graph, where the z-axis represents the power surplus (Figure 7.8). Although
maximising both renewable and methanation capacities maximises gas production, it also
significantly increases the amount of unutilised power surplus, leading to increased grid feed-in
or curtailment. This indicates a potential inefficiency in the use of resources, as a significant
proportion of the surplus power generated is not used. The inference is that maximising both
parameters at the same time may not always produce the best results when scaling up in regions
without renewable capacities or PtX plants.
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7.6 Proportional increase of parameters

Contour: Multiparameter variation
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Figure 7.7: Variation in renewable gas production for simultaneous scale-up of renewable and PtX plant capacities. The
resolution of the sampled region is increased using 2-D interpolation.
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Figure 7.8: Variation in grid feed-in for simultaneous scale-up of renewable and PtX plant capacities. The resolution of the
sampled region is increased using 2-D interpolation. Z values normalised according to Equation 7.3.
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7 Parameter sensitivity analysis

A more balanced approach is to scale up the renewable capacity and PtX capacities using
different factors (In the case analysed in Figure 7.8, if the renewable capacity is scaled up to
about 10% of its maximum value and the methanation capacity to its maximum (50% above
base level), the unutilised surplus power is then reduced to almost zero, and the ratio of
renewable gas production to gas demand reaches about 85% of its maximum possible value). It
is not always the case that maximum capacity will produce the best results. Instead, a carefully
balanced scale-up approach is required, taking into account both production and curtailment.
Increasing the capacity of both renewables and electrolysers requires greater capital investment.
In addition, increased use of surplus power reduces operating costs. This also suggests that
an optimal scale-up strategy will also have an impact on costs. The analysis carried out in this
work provides site- and scenario-specific boundary conditions that can be used for subsequent
Pareto optimisation studies to minimise costs.”-* While many real-world constraints (e.g., pipe
injection limits, grid congestion, advanced market structures) lie outside the scope of this work,
the tool developed here is capable of integrating such considerations if co-simulated models of
networks and markets are added.

The aim of this work is to demonstrate how parameter sensitivity, conducted on integrated
results from time-resolved sector-coupled systems, yields crucial insights into security of supply
and self-sufficiency under varying capacity assumptions.

7.4 An important future area that can be undertaken as a continuation of this work is economic analysis, including the impact
of grid modifications or cost optimisation. The approach used in this work can refine the input parameters required for a
more comprehensive economic assessment.
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8 Conclusion

The goal of this work was to evaluate sector coupling in decentral energy systems using the
power-to-gas process and to adapt these systems to the expected changes in future energy
scenarios. To meet the goals, the methodology involved modelling the components of the
energy system, combining these components into an integrated energy system, simulating the
integrated system in various energy scenarios, and performing a sensitivity analysis specific to
the location of the energy system. The modelling process included the integration of existing
model components from the literature, such as power generation and distribution, and the
development of missing components, such as the dynamic three-phase methanation model
(3PM) and building energy systems.

The 3PM process was modelled using a modified axial dispersion method. The axial dispersion
method was modified to include numerical adaptations to account for bubble bed expansion
and thermodynamic modifications to ensure compatibility with the Modelica fluid property
libraries. The impact of bubble-bed expansion on the discretisation of the balance equations
was investigated and a methodology was developed to integrate the bubble-bed expansion into
the numerical method. In addition, thermodynamic modifications, such as the reformulation
of the balance equations in explicit derivatives of (p,h), were developed to calculate fluid
properties using EOS based methods and integrate the model into Modelica. The model was
validated using data obtained from dynamic load-shift experiments conducted on the 3-PM
reactor at EBI-ceb. Summarising the results of dynamic validation, the model was able to
reproduce general load shift trends from the experimental results with a maximum error of
approximately 3% to 15% in a temperature range of 260 to 320 °C.

The building energy system models were developed and grouped on the basis of their energy
source (electricity, gas or hydrogen) and type (single-family, multi-family, industrial). They
were then integrated with other power generation, energy storage and PtX models.

The resulting integrated energy system could simulate dynamic behaviour over time intervals
ranging from seconds to days. However, the system could not simulate networks with high
spatial resolution like electricity and gas networks. To address this, a co-simulation interface
was developed using the Functional Mockup Interface combined with the open-source tool
Mosaik, enabling the dynamic model to be coupled with high-resolution network models. To
evaluate the impact of future changes in energy systems, the model was adapted to simulate
different future energy scenarios.
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8 Conclusion

Multiple de-central energy systems were configured using data from different energy scenarios.
The results of the short-term and long-term dynamic simulatios showed that implementing
all-electric scenarios led to challenges such as surplus electricity during periods of high surplus
generation and increased reliance on external grids in winter due to the simultaneous operation
of multiple electric heaters. The molecule-based strategies on the other hand offered several
advantages, such as long-term storage and reduced dependence on the external grid during
winter.

Finally, a parameter sensitivity study was also conducted to analyse the fine-tuning required
in sizing the capacities of different energy system components to achieve self-sustainability
without compromising security of supply. While the de-central energy system model developed
in this work effectively simulates individual regions, a comprehensive analysis at the national
level requires the simulation of several regions, co-simulation of the transport and distribution
networks, incorporation of dynamic fluctuations in renewable gas imports and exports, and
integration of costs such as network modification costs and operating costs in each energy
system. Additional factors such as greenhouse gas emissions must also be incorporated into the
de-central energy system model. Nevertheless, the models developed and the insights gained
in this work are an important first step in ensuring the effective implementation of gas-based
sector coupling across various regions and different future energy scenarios.
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A Appendix

Al Derivation of balance equations

The partial differential equations in concentration terms is derived by Lefebvre et al. [15] as:
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To couple them to the overall energy system, the concentration terms in (Equation A.1) must
be converted into mass terms with two indices: i for gas species and j for the discretised cell:

m
&g=—2 (A2)

and Where Vj ¢ is the volume of the gas phase in cell j. The gas holdup is defined as

Vj'

£g = v; (A.3)
Visi

g = {/5 (A4
j

where Vj is the total volume (j denotes the discretised cell) containing all three phases. The
holdup in the slurry phase is defined as

es1=1-¢q (A.5)
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A Appendix

From eqs. A.2 to A.4, the concentration terms can be reformulated as:
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Substituting ¢j o from eq. A.5 and ¢; ¢ from eq. A.7 into A.1, the equivalent species mass
balance can be derived as (with i for species and j for cell indices):
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Which can be simplified into:
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A.2 Hydrodynamic coefficients

A.2

Hydrodynamic coefficients

In this work, all hydrodynamic coefficients required for the balance equations are determined

using empirical correlations listed in Table A.1.

Table A.1: Hydrodynamic and kinetic relations used in the 3-PM model. Centred dots (-) indicate multiplication.

Eq. No. Description Formula Source

(symbol)
Eq. A.9 Superficial gas Ug = VG/ACSv Acs = T[(/)%/4 Lemoine et al. [134]

velocity (Ug)

+1.2271.66 014

Eq. A.10 Bubble diameter dg =37.19 ——e5——moe - Us ™ (11— Lemoine et al. [134]

Ws) o2 Mw/103)012 7G

eg)1-56.0=0.02 4exp[2,81 Xy +2.77 %’ijlf ]
Eq. A.11 Gas holdup (£3) e =4.94x% 10_3~ ﬂ -()0'177 . UO'553 . )0203 . Behkish et al. [133]
JI(J)'27V%174 G G
¢ \O17 0053 d
(¢c+1 ) T <exp[—2.231CV—0.157 Qe 70.242(,]
Eq. A.12 Sparger parameter  I'=Kj-Np ~dg Behkish et al. [133]
Nomdd (dp\2
Eq.A.13 (O(:p)en-area ratio = W = ( % ) NO Behkish et al. [133]
Eq.A.14 Interfacial area (@) a=16 (:'GA(I -&G )ds] Lemoine et al. [134]
. _ 4 °L 1.21 ;=0.12 ;—0.05 0.50 +-0.68 . ;

Eq.A.15 Volumetric kLa =6.14x10 ~0.06 057 €6 UG ds DAB T Lemoine et al. [134]

mass-transfer G o

(kp,a)

L c0.11 ( ¢c )0'40
¢c+1

Eq. A.16 Dimensionless Hj = eXp(AH +By/T+ CH/T2 ) Gotz et al. [16]

Henry coefficient !

(Hi,cc)
Eq.A.17  Reaction rate r3pM = 3.90699 x 10° -exp[—79061/(RT)] . Lefebvre et al. [15]

(r3pm)

3/2 1/211/2

Eq.A.18 Heat-transfer Qoff =0.1- [CPfL()L Ap(Ugg/prr) ] Deckwer [212]

coefficient. (aef.f)

The parameters used to determine the Henry’s law coefficient (Equation A.16) are listed in

Table A.2.
Table A.2: Henry’s law fit coefficients according to Gétz et al. [135].
Gases Ay By in K Cy in K2 Range in °C
COy -2.158 609.798 -322499 25-300
Hoy -2.3838 701.147 0 100-300
CHy 1.0697 -2856.7 708530 240-300
Hgg -21.325 21971 -6525600 250-290
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Table A.3: Parameters and their baseline values used in this work. "In equation" gives the appearance of the variable by

reference.
Symbol Description In equation Range Value used Unit
C Empirical constant  Equation A.15 1-10 1.0 -
(Lemoine)

MW Liquid molecular weight Equation A.10 18-567 272 g~mol_1

Ky Distributor constant Equation A.12 1.00-1.55 1.36 -

No Number of sparger orifices Equations A.12  48-1200 170 -
and A.13

Ug Superficial gas velocity Equations A9 3.5e-3-0.57 0.03 ms~!
to Al A5
and A.18

Xw Primary-liquid mass fraction ~ Equation A.10 0.5-1.0 0.90 -

a Sparger exponent Equation A.12 0.015-0.65 0.50 -

ep Pellet porosity Equations A.10  0-0.60 0.40 -
and A.11

op Catalyst particle density Equations A.10  700-4000 1039 kg~m_3
and A.11

¢c Column diameter Equations A.10, 0.038-7.62 0.26 m
A1l and A.15

Cv Solid volume fraction Equation A.11 0-0.36 0.067 -

do Sparger orifice diameter Equations A.12 0.002-0.070 0.004 m
and A.13

dp Catalyst particle diameter Equations A10, 4.2e-5-3e-4 7.5e-5 m
A.11 and A.15

g Gravitational acceleration Equation A.18 9.81 fixed 9.81 ms~2

The superficial velocity, together with key transport properties such as density, surface ten-
sion, and dynamic viscosity, is used to evaluate the Sauter mean bubble diameter, gas holdup,
gas-liquid interfacial area, and the volumetric mass-transfer coefficient. The correlations ap-
plied throughout this work consistently correspond to the small-bubble regime.

All empirical correlations for bubble diameter and volumetric mass transfer are adopted from
Lemoine et al. [134], while the gas holdup relation is based on the work of Behkish et al. [133].
The Henry coefficient is calculated from Gotz et al. [16] and the reaction rate is calculated
using the power law equation in Lefebvre et al. [15]. The fixed parameters for equations in
Table A.1 and their baseline values used in this work are listed in Table A.3.
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A.3 Modelica libraries used in this work

Table A.4: Summary of libraries used in the energy system model.

Component Parts Source
Electrical network: Lines, Voltage Sources, Loads, PV, Wind plants, Battery, Modelica Buildings li-
Weather data brary [87]

Gas network: Pipes, Valves, Storages, Junctions TIL library [104, 213]

District heating: Pipes, Valves, Junctions, Thermal storage TIL library [104, 213]

Buildings: Heat pumps, Gas Heaters, SLP In-house

PtG system: 3-phase methanation, PtG system In-house

Load curves: Building SLPs, Mobility aggregated loads BDEW [169] and Schiuble
etal. [170]

Control system: PID Control, Hysteresis control Modelica  Standard  Li-
brary [214]

A4 Python libraries used in this work

Table A.5: Summary of Python libraries used for data analysis and visualisation.

Component Purpose Library

Data processing: Data manipulation, CSV handling, DataFrames pandas [215]
Numerical comput- Arrays, mathematical operations, linear algebra NumPy [216]
ing:

Scientific computing: Interpolation, optimisation SciPy [217]
Visualisation: Plotting, charts, figure generation Matplotlib [218]
FMU simulation: Functional Mock-up Units, co-simulation FMPy [219]
Geospatial analysis:  Geographic data processing, spatial analysis GeoPandas [220]
Network analysis: Pipeline networks, fluid network simulation pandapipes [221]
Data storage: HDF?5 file format, large dataset handling h5py [222]
Parallelisation: Distributed computing, parallel processing Ray [204]
Weather data: Climate data processing, EPW files Ladybug [142]
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A.5 Sample Calculation for the RMG Scenario in Karlsruhe

This worked example applies the generic allocation workflow to the gas-centred Road-Map-Gas
(RMG) scenario for the city of Karlsruhe.

1. Data overview and assumptions

Table A.6 lists every numerical input referenced below.

Table A.6: Input parameters for the Karlsruhe-RMG case study

Parameter Value / Comment

Generation side

Total PV potential Pia1 py 1.10GW

Total wind potential Piotal wind 0.000 44 GW
Capacity-utilisation factor wcy,, 1.0 (full potential utilised)
PV module efficiency 18 %

Plant downtimes Neglected

Demand side

Annual heat demand E,nnyal heat 3.0TWh
Annual electricity demand E,ppyalel 1.25 TWh

Sector split WHEE, WHMF, WSME 0.482 /0.280 / 0.238

Energy-carrier mix (RMG)

District-heating share wppy 0.10

Residual 90 % split (H,/SNG/el) 0.19/0.36 / 0.45

Derived factors wy, = 0.171, wsNG = 0.324, we) = 0.405
DH heat production technology CHP (fuelled by SNG or Hs)

PtX capacity formulae

Electrolyser power Pely wH, * (Ppv + Pwind)

Methanation power Ppe¢ wsNG * (Ppy + Pwind)

2. Installed renewable capacities

The raw potentials are multiplied by the utilisation factor wcy,, = 1:

Pyen,pV = Weu, PV Protalpy = 1.0x1.10 = LI0GW,  Pyenwind = 1.0x0.00044 = 0.000 44 GW.
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These capacities are later fed into the Modelica weather generator models to generate the
dynamic profiles along with the real weather data.

3. Sector-wise annual heat demand

Applying the census-derived sector ratios to the total thermal demand:

Eheat,HEE = 3.0 X 0.482 = 1.446 TWh,
Eheat, HMF = 3.0 0.280 = 0.840 TWh,

Eheat.SME = 3.0x 0.238 = 0.714TWh.

Consistency check: 1.446 + 0.840+ 0.714 = 3.000 TWh.

4. Re-allocation to energy carriers

Each sectoral figure obtained in the eariler section is then apportioned to Hy, SNG, electricity
and district heating according to the normalised RMG scenario ratios:

W, = 0.171, wsNG = 0.324, we) = 0.405, wpp = 0.10, Zwi =1

Eheat-X,s = Eheat,s X~ X € {Hp,SNG,el, DH}.

Because 0.171 +0.324 + 0.405 + 0.10 = 1, the transformation is energy-conserving by construc-
tion.

5. District-heating CHP sizing

First compute the yearly heat to be delivered by the district-heating network:
EDH = “’DH'Eannual,heat =0.10x3.0=0.30TWh.

Assume the CHP runs at its nominal thermal power PSP during a total of FLH full-load hours
per year. By definition

FLH
f PROM df = PIOM.FLH = Epyy.
0
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Rearranging:
nom _ Epn
DH = FLH"

6. Dimensioning of PtX units
The combined renewable generation capacity is
Pren = Pgen,pV + Pyen,wind = 1.10+0.00044 = 1.10044GW.

Applying the carrier fractions (normalised values obtained from scenario dataset) yields

Puy =0.171 x1.10044 ~ 0.188 GW,

Pmet = 0.324 x 1.10044 ~ 0.357 GW.

These values are starting points—Ilater sensitivity analysis may scale them to minimise curtail-
ment.

7. Generation of dynamic load profiles

For each sector/carrier combination the annual energy amount is converted into an hourly load
curve using the BDEW standard-profile algorithm, temperature correction and weekday/week-
end modifiers. A numerical check confirms that

8760
L Pox(dt - Eneatx.s

< 5%.
Eheat-X,s

These time-series constitute the boundary conditions of the dynamic system simulation.
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A.6 Scenario results: All scenarios

Cumulative monthly surplus
Scaling: Scaled from lowest to highest monthly integral value
City: Karlsruhe
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Figure A.1: Monthly integrated surplus power variations in a sunny region. Y axis values normalised according to eq. 6.27.

Cumulative monthly power deficit
Scaling: Scaled from lowest to highest monthly integral value
City: Karlsruhe
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Figure A.2: Monthly integrated grid import variations in a sunny region. Y axis values normalised according to eq. 6.27.
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Cumulative monthly surplus
Scaling: Scaled from lowest to highest monthly integral value
City: Schmallenberg

SCENARIOS:
All electric Mixed Gas/H2 based
M Ariadne-el A T45-Strom < DENA-KN100 ¢ Ariadne-H 2 T45-PtG/PtL
o Agora-KN2045 v Ariadne-Mix © Ariadne-E-Fuel © T45-H_2 » RMG
=
= 100 ¥
]
g '] |
] v *
B
5§ [ ] v v A
2]
Tofy g ¥ ¥
z v ®* ¢
L 4 1
o v B v [
U L
2 $ v v v L
o 1 1 v ®
53 ] . d
Z 20 ®
= » ® ¢t ¢ '
E E 3
5
Z 0 g

Jan  Feb  Mar Apr May Jun Jul  Aug Sep Oct Nov  Dec

Figure A.3: Monthly integrated surplus power variations in a windy region. Y axis values normalised according to eq. 6.27.

Cumulative monthly power deficit
Scaling: Scaled from lowest to highest monthly integral value
City: Schmallenberg
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Figure A.4: Monthly integrated grid import variations in a windy region. Y axis values normalised according to eq. 6.27.
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Cumulative monthly H, demand
Scaling: Scaled from lowest to highest monthly integral value
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Figure A.5: Renewable Hy demand. Y axis values normalised according to eq. 6.27.

Cumulative monthly H, production

Scaling: Scaled from lowest to highest monthly integral value
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Figure A.6: Renewable Hy production. Y axis values normalised according to eq. 6.27.
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Cumulative monthly surplus
Scaling: Scaled from lowest to highest monthly integral value
City: Schmallenberg
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Figure A.7: Monthly integrated surplus power variations in a windy region. Y axis values normalised according to eq. 6.27.
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