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Ultra-high-energy photons have long been sought as tracers of the most energetic processes in the
Universe. Several sources can contribute to a diffuse photon flux, including interactions of cosmic
rays with Galactic matter and radiation fields, as well as more exotic scenarios such as the decay
of super-heavy dark matter. Regardless of their origin, the expected flux is extremely low, making
direct detection impractical and thereby requiring indirect detection by extensive ground-based
detector arrays. In this contribution, we present a novel method for photon–hadron discrimination
in the energy range of 50 to 300 PeV based on deep learning algorithms. Our approach relies on
information from both the Surface Detector (SD) and the Underground Muon Detector (UMD)
of the Pierre Auger Observatory. The SD consists of an array of water-Cherenkov detectors.
It is used to measure the electromagnetic and muonic components of extensive air showers at
ground level. Meanwhile, the UMD is composed of buried scintillator modules. It is sensitive
to air-shower muons with energies above ∼1 GeV, enhancing the identification of muon-poor air
showers as initiated by photon primaries. Our method represents air-shower events as graphs,
and consequently, the network architecture is composed of graph attention layers. We assess the
performance of the method on a data subset and discuss the implications of unblinding the full
current dataset, as well as the prospects of the increasing data volume expected in the coming
years, particularly in terms of sensitivity to various diffuse fluxes from theoretical predictions.
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1. Introduction

Ultra-high-energy (UHE) photons serve as valuable tracers of the most energetic phenomena in
the Universe. The detection of UHE photons gives insights into cosmic-ray interactions with matter
and radiation fields, such as those in the Galactic plane or nearby extragalactic environments, as well
as into more exotic scenarios like the decay of super-heavy dark matter (SHDM) particles [1–4].
UHE photon fluxes at Earth are expected to originate primarily from the Milky Way and its satellite
galaxies. More distant sources are strongly attenuated, as photon interaction lengths are on the order
of 0.1 Mpc. Despite the rich physics potential, the diffuse photon flux is expected to lie several orders
of magnitude below the flux of charged cosmic rays, making direct detection unfeasible. As an
alternative approach, large surface detector arrays enable indirect detection by measuring secondary
particles from extensive air showers (EAS). In particular, photon-induced showers develop deeper
in the atmosphere and produce significantly fewer muons than hadron-initiated showers.

The Pierre Auger Observatory is based on a multi-hybrid design, aimed to study ultra-high-
energy cosmic rays using complementary detection techniques. The Surface Detector (SD) com-
prises an array of water-Cherenkov detectors (WCDs) arranged in triangular grids at 1500, 750, and
433 m spacings, and measures the electromagnetic, the hadronic, and the muonic components of the
EAS. To improve its sensitivity to the different air-shower components, which in turn would provide
valuable information toward the discrimination of photon primaries in the cosmic-ray background,
the final phase of the AugerPrime upgrade is currently undergoing [5]. This includes the installation
of the Underground Muon Detector (UMD) [6, 7], composed of buried scintillator modules located
next to WCDs in the SD-750 and SD-433. These stations are shielded by 2.3 m of soil to suppress the
electromagnetic component [8, 9] and measure air-shower muons with ≳1 GeV. Muons penetrating
the soil produce light in the scintillator bars, which is read out by silicon photomultipliers (SiPMs).

In this work, we propose a novel method for photon–hadron discrimination in the energy
range from 50 to 300 PeV using Graph Neural Networks (GNNs). By representing air showers as
graphs, we leverage GNNs to process the geometric detector layout and integrate input features
from both the SD-433 and UMD. The model architecture is built from graph attention layers, which
naturally account for any irregularity in the detector grid. After training and evaluating our method
with simulated air-shower events, we apply it to a subset of data used in previous photon search
studies [10], confirming its future application in larger datasets.

2. Simulations

Extensive air showers were generated with CORSIKA [11] using the hadronic interaction
model EPOS LHC [12]. The detector responses of the SD-433 and the UMD were modeled with
the AugerOffline framework [13]. Primary particles were sampled isotropically, with uniform
distributions in sin2 𝜃MC and azimuthal angle 𝜙MC, and energies spanning the range lg(𝐸MC/eV) ∈
[16.0, 17.5]. The simulation includes the arrival of secondary particles at the SD stations and the
propagation of muons through 2.3 m of soil to the UMD, along with the associated optoelectronics
response and signal acquisition for each detector.

A preliminary set of photon simulations was used for two purposes: first, to estimate the array
photon detection efficiency as a function of the primary energy and zenith angle; and second, to
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optimize the event reconstruction for photon-initiated showers.
The main set of simulated events was divided into training, validation, and testing data sets.

All events in these sets verify a minimum efficiency of 0.9. The training data set includes ∼160, 000
simulated events, equally divided between photon- and proton-induced showers. The validation data
set contains ∼40, 000 events with the same composition. The test data set comprises approximately
∼60, 000 photon and proton events, and an additional ∼50, 000 iron-induced showers, allowing
assessment of the model’s response to a broader range of primary masses.

3. Event reconstruction

Figure 1: Estimated reconstruction efficiency, 𝜀, for
photon-induced showers as a function of lg(𝐸MC/eV)
and sin2 𝜃MC. Contours for 99% and 90% efficiency
are shown in yellow and orange, respectively.

To quantify the performance of the SD-433
array in detecting photon-induced air showers,
we estimated the reconstruction efficiency by
fitting a probit model to the photon simula-
tions using a binomial likelihood. The effi-
ciency 𝜀(𝐸MC, 𝜃) quantifies the probability that
a photon primary with energy 𝐸MC and zenith
angle 𝜃MC is successfully reconstructed. In this
work, the analysis is restricted to events with
lg(𝐸MC/eV) ≥ 16.7, corresponding to a phase
space where photon–hadron discrimination is
currently acceptable. The zenith angle is indi-
rectly restricted by the efficiency requirement.
The resulting efficiency curves (see Fig. 1) re-
veal that the SD-433 array remains efficient
down to lower energies for vertical showers.
This demonstrates the potential for extending
photon searches to lower energy regimes in the
future, as long as separation remains feasible.

To ensure a consistent energy scale for all primary particles, all events in this study were
reconstructed using photon priors. To reconstruct the photon energy 𝐸γ of a primary, we adopt
a dedicated Monte Carlo calibration based on the lateral distribution function (LDF) of the SD
signals, similar to [10]. The energy estimate is based on the expected signal 𝑆(300) at 300 m from
the shower axis, selected as the reference distance for the SD-433 due to its optimal balance between
resolution and systematics [14].

It is important to note that the reconstruction procedure assumes the photon hypothesis: the
LDF and the inferred energy correspond to the expectation for photon-induced showers. When
applied to hadronic primaries, such as protons or iron nuclei, this introduces a bias due to their
higher muon content and distinct development. In other words, the approximation 𝐸MC∼𝐸γ holds
only for photon events. As a result, both the efficiency estimation and the reconstructed energy of
hadronic events (in data or simulations) will be systematically biased, since selection cuts are based
on signal observables calibrated for photons. Nevertheless, this does not affect the classification
performance, as the deep learning model developed in this work does not use the reconstructed
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energy as an input feature. The use of a photon energy scale, 𝐸γ , thus provides a consistent reference
for comparing and analyzing all primary types in a photon search.

The energy estimator is defined by

𝑆(300)
𝑔(𝜃) =

(
𝐸MC

100 PeV

)𝛼(𝜃 )
, (1)

where the power is a third-degree polynomial

𝛼(𝜃) = 𝛼0 + 𝛼1(cos2 𝜃) + 𝛼2(cos2 𝜃)2 + 𝛼3(cos2 𝜃)3, (2)

and the attenuation function takes the form of a Gaisser-Hillas curve

𝑔(𝜃) = 𝑔0

(
1 + 𝑥 − 𝑔2

𝑔1

)𝑔1/𝑔3

exp
(
−𝑥 − 𝑔2

𝑔3

)
, with 𝑥 = sec 𝜃 − sec 25◦. (3)

Calibration is performed using simulated photon showers that pass an efficiency cut of 𝜀 >

0.9. The resulting energy estimator is unbiased to within ∼1% across the interval lg(𝐸MC/eV) ∈
[16.4, 17.5], with an energy resolution of∼14% for zenith angles up to 45◦. In the range between 45◦

and 55◦, the bias can increase up to ∼5%, and the resolution degrades to ∼30%. The attenuation
function 𝑔(𝜃) is characterized by best-fit parameters 𝑔0 = 23.04 ± 0.06, 𝑔1 = 0.249 ± 0.014,
𝑔2 = −0.076 ± 0.003, and 𝑔3 = 0.165 ± 0.004. The exponent 𝛼(𝜃) is modeled as a cubic
polynomial in cos2 𝜃, with coefficients 𝛼0 = 1.96 ± 0.09, 𝛼1 = −4.49 ± 0.22, 𝛼2 = 6.06 ± 0.09, and
𝛼3 = −2.49 ± 0.06.

4. Graph representation and model architecture

An earlier version of the neural network used in this work was presented in [15], where a
dual-graph representation was used to separately encode information from the SD and the com-
bined SD–UMD event. In the current implementation, we adopt a refined design that reduces
memory usage, avoids redundancy, and allows for more flexible input handling, while retaining the
original concept of separating and analyzing the contributions from the SD, UMD, and their joint
information.

Each event is represented as a single undirected graph G = (V, E), where the set of nodes V
correspond to triggered SD stations connected by a set of edges E. The graph is described by three
matrices: the adjacency matrix 𝐴 ∈ R𝑁×𝑁 , where 𝐴𝑖 𝑗 = 1 if stations 𝑖 and 𝑗 are connected (up to
second neighbors in the 433 m triangular grid); the feature matrix 𝑋 ∈ R𝑁×𝐹 , containing for each
node spatial and temporal offsets relative to the station with the largest signal, number of working
photomultiplier tubes (PMTs) in each WCD, WCD measured signal, muon density 𝜌μ, and UMD
effective area1; and the trace matrix 𝑋traces ∈ R𝑁×𝑇 , consisting of the first 60 time bins (25 ns each)
of the averaged SD trace over available PMTs.

Due to data augmentation in simulations or the presence of non-operational UMD stations
in data, some nodes may have missing values in UMD-related features. These are handled using

1The effective area represents the projected area of the UMD modules in the shower front, accounting for the
orientation and geometric alignment of the modules relative to the incoming air shower. The muon density 𝜌μ is the
estimated number of muons divided by such area.
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Figure 2: Schematic of the updated neural network architecture and its modular subcomponents. A single
graph encodes SD and UMD information. Binary masks guide the Subgraph Extractor in generating SD,
UMD, and SD–UMD subgraphs. Trace features are computed and added to the relevant nodes before graph
attention layers (GATv2) are applied. Global pooling operations (mean, max, and sum) are performed on the
first and third GATv2 outputs, and their concatenation is passed to MLPs to obtain photon-like scores.

precomputed binary masks indicating the validity of each detector component at every station.
A dedicated subcomponent, the Subgraph Extractor, uses these masks to dynamically isolate the
SD-only, UMD-only, and joint SD–UMD subgraphs during training and inference. This approach
eliminates the need to store redundant graph copies and significantly reduces memory consumption
per event compared to the earlier design [15].

Fig. 2 shows a sketch of the improved architecture. The Trace Analyzer (TA), unchanged from
the previous network version, processes SD time traces using 1D convolutional layers, producing
features concatenated with the node attributes for SD and SD–UMD processing. The node features
are processed through three distinct Graph Analyzers (GA) corresponding to SD, UMD, and
SD–UMD. Each GA consists of three GATv2 layers [16]. In the updated network, pooling operations
(mean, max, sum) are applied to both the first and third outputs of the GATv2 layers, and the results
are concatenated before being passed to the classification multi-layer perceptrons (MLPs). This
enriches the final graph embedding by combining low- and high-level representations. Each of
the three graph-level embeddings is then processed by a dedicated MLP to produce a photon-like
classification score.

Unlike the earlier joint training strategy, the network is currently trained using a sequential and
independent path optimization approach: the UMD path is trained first; all other weights, including
the Trace Analyzer, other GATv2 layers, and MLPs, are kept frozen; next, the SD path is trained,
with its corresponding GATv2 and MLP, as well as the shared Trace Analyzer, being updated while
the rest of the network remains fixed; finally, the SD–UMD path is trained using its dedicated
GATv2 and MLP, keeping all previously trained components frozen.

This training strategy allows each head to specialize in extracting the most informative fea-
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Figure 3: Training and validation performance for each path. Left panel: binary cross-entropy loss.
Right panel: ROC-AUC scores. The close match between training and validation curves indicates stable
generalization.

tures from its respective data stream, while avoiding inter-path interference. Each sub-network is
optimized using the binary cross-entropy loss between its photon-like score and the true event label.

As shown in Fig. 3, the training curves for each information path remain closely aligned with
their respective validation metrics, indicating no significant overfitting. Among the three outputs,
the SD–UMD path consistently exhibits the highest performance. Notably, the UMD-only path
also provides strong discrimination, reflecting the value of direct muon measurements in photon
searches.

5. Photon-hadron discrimination

Figure 4: Estimated background contamination vs.
signal efficiency in four energy intervals. Shaded
bands correspond to bootstrap uncertainties on the ex-
ponential tail fits used to model the background score
distributions.

The trained deep learning model provides
effective separation between photon and hadron
primaries, with the SD–UMD score consis-
tently outperforming the UMD-only and SD-
only classifiers. This ordering in discrimina-
tion power is already observed in the training
and validation curves (see Fig. 3).

To quantify background contamination, we
focus on the SD–UMD score as the most power-
ful discriminator. Figure 4 shows the estimated
background contamination as a function of sig-
nal efficiency in four energy bins. Contamina-
tion was computed by modeling the score dis-
tribution of the most photon-like proton events
using exponential fits to the tail region. Due
to the limited number of events in the tails, a
bootstrapping procedure was employed to esti-
mate the uncertainty on the slope. Small variations in the slope significantly affect the background
contamination expectation at high rejection levels.
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At a fixed signal efficiency of 0.5, the average background contamination in the bins lg(𝐸γ/eV) ∈
[16.7, 16.9), [16.9, 17.1), [17.1, 17.3), and [17.3, 17.5) is below 8 × 10−5, 10−5, 10−7, and 10−8,
respectively. It is worth noting that these estimates include the effect of random PMT and UMD
module masking, as well as entire SD or UMD station removal, to emulate real operation conditions.
As such, they represent conservative values compared to idealized simulations.

To validate the applicability of the model to experimental data, we use a subset of events that
were previously burnt in a photon search using the SD-433 and UMD arrays [10]. These events
were acquired between December 2020 and March 2022 and correspond to approximately 10% of
the complete high-quality dataset.

For photon search applications, a candidate selection cut must be defined. Following standard
practice, we used the median of the photon score distributions in each energy bin to set the candidate
threshold. A linear model is used to describe the energy dependence. Figure 5 exhibits the scores
from all three classifiers as a function of the photon energy. Simulated photons, protons, and iron
nuclei are displayed for comparison, along with the burnt sample (black stars).

All three scores yield distributions that clearly separate photons from hadronic backgrounds,
with the SD–UMD score providing the cleanest separation. None of the events from the burnt
dataset cross the candidate cut in any of the three scores. The absence of candidates is consistent
with a fully hadronic population and aligns with the findings reported in [10].

Figure 5: Classification scores from the SD (top left), UMD (bottom left), and SD–UMD (right) heads as a
function of photon energy. Simulated photons, protons, and iron nuclei are shown, along with burnt sample
events (black stars). Dashed lines indicate candidate selection thresholds based on the photon medians.

6. Summary and outlook

We have developed a graph-based neural network to discriminate between photon and hadron
primaries in extensive air showers measured at the Pierre Auger Observatory. By encoding the
spatio-temporal information of the SD-433 and the UMD into a unified graph representation, and
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processing these through a multi-path architecture with graph attention layers, the model achieves
strong photon–hadron separation across the energy range 50–300 PeV. Using the SD-UMD score
of the GNN we achieve a background contamination level of at least 10−5 for a signal efficiency of
0.5 in realistic scenarios where one or more UMD stations are not operative.

The model was trained and validated on a realistic simulation data set that includes detector
inefficiencies and reconstruction with photon priors. Its performance was assessed on both test
simulations and a previously burnt subset of data, showing compatibility with hadronic expectations
and validating the application of deep learning techniques to data. Conservative background
contamination estimates were derived through exponential tail fits with bootstrap uncertainties,
which underscore the current limitation posed by the low statistics in the photon-like tail of proton
events.

Deep learning methods now complement traditional photon search techniques at the Pierre
Auger Observatory. As with previous approaches, the main limitation remains to be the exposure,
due to the extremely low expected photon flux. With accumulating statistics, future efforts should
prioritize more accurate background modeling and the enhancement of the sensitivity to photon
primaries. Whether through a discovery or the setting of tighter upper limits, these searches
will increasingly constrain cosmogenic photon fluxes and models involving SHDM particles. In
particular, the growing exposure of the SD-433 array and UMD will allow us to test the hypothesis of
a diffuse photon flux originating from pp interactions in the Galactic halo [17], as well as predictions
from two distinct SHDM decay scenarios [18, 19].
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