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ARTICLE INFO ABSTRACT

Keywords: The purpose of this paper is to provide a biometric based technology roadmap to advance personalized
Augmentative and alternative communication Augmentative and Alternative Communication (AAC) systems for individuals with disabilities. The proposed
Dfsabiliﬁy technology roadmap introduces two core components: an AAC biometric register and interoperable tech-
Biometrics . nological modules. The biometric register provides a structured framework for capturing and transforming
Technology roadmapping

physiological and behavioral traits to enable adaptive and context-aware communication. The interoperable
module design supports reconfigurable AAC architectures, ensuring compatibility across diverse interfaces and
devices. Together, these mechanisms establish a foundation for automated and scalable personalization in AAC
technologies. The study demonstrates that the proposed methodology for technology roadmapping effectively
connects established research with emerging computational practices. This is confirmed by the results of the

Expert elicitation
Automated border control

case study such as sign language recognition.

1. Introduction

This paper presents a biometric-centric technology roadmap for per-
sonalized Augmented and Alternative Communication (AAC) for people
with disabilities. AAC is intrinsically a biometric-enabled technology
that is inherently personalized. The main task of AAC is to provide
support to users with communication disabilities by leveraging indi-
vidual user features. We utilize biometrics to explore personalization
mechanisms in the AAC field.

Personalization is a key factor in AAC tool performance and ef-
ficiency, (Curtis et al., 2022; Light et al., 2019; McNaughton et al.,
2019). AAC devices are generally designed for the “average” commu-
nication disorder, with possibilities for adaptation to individual user
features. Traditional expert-driven adaptation is a costly and inefficient
procedure due to the time variability of individual features. This paper
contributes to the challenging problem of automatic adaptation of AAC
tools for users. Personalization is implemented as an interactive process
between the individual and the AAC device, aiming for step-by-step
adaptation to individual features. Automating this process requires the
development of specialized computational mechanisms. The theoretical

foundation of automatic adaptation addresses cognitive dynamic mod-
els, (Haykin, 2012; Hilal et al., 2023), while implementation refers to
self-aware computing, (Hoffmann et al., 2020).

Despite the availability of various AAC tools, their efficacy is often
compromised by individual features (e.g., physical limitations, visual
disturbances, atypical speech and hand gesture patterns). Personaliza-
tion ultimately leads to privacy issues. Adaptation assumes that indi-
vidual features are identified in real biometric traits, while delegation
means that the user intentionally (or by default) delegates preferred
features into synthetic traits (virtual domain). For example, consider
a gesture-to-speech transformation (Fig. 1): real video-recorded hand
gestures are decoded into the synthetic audio domain, in the form of
words and linguistic approximation of speech.

The usability of biometric traits for identifying people with disabili-
ties was studied in Ten Brink et al. (2019), Blanco-Gonzalo et al. (2018).
In the AAC, both real and synthetic biometric traits are deployed as
shown in Fig. 2. Both real and Al-generated physiological traits include,
in particular, face images, fingerprint images, and iris images. Examples
of behavioral traits include real and synthetic voice, facial expressions
of emotions, and gestures.
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Fig. 1. Example of transformations: a human-performed hand gestures (real
personality) are translated into a synthetic speech (virtual personality).

The development and deployment of biometric applications for peo-
ple with disabilities are governed by various regulations. In particular,
a Technical Report by International Organization for Standardization
(ISO) (International Organization for Standardization, 2015) estab-
lishes a taxonomy of biometric ID management for individuals with
disabilities. However, no guidance was developed regarding the design
of the AAC biometric-enabled systems.

In our study, we intend to contribute to bridging this gap. The
framework for biometric application in the AAC is proposed in our
work in the form of the AAC biometric register, biometric transformations,
and the AAC interoperable technological modules. The biometric register
is a set of biometric traits that are used in transformations of biometric
traits for the AAC purposes.

The concept of interoperable technological modules is an emerging
trend in biometric-enabled applications, including AAC systems. This
approach aims to achieve the highest levels of standardization and
unification across technologies. Interoperability offers numerous ad-
vantages, such as enhanced functionality, greater availability, improved
accessibility, and increased performance. Among these, the ability to
reconfigure system components stands out as a key benefit of interoper-
able systems (Elsahar et al. (2019)). For instance, commonly used AAC
converters, such as text-to-speech and speech-to-text systems, comprise
two interoperable modules: a speech analyzer and a linguistic analyzer.
Our study aligns with this trend by proposing a systematic design
methodology grounded in best practices in biometrics.

We consider AAC solutions for both individuals with disabilities and
their communication partners. Effective communication in this context
relies on the AAC systems that satisfy the criteria of interoperability
(the ability of different AAC types to exchange information and function
together), compatibility (matching the AAC and information content to
the individual’s need), and reconfigurability (the ability to customize
the AAC to meet the needs of an individual). For example, accordingly
to the communication scheme shown in Fig. 3, the AAC for an indi-
vidual with a hearing impairment must adapt to the AAC used by an
individual with a speaking impairment and that of a first responder, a
healthcare worker, or a family member.

The documented references on using communication channels to
reach individuals with communication disabilities include the guidance
and best practices of the UK Government (2021), the document by
the US Department of Homeland Security (2024), and educational
efforts such as a survey by Sauerwein and Burris (2022) on 265
speech-language pathology programs taught in USA. However, the com-
municators’ teaming using their personalized AAC devices is an open
problem, requiring an innovative technological solution. Our work also
addresses this challenge.

In this paper, we focus on the AAC personalization that extends
the recently reported results by Yanushkevich et al. (2025), where
the concept of AAC channel in the context of expert elicitation was
discussed. We also refer to work of Shaposhnyk et al. (2024), where
the AAC was considered as a support of first responders.

This paper adopts a social model that views disability as a part of
human diversity and a matter of perception, as per Wright (2024). In
contrast, the medical model defines people as disabled due to their
physical impairments. Our work contributes to mitigating social bar-
riers by leveraging AAC personalization in the following ways:

Taxonomized exploration: We provide a structural exploration of
the AAC field, aiming at identifying trends and challenges in
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biometric-enabled projections. The value of this exploration lies
in creating conditions for technology transfer from biometrics and
biometric-related fields to the AAC field.

Novel approach to technology roadmapping: We develop a new
approach to personalized AAC technology roadmapping based
on advances in Al In this approach, existing fragmented studies
are considered in the context of current demands and long-term
design strategies.

Creation of the AAC biometric register: We introduce an AAC biomet-
ric register for AAC channels. Instead of the commonly accepted
paradigm in the AAC research community, where biometrics are
specified by default, we propose a systematic, in-depth approach
that benefits from identified causal relationships between AAC
demands and advanced biometric solutions, with a focus on the
transformation of biometric traits.

In addition to the above contributions, there are other results that
can be useful to the developers of AAC systems. In particular, this paper
proposes reference protocols to support the expert elicitation process
for the AAC system lifecycle. To explain why impressive achievements
in the AAC field have not yet been deployed in mass-transit hubs
such as airports, we conducted an experimental survey of hand gesture
recognition using advanced Al tools.

The following terminology is used in the paper:

+ AAC biometric register — a list of biometric traits used for AAC.

» AAC perception-action cycle — key mechanism of AAC personaliza-
tion based on a cognitive dynamic system model.

» AAC reference technology — advanced technology used for the AAC

technology roadmapping.

AAC technology roadmapping — forecasting of the AAC technolo-

gies.

Assistive biometrics, or impairment-conditioned biometrics — bio-
metric traits used in AAC, such as emotion recognition condi-
tioned by facial muscle impairments, speech or/and voice con-
ditioned by speech/voice disabilities.

Biometric enabled AAC channel — a sequential arrangement of
interoperable technologies (devices) for implementing an AAC
channel for individuals with disabilities.

Biometric transformation — conversion of one type of biometric
trait to another for the AAC, e.g., converting a hand gesture to a
synthetic voice or an animated avatar, and vice versa, converting
a voice to avatar gesture.

Personalization of the AAC channel — (1) adaptation of the AAC to
individual users; (2) delegation of specific functions to the AAC.

The paper is organized as follows. Related biometric-centric works
in the field of AAC are analyzed in Section 2. A three-step technology
roadmapping is introduced in Section 3. The results on the development
of the AAC biometric register are reported in Section 4. In Section 5,
a model of the AAC channel is described. An approach to the AAC
personalization is described in Sections 6 and 7. Section 8 describes the
proposed usage of expert elicitation. Section 9 considers the experimen-
tal case studies and the AAC application in automated border control.
Section 10 concludes this paper.

2. Previous works and problem formulation

In this section, we report the results of categorical qualitative and
quantitative analysis of previous works, as well as comparative results.
We specify the area of comparative analysis and divided evaluation
criteria into qualitative and quantitative parts.
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Fig. 2. Biometric-centric landscape of an alternative communication for people with disabilities: real and synthetic behavioral traits.

Individual A >
N————

Interoperable,
Compatible, and ~
Reconfigurable AAC

Individual B
N—— ———

Communication impairment

Communication impairment

Fig. 3. Illustration of interoperability, compatibility, and reconfigurability of the AAC system to enable a two-individual communication.

AAC Message

3
Individual B —

Individual A —

Probing Messages

Environment

This paper

Fig. 4. Specification of comparative analysis. Two kinds of AAC messages for individual A: communication with individual B (left) and sensing the environment
(right). Both are in demand for personalization but we are focus only on AAC messages.

2.1. Specification of the comparative analysis

Area of personalized AAC is a part of a wide range of AAC devices
and systems. Our comparative analysis addresses only this area. To be
specific, we framed this particular area as follows. First of all, in our
study and development of personalized AAC, we advocate the theory of
personality computing that concern with three problems: (1) automatic
personality perception, (2) automatic personality recognition, and (3)
automatic personality synthesis, e.g., Phan and Rauthmann (2021).
Behavioral patterns are perceived from text, audio, video, mobile phone
data, digital footprints, and online games. Some of them are the object
of recognition. Personality synthesis generates digital personalities via
virtual, or embodied agents (e.g., avatars, social robots, smart homes).

Personalization manifests itself through (1) adaptation of an AAC
device for user-specific features (e.g., a voice synthesizer to a user with
speech impairment, a gesture recognizer to a user with an impaired
motor function), Morrison et al. (2023), or/and (2) delegation of spe-
cific features to the AAC channel (e.g., face and facial expression to
avatar, voice to speech synthesizer), Aylett et al. (2020), Zhang et al.
(2022). For voice and speech synthesizers, adaptation and delegation
mechanisms are implemented through changes in voice volume, tone
(e.g., warm, cold, harsh, smooth), speed, pitch (highness or lowness of
voice), and vocal qualities (such as breathiness, creakiness, or nasality).
For hand gesture recognizers, the adaptation mechanism accounts for
impairment-related biases, such as gesture speed and amplitude, as well
as biases caused by finger impairments.

Personality computing includes two types of interactions: human-
human and human-environment. Our study limited by human-human
communication that relies on face recognition (family members, class
participants, party attenders) in conjunction with auditory perception
(pronounced name) and, thus, requires personalization. Fig. 4 illus-
trates these interactions, where individual A requires two kinds of per-
sonalized support: communicating with individual B using communica-
tion messages of the AAC (our study) and in sensing the environment
using probing messages and devices (out of our study).

Below, we have provided a comprehensive set of markers for per-
sonalized AAC comparative analysis in specified area in terms of crite-
ria and categories.

2.2. Qualitative and quantitative comparative criteria

To the best of our knowledge, there is no commonly agreed set of
evaluation criteria upon which to base a comparison of methodologies

for the personalized AAC system design. This is the reason to separate
the qualitative and quantitative comparative analysis.

We classify the AAC qualitative criteria, which are often informal
and ill-defined, into the principal categories, such as taxonomy, trends,
and technology roadmapping. We consolidated these explicit criteria
to evaluate the personalized AAC reported in the references and stan-
dards, supplemented by the implicit criteria based on our experience of
biometric-centric system design and teaching.

In contrast, the quantitative criteria are well determined and formal-
ized; they includes datasets and various kinds of accuracy of recognition
that accomplished a wide range of risk assessments. Comparative sum-
mary over these criteria is given in Section 9. The experimental case
studies helped to identify the key implementation factors and practical
issues encountered by the ACC systems deployed in mass-transit secu-
rity systems. Specifically, using advance technologies, we confirmed
the previously reported results with potential for improvement. We
identified a socio-technological gap AAC devices in border crossing
infrastructures.

A meaningful sample of qualitative categorized previous studies
given in Table 1. This sample allows researchers to make inferences
about the entire AAC field. The following key categories are deter-
mined: taxonomical view and trends, societal-technology marking, per-
sonalization and expert elicitation, and education. These categories
reflects various aspects of the AAC design challenges.

2.2.1. Category I: AAC taxonomical view and trends

The first principal category “AAC Taxonomical View and Trends”
in Table 1 arose from a systematic review of 562 articles published
from 1978 to 2021, Curtis et al. (2022), and a conceptual vision of
the AAC technology landscape presented by Blasko et al. (2025), Light
et al. (2019, 2025), McNaughton et al. (2019). We also refer to 47
studies published between 2017 and 2025, and reviewed in Benevento
et al. (2025). The latter review provides additional dimensions, by
identifying the AAC trends and design challenges on the AI platform
and user-centric design. The AAC manufacturer perspective have been
offered by Bonar et al. (2024).

2.2.2. Category II: AAC societal-technology marking

The second principal Category II “AAC Societal-Technology Mark-
ing” in Table 1 is formed based on the reports to the European Par-
liament by Nierling et al. (2018b,c,a,d). This category captures the
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A meaningful categorical sample of comparative analysis of previous and related work in the AAC design area: taxonomy, trends, societal-
technology marking, personalization and expert elicitation, and education. Aggregated categorization of this paper finalizes the sample.

Authors

Description

Design challenges

Category I: AAC Taxonomical View and Trends

Curtis et al. (2022)

Systematic review and taxonomy of high-tech
AAC devices and interventions using 562
articles. Focus on dominant characteristics of
high-tech AAC, research methods toward the
AAC design, and AAC users.

Non-verbal communication
(gestures, sign language, facial
expression, eye contact) and
group communications.

Blasko et al. (2025), Light
et al. (2019, 2025),
McNaughton et al. (2019)

Conceptual approach to research and
technology development focusing on advances
in the AAC field (accessibility, training,
community support, emerging technologies).

User-aware design,
personalization, accessibility,
training, optimization, precision,
practice-centric research.

Category II: AAC Societal-Technology Marking

Nierling et al. (2018b,c,a)

Conceptual marking assistive field based on
current societal and emerging technologies.
Creation the platform for AAC technology
roadmapping.

User-aware design, autonomy,
risks, legislative and regulatory
frameworks

Category III: AAC Personalization and Expert Elicitation

Mordaschew et al. (2024)

There are 688 workshops for disabled workers
in Germany, employing over 310,000 people at
almost 2800 locations. Research question is

High potential of digital twins for
disabled workers for performance
maximization.

how to adapt individual personality to job

requirements.

Vella et al. (2022)

An approach that carry out between a team of
therapists and a team of human—computer
interaction researchers. Research question is

Efficient expert collaboration is
necessary requirement for AAC
personalization.

how to achieve the best performance.

Category IV: AAC in Education

Sauerwein and Burris (2022)

A survey was developed to obtain information
on introductory AAC course design presently
taught in USA. Survey sources include 265
speech-language pathology programs, 173 AAC

Improvement of AAC education:
enrollment and course delivery,
learning objectives, content,
assignments, textbooks.

experts and professional educators.

Our study: Biometric Technology Roadmapping for AAC

This paper

AAC technologies.

Technology roadmapping that adheres to the
best biometric practices is a step toward future

Human-in-the-loop, self-aware
computing, digital twin, expert

conditions necessary for the AAC technology roadmapping, in the socio-
technological context of AAC deployment. We distinguish the three
deployment scenarios of the personalized AAC system as illustrated
in Fig. 5. The first scenario assumes that the AAC is implemented in
the forms of a software (Fig. 5a). This is not a cost-effective solution,
as it is independent of the users’ communication needs or conditions.
The second deployment scenario relies on the smartphone apps to be
developed to provide access to a system placed in cloud infrastructure.
This advanced approach, known as a mobile cloud computing, allows for
a drastic reduction in the cost of assistive service (Fig. 5b). Further
improvements toward personalization depend on the access to cloud
computing resources (Fig. 5¢). For example, an on-body communication
hub for people with disabilities has been proposed by Shaposhnyk et al.
(2024).

2.2.3. Category III: AAC personalization and expert elicitation

The third principal Category “AAC Personalization and Expert Elic-
itation” in Table 1 emerged from the two studies: the best practices
for potential massive applications of AAC based on the digital twin
concept, (Mordaschew et al., 2024), and an advanced design platform
for expert elicitation, by two kinds of experts: therapists and computer
engineers, (Vella et al., 2022). The roles of the experts are of critical
significance in achieving the personalization benefits.

Personalized AAC computing incorporates the human-in-the-loop
principle. The latter assumes that a user interacts with the AAC tool
to adapt to individual features of their communication disorder, (Kim
and Pardo, 2018). This is also coherent with the concept of digital
twin. The digital twin approach represents the best practice of adaptive

elicitation.
Cloud Crou
computing ek
e’ computing
~p N’
N\ ' 4 \V&
Computer H
P Smartphone o B‘?dy A
Communication
Hub

Personalized

Personalized Personalized
System System System
User User User

(a) (b) ()

Fig. 5. The three scenarios for deployment of the personalized AAC systems:
(a) an autonomous system installed on a personal computer; (b) a system
that uses cloud resources via smartphone apps; (c) a system that uses cloud
resources via on-body communication hub.

computing, (Lehner et al., 2021). The idea is to adapt an AAC system
to an individual user, this user must be included in a loop called a
perception-action cycle, where both the AAC and the user interact.
A mechanism for implementation of this principle is called a self-
aware computing, (Hoffmann et al., 2020). Self-awareness can be viewed
as a bridge between the traditional computing systems and cognitive
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Human-in-the-loop principle

AAC
. Self-aware computing
Personalized = Lo i
. Cognitive dynamic model
Computing

Digital twin approach

Fig. 6. Personalized AAC computing includes a human-in-the-loop principle
and its implementation using a self-aware computing, the cognitive dynamic
models, and the digital twin.

dynamic model, (Hilal et al., 2023). The key properties of the self-
aware computing include the ability to learn and reason. Examples are
teachable assistive systems, (Morrison et al., 2023). Fig. 6 illustrates this
four-fold framework.

2.2.4. Category IV: AAC in education

The progress of AAC field depends on the education of both the AAC
designers and users. The fourth principal category, “AAC in Education”,
included in Table 1, is supported by the survey by Sauerwein and Burris
(2022). The survey reviewed about four hundreds educational sources
and suggests recommendations for advancing the area. Examples of
university courses and materials that contribute to the AAC education
include the following: Wolbring et al. (2025) developed the course
for undergraduate and graduate level based on the intersectionality
concept; the course is offered “not only to students in critical disability
studies degrees but to students in courses of any degree where disabled
people are mentioned or ought to be mentioned and where the content
of the degree taught is expected to impact the lived reality of disabled
people”. A textbook by Yanushkevich and Guest (2026) covers design
of the biometric-enabled systems that integrate components of the
AAC for security checkpoints, mobile biometrics, forensic systems and
weareables.

2.3. Problem formulation and research questions

The above comparative exploration of the AAC field highlights sev-
eral emerging problems that indicate a critical demand in technology
roadmapping for personalized AAC These problems are formulated in
the form of the following research questions:

1. How to apply a technology roadmapping to design the individual-
centric AAC tools? What is the practical value of this methodol-
ogy for the AAC field?

2. How to use the best practices in biometrics for AAC advances?
Does technology transfer from biometrics to the AAC field ben-
efit the latter?

3. Is it feasible to deploy the AAC tools in mass-transit systems
such as airports? What is the key obstacle? Why are the AAC
tools still underutilized in applications such as airport security
checkpoints?

3. Discovering technology milestones

Technology milestones traditionally represent the forecast of the
AAC technology landscape. This section uses a three-step approach.

3.1. Technology roadmapping

In our approach, we utilize technology roadmapping for the per-
sonalized AAC field. Technology roadmapping is a multistage strategic,
long-range and long-term planning in R&D that requires (1) monitoring
the technology trends, (2) identifying similar technologies, and (3)
discovering technology opportunities. This also includes identification
of technological gaps and obstacles, criteria of evaluation, factors of
evolution, and resource allocation.
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Technology roadmapping can be understood as an “approximation”
along the technology milestones and an “extrapolation”, or prediction,
of technology challenges. The research community has documented
examples of technology roadmapping in related fields. The results of
technology roadmapping are presented in a time-based format, such as
milestones and causal graphs that link technology-related issues and
business decisions, such as in De Weck (2022).

Hence, applying the technology roadmapping concept to the AAC
field requires an initial state-of-the-art technology assessment, identifi-
cation of trends and specifications (AAC personalization), and forecast-
ing of the AAC technology landscape.

3.2. Three-step approach

The most related to our approach is causal roadmapping developed
by Dang et al. (2023). In this approach, the background knowledge
helps to construct the causal model for reasoning on initially for-
mulated questions. Building upon causal knowledge, we use different
mechanisms for its extraction and exploration. In our approach, (1)
the discovery mechanism based on causal questions is replaced by the
reference technology, and (2) the causal structure is replaced by causal
mapping.

Given the state-of-the-art AAC technology landscape, technology
roadmapping of personalized AAC is defined as a three-step process:

Step 1: Define reference technology and identify reference milestones.

Step 2: Map the reference milestones into the state-of-the-art AAC. This
results in a new AAC technology landscape with clusters of
milestone candidates.

Step 3: Create the AAC technology roadmap from the clustered technol-
ogy landscape.

Therefore, the main expert decisions on road mapping concern
labeling milestone candidates. Specifically, each cluster of potential
milestones must be examined to roadmap the personalized AAC.

3.3. Reference technology roadmap

We chose the personalization model known as the digital twin
model as a reference technology for roadmapping. Thelen et al. (2022)
proposed a five-dimensional taxonomy of digital twin: physical system,
digital system, an updating engine, a prediction engine, and an op-
timization dimension. Rationality of this taxonomy is justified in the
second part of the work by Thelen et al. (2023), where the formal
notions of techniques and approaches are given. Let us interpret each
of the five taxonomical dimensions as the reference milestones and
causally map into the state-of-the-art of personalized AAC tools (see
Section 2). The result of such mapping can be interpreted as the AAC
technology landscape in terms of a sample of milestone candidates:

Conceptually, this causal mapping attempts to translate a general-
ized technology model, i.e. digital twin, into another technology model.
Note, this methodology of conceptual knowledge mapping is common
in practice. Typically, this mapping is represented in graphical form
with links between related concepts, but we use the notion of technol-
ogy milestones. In our approach, the abstract technology milestones are
related to their specification from the AAC field. For example, the first
two reference milestones, <Physical system> and <Digital system> in
roadmapping in Fig. 7 are related to the potential milestone <System
specification> in the AAC technology landscape.
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[ilestone candidates

System specification
Reconfigurable structures
Human-in-the-loop principle
Availability and accessibility
Expert elicitation
Experimental case studies

and open problems

AAC technology landscape

Fig. 7. Our approach is compatible with to the most efficient model of personalization known as a human digital twin. The proposed technology roadmap includes
the reference technology milestones as shown on the left plane. Causal mapping of these reference milestones onto the AAC technology landscape results in a set
of a milestone candidates (right plane). This technology landscape is a guidance to the strategy for developers of future generation of the AAC systems.

Table 2

Challenges of milestone candidates for the AAC technology roadmapping.

State-of-the-art

Challenges

Milestone candidate I: System specification (Section 4)

Fragmentary developments

Biometric-enabled system

Milestone candidate II: Reconfigurable structures (Section 5)

Not specified

AAC reconfigurable channel

Milestone candidate III: Human-in-the-loop principle (Section 6)

Teachable systems

Cognitive dynamic system model

Milestone candidate IV: Availability and accessibility (Section 7)

Fragmentary developments

Prioritized goals

Milestone candidate V: Expert elicitation (Section 8)

Fragmentary developments

Semi-automated expert support

Milestone candidate VI: Experimental case studies (Section 9)

Fragmentary developments

Socio-technological best practice

3.4. Technology milestones candidates

The three roadmap indicators characterize the AAC technology
landscape: (1) milestone candidates, (2) their state-of-the-art, and (2)
their challenges. Table 2 provides the preliminary results of technology
roadmapping.

The first milestone candidate is speculating the AAC as a biometric-
enabled system. The literature reports fragmentary developments. Bio-
metric technologies are necessary for personalization attributes of
physical systems (acquisition, recognition, and processing of biomet-
ric traits) and digital systems (e.g., synthetic biometrics) regarding
roadmapping in Fig. 7. Note that this view is congruent to the notion
of human digital twin, as in Miller and Spatz (2022). Details are given
in Section 4.

Challenges of the second and third milestone candidates address
the core mechanism of personal system design, i.e. updating and pre-
diction engine accordingly to the roadmapping in Fig. 7. Details of
reconfigurable AAC are not systematized or specified in the AAC field.
Still, developing teachable systems based on the human-in-the-loop
principle in a related area, e.g., Morrison et al. (2023), is a step forward.
Specifically, components of the AAC channel must be reconfigurable
and integrated into a perception-action cycle of the cognitive dynamic
model. Details are given in Sections 5 and 6.

The fourth milestone candidate represents the optimization dimen-
sion according to the reference milestone in Fig. 7, which is represented
by the socio-technological dimension “Availability and accessibility”.
This is a prioritized challenge in R&D AAC. Availability and acces-
sibility of AAC correspond to a wide range of optimization criteria
and conditions for personalized AAC design, e.g., low cost, person-
alized interface, computational resources (personal computer and/or
cloud), on-body communication hub as an alternative (or extension)
to smartphone. Details are given in Section 7.

Experts play a central role in the AAC personalization, as em-
phasized in the fifth roadstone candidate. The aim is to support the
expert elicitation process. The problem is that most phases of R&D and
application of personal tools require expert knowledge from various
fields. Developing semi-automated expert support and protocols for
teamwork of experts is a challenging task, as indicated in Bojke et al.
(2021). Details are given in Section 8.

Thelen et al. (2023) emphasized that demonstration of a model,
best practices, and open sources (e.g., free-to-use tools and datasets) for
R&D are accelerators of progress in implementing the personalization
concept. The sixth milestone candidate reflects this fact. Contemporary
AAC systems only partially satisfy this requirement, e.g., gesture recog-
nition using datasets as summarized in Emporio et al. (2025) as a part
of a gesture-based communication channel. Experimental case study
is needed for identification of the best socio-technological practices.
Details are given in Section 9.

4. System specification: AAC biometric register

This section aims to show that the AAC biometric register com-
pletely satisfies the requirements of the system specification and must
be considered as a technology milestone toward personalization (first
milestone candidate in Table 2).

We define the AAC biometric register as a list of biometric traits
for applications in the AAC. This paper frames each biometric trait by
the AAC’s requirements and limitations. The identification, recognition,
and application of each biometric trait are well documented. In our
study, we focus on transforming biometric traits to address the AAC
field. Nine types of biometric traits are included in the AAC biometric
register (Fig. 8):
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Fig. 8. Illustration of the biometric-centric AAC personalization within the dimensions of biometric traits, biometric transformations, and their digital twins,
including synthetic biometrics. The AAC biometric register that captures the 9 most usable biometric traits is the core of the personalized AAC technology
roadmapping. The relationships between the biometric traits are determined by the transformations, or translations, to enable communication for individuals

with disabilities.

Trait of type (1): Face is considered as a transmitter of information en-
coded as emotion state, lip movement, eye gaze, and head move-
ment. Synthetic face can be used to represent themselves, express
their identity in online communication. It is a common practice
of avatar visualization with integrated voice and emotions.

Trait of type (2): Facial expressions convey information about the
emotional states. Given a facial image, facial expressions can be
automatically recognized, synthesized, and converted to other
traits (e.g., gesture, voice, and lip movements).

Synthetic facial expressions can be integrated into avatar face
visualization and manipulated intentionally or synchronized with
real emotions.

Trait of type(3): Lip movement can be decoded and converted to
other traits (e.g., facial expressions, gestures, and auditory sig-
nals). Synthetic lip movement can be integrated into a talk-
ing avatar-visualized face, converted to text, or converted to
avatar-visualized gestures.

Trait of type (4): Eye gaze can be decoded and converted to other traits
(e.g., gestures, auditory signals, lip movements, and facial expres-
sions). Synthetic eye gaze is useful data structure for modeling
and training people to use these alternative communication.

Trait of type (5): Hand gesture can be recognized, synthesized, and
converted to other traits (e.g., facial expressions, lip movements,
auditory signals, and emotional states). Synthetic hand gesture
can be used for conversions such as text-to-gestures and speech-
to-gesture, teaching, training, and modeling.

Trait of type (6): Auditory signals (words and speech) can be recognized,
and converted to facial expressions, lip movements, and eye gaze.
Synthetic voice and speech can be used for various transforma-
tions of data structures, e.g., gesture-to-speech, text-to-speech,
gaze-to-words, and emotion-to-words.

Trait of type (7): Breathing encoded signals can be decoded and con-
verted to other traits that are useful for communication, e.g., audi-
tory signals, facial expressions, and gestures. Synthetic breathing
can be used for teaching and training, and modeling with avatar
technique assistance.

Trait of type (8): Emotional state (e.g., stress, anxiety, and depression)
can be recognized using a set of physiological signals such as
heart rate variability, blood pressure, breathing function, EEG,
electromyography, photoplethysmogram, respiratory activity, pe-
ripheral skin temperature. These states can be transformed into

avatar visualized synthetic traits such as facial expression, lip
movements, and eye gaze.

Trait of type (9): EEG is the base of brain-to-brain interface for mutually
exchanging decoded neural information between two brains. Re-
cent achievements, e.g., brain-speech interface referred to in Met-
zger et al. (2023), Moses et al. (2021), demonstrated potential to
be useful for the AAC. Synthetic EEG are useful for training and
modeling.

5. Reconfigurable structures: AAC channel

Adaptation of the AAC to the individual user (or group of people)
requires a reconfiguration (structural or parametric) of the system
(second milestone candidate in Table 2).

5.1. Basic definitions

Communication is a joint activity aiming at transmitting and receiv-
ing information. The message is sent through the channel to another
person who has to understand it.

» Human communication abilities include verbal communication

(message exchange in linguistic form) and non-verbal communi-

cation (message exchange using body language, touch, and facial

expressions).

Models of communication are understood as an abstract and sim-

plified representations of communication process. Typical compo-

nents of the human communication model are the person-sender,

the message, the channel, the person-receiver, and the feedback

loop (Fig. 9).

Notion of channel addresses the senses for perceiving the mes-

sage: seeing, hearing, touching, smelling, and tasting.

Models of human communications are based on face-to-face in-

teractions with integrating verbal and nonverbal communication,

reflecting personality (dialect, styles and manner of talking and

facial expressions, tone of voice, arms and hands).

« Alternative communications are represented by the scheme Face
(gesture)-to-AAC to Face (gesture).
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Fig. 9. An AAC model of the communication process between two individuals: the channel is designed to perceive the message through seeing, hearing, touching,
smelling, and tasting; messages (e.g., words, facial expressions, gestures) are encoded and transmitted via the channel from one individual to another, and decoded
as required; the automated recognition tools help both the encoding and decoding. For example, decoding could be the process of converting a written text into
a spoken language, while encoding could be converting a spoken language into a written text.
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Fig. 10. The AAC channel can be configured or reconfigured for operating in one of the three modes of biometric transformations, accordingly to the

reconfiguration request.

Models of communication are categorized according to applica-
tions. The AAC require the development of specialized models where
components of channels can imitate speech, hearing, and vision using
recognition techniques and synthetic equivalents, e.g., synthetic voice,
synthetic facial expressions, synthetic language such as speech and
text/written constructions, as well as hand gesture languages. These
and other components must be connected to achieve the desired goal,
e.g., conversion of written words to voice, transforming speech to
gestures using avatar visualization.

5.2. Taxonomy of the AAC channel

The biometric register in Fig. 8 includes suggestions to distinguish
original and synthetic biometric traits. Let us apply this taxonomical
view to the AAC components. Denote:

— Biometric trait as B-trait - behavioral biometrics; this may in-
clude facial biometrics, body gesture, and impairment-
conditioned behavioral biometrics, including facial expressions,
eye gaze, eye blinking, lip movements.

— Intermediate data structure as I-trait structure — additional
non-biometric elements incorporated into the AAC process, such
as synthetic biometrics, text, and avatar visual or/and audio
representations.

Two basic components, the B-trait and the I-trait, can encode an
arbitrary message from a person with communication disabilities. Fig.
10 illustrates this AAC channel model under a reconfiguration request.
The output produces three kinds of transformations between I-traits and
B-traits. Details of these transformations are illustrated in Fig. 11.

The first transformation mode in Fig. 11(I) represents the conversion
of an I-trait of type (a) into an I-trait of type (b), and vice versa.
For example, in Hyppa-Martin et al. (2024), synthetic emotions are
converted into synthetic voice. The second mode of transformation in
Fig. 11(ID) illustrates the relationship between the real and synthetic
biometric traits. The third mode of transformation in Fig. 11(III) reflects
the conversion between the real biometric traits. These modes reflect
various possibilities for composing an AAC channel for a given indi-
vidual. For example, the individual’s emotional state can be detected
in voice pitch, which is synchronized with both the facial expression
and body language, as well as with the biomarkers such as heart rate
variability and blood pressure. Emotion visualization involves all three
modes; for example, facial expressions and hand or body gestures are

synthesized in response to the text and speech words such as feeling
good (bad, happy, sad), smiling, being confused, angry, disgusted or
surprised.

5.3. Examples of biometric-enabled AAC channels

Consider the AAC channel for communication with a hearing-
impaired traveler. The ABC provides the AAC channels as drawn in Fig.
12. Linguistic approximation is needed between recognized gestures to
construct a Speech data structure. For this purpose, the mediated data
structure Text is needed. In response, gestures must be extracted from
speech. Text data structure is preferable for this processing. Conversion
Gesture-Speech can be used for arbitrary sign language (e.g., American,
Indian, Filipino, etc.) for people who are deaf or speech-impaired.
Note that this AAC Traveler-Officer interaction can be significantly
simplified in the case of Traveler-Machine interactions because gesture
recognition can be embedded in automated border control.

5.4. Generalization of AAC reconfiguration

The AAC channel for two persons can be generalized for teamwork.
Fig. 13(a) introduces a teamwork of two groups of people with varying
communication disabilities, Team I and Team II. This teamwork is
possible only if the configurable AAC devices, called a Communica-
tion Hub, are available. For example, the communication path in Fig.
13(b) states that first individual (Teammate-1) with communication
disability AAC; communicate with sixth individual (Teammate-6) using
reconfiguration AAC,_.

An example of a multi-target personalization has been introduced
in Mordaschew et al. (2024). The authors studied a virtual representa-
tion of disabled workers (individual impairments, skills, and dynamic
behavior) for prospective production planning and production control.

6. Human-in-the-loop: Personalization

AAC personalization can be achieved using adaptation strategy.
There are three main levels of adaptation within the personalized AAC
systems: a user-configured adaptation (manual settings), a context-
aware adaptation (semi-automated), and a dynamic Al-driven adjust-
ment (automated, learned from interactions with the user in real time).
Adaptation is implemented using the perception-action model of com-
puting with human-in-the-loop, also known as self-aware computing.
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Fig. 11. The three modes of transformation of biometric traits in a personalized AAC: (I) within the synthetic domain; (II) between the real and synthetic domains,

and (IIT) within the real domain.
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Fig. 12. The AAC for hearing- and speech-impaired individuals and officers: (a) gesture biometric is transformed to speech biometric using a text as intermediate
data structure; (b) speech biometric is transformed to gesture biometric that is visualized using an avatar technology.
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Fig. 13. Team work using a generalized AAC reconfiguration: (¢) Communication between two teams with varying communication disabilities. Any teammate
of the first team with personalized AAC 1,2, and 3 can communicate with any teammate of the second team with personalized AAC 4, 5, and 6; (b) example of
communication between the first and sixth individuals (Teammate-1 and Teammate-6).

This corresponds to the 3rd and 4th milestone candidates displayed in
Table 2.

In Fig. 14, perception-action cycle includes Perceptor that learn
individual features and make reasoning, Actuator that illuminate the
individual patterns and make action on adaption a device to these
patterns, and Individual that can evaluate an adaptation using stimuli
(control signs from actuator) and automatically report a current adap-
tation state to perceptor using an appropriate sensors. Then, the cycle
is repeated to achieve an acceptable level of adaptation.

The perception-action cycle is the core of a contemporary system,
e.g., speech sound treatment such as in Benway and Preston (2024), or
an avatar that involves voice-hearers engaging with a digital embod-
iment of the distressing voice (Garety et al. (2024). Benedictis et al.

(2023) used a cognitive dynamic model (attention function, memory
function, perceptual function and higher-level cognitive function) for
robotic personalized assistive service for people with disabilities, while
the Classification of Functioning, Disability and Health (ICF) model was
proposed in World Health Organization (2024). Thus, we witness the
emergence of a new discipline in education, — cognitive AAC systems.
This discipline will provide fundamentals for the design, development,
and applications of the next generation of personalized AAC tools. This
approach is closely related to the idea of a cognitive system first pro-
posed by Haykin (2012). The authors argue that a system is “cognitive”
if it performs the following four functions: the perception-action cycle,
memory, attention, and intelligence.
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Fig. 14. The key design principle of the personalized AAC is the human-in-
the-loop, which means a perception-action cycle with two functional parts:
Perceptor that perceives an individual, and Actuator, that “controls” the
perceptor by acting within the AAC system.

7. Availability and accessibility

AAC availability and accessibility address a wide spectrum of soci-
etal and technological parameters and characteristics, including cost-
related, user satisfaction, user geography, personalization, and mobile
communication hub between user and resources (smartphone or its
alternative as an on-body communication device). Advanced AAC tech-
nologies can be prohibitively expensive and may not be covered by
insurance or healthcare systems. This limits access to many people with
communication disabilities. Distributed AAC resources can radically
decrease the cost.

In Shaposhnyk et al. (2024), a concept of an on-body e-hub for
people with disabilities was adopted from first responders. The tasks
of the on-body mobile computing tools are delegated to the city infras-
tructure and cloud platform, leaving only energy-saving pre-processing
computing. Miniature energy-saving, portable, comfortable, and low-
cost on-body sensing and communication tools are embodied into a
belt, wristband, or a jacket, e.g., Lampe et al. (2018).

The on-body hub helps to explore AAC resources using e-health, a
multidimensional sustainability system that includes technology, orga-
nization, economic, social, and resource assessments.

8. Expert elicitation

Identification, specification, and optimization of the AAC tools for
an individual is a complicated task that, typically, addresses a group of
experts (fifth milestone candidate in Table 2). Teamwork of each expert
requires framing for various criteria such as field of expertise, individ-
ual and joint functions, and responsibilities. Protocols and supported
mechanisms are commonly accepted regulators of teamwork.

8.1. Challenges

Demands on optimization of AAC are reviewed in Vogel et al.
(2024). This work was motivated by the complex needs of multi-system
neurodegenerative diseases, such as ataxia, which is characterized by
variability in time. These people have multiple difficulties with com-
munication, including hearing, vision, and writing/typing. Moreover,
these people require regular reassessment of AAC and tailoring of AAC
strategies, which addresses adaptive AAC.

Expert tasks include identifying utterances from atypical speech
to choose the speech understanding tools and corresponding word
meaning predictor, Venugopalan et al. (2023). Note that predicting a
text and phrase selection is also needed to minimize the amount of
typing required. For example, eye-tracking AAC devices can be used
with text-to-speech technology to verbalize the message. A group of
experts from various fields must frame communication and computing
functions. This collective knowledge provides the key parameters for
AAC configuration.
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Vella et al. (2022) called the expert elicitation process a “co-design”,
in which the two teams of experts are involved in the user-centric AAC
design: the therapists and the human-computer interaction researchers.
Such expert elicitation was implemented using the two components: (1)
an Editor (responsible for morphology and contents of the AAC), and
(2) a Generator of an executable AAC with a configuration interface.

8.2. Reference protocol for expert elicitation

The reference protocol manifests in various forms, such as computer
templates or benchmarks for best practices and reporting, serving as
“standard tools that allow valuating and comparing different systems or
components according to specific characteristics such as performance,
dependability, and security”. The work by Bojke et al. (2021) proposes
a set of requirements (principles) for effective elicitation. Based on this
work, we emphasize, in particular, on the following requirements to
experts: Transparency (ensuring that the process is open and under-
standable); Usefulness (must be relevant and applicable to the specific
decision-making context, such as people with disabilities); and Adap-
tivity (allowing for adjustments based on the expertise and skills of the
individuals involved). These principles aim to enhance the effectiveness
and reliability of the reference protocol in evaluating and comparing
different systems and components.

A joint User-in-the-loop and Expert-in-the-loop paradigm for high-
intensity, evidence-based speech sound treatment was recently devel-
oped in Benway and Preston (2024).

8.3. Example of reference protocol

An example of a reference protocol is given in Fig. 15. It sup-
ports an expert judgment, and is represented by the two marginal
conclusions (X and Y dimensions). Dimension X includes the avail-
able emerging AAC technologies. Sample includes a text-to-speech
(gesture) and related technologies, personalization techniques, tactile-
to-voice conversions, techniques for prediction (writing or speaking
words and gestures), emotion-to-text (voice) technologies, and avatar-
related techniques. Dimension Y is constructed accordingly to the
Classification of Functioning, Disability and Health (ICF) developed
by World Health Organization (2024). Work by Benedictis et al. (2023)
provides an approach on how the ICF model can be used for robot
personalization of assistive behavior for people with disabilities. In
this work, researchers interpreted a subset of ICF stable and dynamic
variables to determine what services a particular user needs. Guidance
for this protocol is as follows:

Each cell represents the type of communication disability with
respect to its mitigation possibilities represented by available
technologies.

Expert task is to group the cells in clusters aiming at cover-
ing the communication disabilities (often multiple and condition
specified) by multiple technological opportunities.

These clusters must be optimized with respect to cost, interoper-
ability, availability, and accessibility.

Marginal expert conclusion X addresses the summary of tech-
nologies for a given individual. This conclusion is necessary for
preliminary cost estimation, interoperability specification, and
assessment of availability and accessibility.

Marginal expert conclusion X addresses communication disability
landscape that can varying in some disease and conditionally
changed.

Experts must often deal with hundreds of such cells. The essence
of this approach is the transparency of the judgments and possibil-
ity of processing in semi-automated manner, that is, both in manual
mode automation mode. For example, cluster {B1, B2, B3,C1,C2,C3}
represents scenarios of security control in mass-transit hubs, where text-
to-speech and speech-to-text technologies, and their personalization are
employed to address both hearing and speech impairments.
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Fig. 15. Example of reference protocol for expert elicitation of AAC field. Each cell represents an expert judgment on the recommended assistive tools. The clusters
represent collective expert judgments; the transparency of the judgments is visualized using the dimensions of communication disability type and emerging AAC

technologies.
9. Experimental case studies and open problems

The sixth milestone candidate for AAC technology roadmapping
shown in Table 2 addresses two aspects: an experimental demonstration
of the AAC achievements and trends, and an audit of open problems
in the AAC applications. In this section, we report two case studies:
gesture recognition and sign language word recognition, and open
problems within the contemporary semi-automated border control. .

9.1. Experimental case study I: Gesture recognition

The experimental study aims to explore the practical aspects of
integrating gesture recognition into automated border control (Task 3
of the problem formulation, Section 2.3). A sample of a comparative
quantitative analysis is given in Table 3; it lists the authors of the
reported results (the first column), the names of datasets (the second
column), the utilized computing platform (the third column), and
the achieved recognition accuracy (the fourth column). The above
advances were used in our experiments, building on the previous results
reported in Lai and Yanushkevich (2020).

For our experiment reported in Lai and Yanushkevich (2020), we
used the Dynamic Hand Gesture-14/28 DHG-14/28 dataset, De Smedt
et al. (2016). This dataset comprises gestures performed by twenty
unique individuals, each completing five iterations of 14 gestures (such
as grab, tap, expand, pinch, rotations, swipes, and shake) using two
types of finger configurations, resulting in 28 sets of gestures and a
total of 2800 sequences. The depth information is stored as images
with a 480 x 640 resolution at 16 bits. The skeleton data contains 22
joint locations of a hand, described in both 2D and 3D coordinates.
An ensemble model, consisting of four classifiers, was employed, along
with knowledge distillation techniques, including “dark” knowledge,
which refers to hidden information within the models. Further details of
the experiments reported in Lai and Yanushkevich (2020) are provided
in the Supplementary material.

Despite utilizing advanced resources, the achieved accuracy was
86% using skeleton joint positions, and 85% using fusion of depth
and skeleton information for various hand gestures. Notably, some
gestures were recognized with even higher accuracy, such as the Shake
gesture, which reached 95%, while the lowest recognition r ates were
approximately 70%. The results reported in the literature at that time
were comparable to our case study reported in Lai and Yanushkevich
(2020); for example, Koh et al. (2019) achieved 82%.

Fig. 16 illustrates the technological aspects of hand gesture recog-
nition using the dataset from De Smedt et al. (2016). It highlights
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challenges in certain projections and the impact of personalized gesture
styles.

The achieved accuracy can be interpreted in the practice of AAC
communication as follows. There is a 15%-30% risk that (1) Conver-
sation between the user who communicates using gestures and the
first responder can be misunderstood or incorrectly understood; and
(2) Service time can be increased because of needs, multiple clarifica-
tions, and mistaken decisions. (3) In the security applications, such as
border control, the accuracy of biometric trait transformation can be
intentionally used for an attack.

In particular, the risk of 15%-30% indicates that the gesture is not
recognized, which can lead to miscommunication or misunderstanding,
and can be interpreted as an unintentional semantic attack; this can
also be used intentionally for a created attack, or deception. Seman-
tic attacks are directed against a decision-making process. A gesture
recognition inaccuracy provides a wide range of opportunities for
manipulating the traveler’s information in conversation with a border
control officer.

Countermeasures to semantic attacks include increasing the accu-
racy of gesture recognition.

9.2. Experimental case study II: Sign language word recognition

Computational approaches for translating gestures into spoken or
written language are essential for developing AAC technologies that
serve diverse Sign Languages (SLs) worldwide. Real-time SL recognition
requires interpreting dynamic gestures, yet many existing approaches
employ high-level models with substantial computational costs and pro-
cessing latencies. These limitations pose significant challenges for real-
time applications, particularly emergency response scenarios where
first responders require immediate communication with impaired in-
dividuals, as in Shaposhnyk et al. (2024), and for deployment on
embedded on-body systems, (Yanushkevich et al., 2025).

Recent studies demonstrate that less complex models, including
Convolutional Neural Networks (Garcia et al. (2016)) and algorithms
such as DyFAV (Dynamic Feature Selection and Voting) by Paudyal
et al. (2019), achieve satisfactory performance in alphabet-based Amer-
ican SL (ASL) recognition. A sample of comparative analysis is given
in Table 3. Note that higher accuracies have been reported for other
sign languages, particularly at word and sentence levels. However,
ASL recognition exhibits lower accuracy due to limitations including
insufficient large-scale datasets, class imbalance, and restricted vocabu-
lary coverage. Primary ASL datasets (ASLLVD, How2Sign, and WLASL)
provide substantial data volumes, yet high-performing models typically
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Comparative quantitative analysis of previous work on gesture recognition and American sign language recognition (sample).

Authors

Dataset

Computating platform

Accuracy

Gesture recognition

Dang et al. (2022)

Static HAnd PosE (SHAPE)
Dataset

Deep neural network models.

Highest reported accuracy of 96%.

Shi et al. (2019)

NTU-RGBD and
Kinetics-Skeleton
Dataset

Two-stream adaptive graph convolutional
network for skeleton-based on action
recognition.

Highest reported accuracy 95% and
58%, respectively.

Lai and Yanushkevich (2020)

DHG-14/28, Dataset De Smedt
et al. (2016)

Ordered-neuron long-short-term-memory based
on recurrent neural network.

Highest reported accuracy of 85%.

Sign language recognition

Miah et al. (2024)

WLASL 100, 300, and 2000,
Dataset Li et al. (2020)

A two-stream multistage graph convolutional

model with attention and residual connections
designed to extract spatiotemporal contextual
information.

90%, 69%, and 63% highest
reported accuracy for each subset,
respectively.

De Amorim et al. (2019)

ASLLVD Dataset

Spatiotemporal graph convolutional network
using human skeleton data.

Highest accuracy of 61%.

Li et al. (2020)

WLASL 100, 300, 1000, 2000,
Dataset Li et al. (2020)

Pose-based temporal graph convolution
networks and comparison with inflated 3D
convolutional network.

Highest reported accuracy of 64%.

Hu et al. (2023)

HANDS17, MSASL, WLASL, and
SLR500 datasets

Self-supervised pre-trainable framework with
model-aware hand prior incorporated.

95%, 83%, 81%, and 95% highest
reported accuracies, respectively.

Yu et al. (2025)

How2Gesture Dataset

A Transformer-based 3D sign-language
generation model using diffusion denoising,

Highest reported Joint Mean
Absolute Error of 0.079.

enhanced text conditioning, and staged
joint-level action synthesis.

Our Study: Biometric Technology Roadmapping for AAC

This paper WLASL-2000, Dataset Li et al.

(2020)

Light-weight transformer-based model, trained
on 2D/3D keypoints.

Highest reported accuracy of 69%.

Fig. 16. Illustrations of the gestures from the dataset DHG-14/28, De Smedt et al. (2016). In some projections, these gestures are difficult or impossible to
recognize; individual mannerisms, such as partially activated fingers, impact recognition accuracy.

utilize subsets with limited vocabulary sizes that do not represent
real-world scenarios.

Our experimental study, reported in Berepiki et al. (2025), identi-
fied efficient strategies to reduce model complexity through lightweight
transformer encoders with simplified inputs without sacrificing accu-
racy. We investigated keypoint-only approaches for ASL recognition,
experiment with single-modality and multimodal keypoint inputs, and
apply modern architectures with hyperparameter optimization to en-
hance performance. This approach enables efficient parameter evalua-
tion while establishing foundations for transfer learning in specialized
ASL domain.

Fig. 17 illustrates an experimental setup reported in Berepiki et al.
(2025) for the recognition of a subset of body gestures for ASL that
could be used by the emergency department to communicate with
individuals who are hard of hearing and/or speaking. To recognize
word-level ASL glosses from video data, in Berepiki et al. (2025), we
developed a pipeline that models temporal pose dynamics through
keypoint information, eliminating appearance-based features. We con-
sidered two architectures. Fig. 18a presents the first architecture, a
unimodal design utilizing hand and body keypoints to evaluate perfor-
mance with minimal biometric features. To assess whether additional
modalities enhance recognition, we introduced a second architecture
(Fig. 18b) incorporating multimodal input: hand, body, and face mesh
keypoints.

In the multimodal configuration, face and hand keypoints are pro-
cessed separately. MediaPipe by Google Developers (2024) provides
over four times more facial keypoints than combined hand and body
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keypoints. To prevent overfitting to the denser facial representation
and underutilization of hand and body data, each input type is indepen-
dently projected to a weighted embedding space before fusion, ensuring
balanced representation across modalities during training.

Further details of the experiments reported in Berepiki et al. (2025)
are provided in the Supplementary material.

Top-1, Top-5, and Top-10 accuracy metrics are reported in Table
4 categorized by model input modality: pose-based, appearance/3D-
based, and keypoint-based variants integrating hand, body, and face
mesh features.

Pose-TGCN marginally outperformed Pose-GRU (Top-1: 23.65%,
Top-5: 51.75%, Top-10: 62.24%) in the pose-based category, suggesting
temporal graph modeling enhances pose representation, albeit with
limited overall accuracy relative to other methods. I3D achieved the
highest accuracy (Top-1: 32.48%, Top-5: 57.31%, Top-10: 66.31%)
in the appearance-based category, highlighting the effectiveness of
spatiotemporal features from video. However, this gain incurs substan-
tial computational and memory overhead. VGG-GRU reported lower
performance across all benchmarks, highlighting the role of temporal
dependencies in sign language recognition.

The proposed Transformer-Encoder model with exclusively hand
and body keypoints achieved a Top-10 accuracy of 65.60%, approach-
ing that of I3D without requiring full-frame video. This demonstrates
the efficacy of keypoint-only representations when combined with
attention mechanisms and appropriate training strategies.

Adding face mesh keypoints to hand and body keypoints resulted
in a performance decrease (Top-1: 21.00%, Top-5: 51.30%, Top-10:



S. Yanushkevich, E. Berepiki, P. Ciunkiewicz et al.

/" Map Videos to

Glosses

Data

Key points
Extracted

'
'
'
'
'
'
'
'
'
'
'
)

Computer Vision and Image Understanding 265 (2026) 104664

Gesture Recognition — General 5
Vocabulary

Gesture Recognition — Emergency Phrases

\
v

'

'
ﬂl
'

'

'

o L3 '
'

'

'

ﬂl
i

Fig. 17. Illustrations of the experimental setup for recognizing a subset of American Sign Language (ASL) as reported in Berepiki et al. (2025). The pose key points
are extracted from the video of individuals performing the ASL glosses (gestures for phrases), and become the input for a deep network, such as a transformer;
transfer learning is performed to train the glosses recognition model on a subset of phrases used in emergencies.
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Fig. 18. Comparison of ASL recognition pipelines utilizing distinct keypoint modalities: (a) a unimodal approach employing hand and body keypoints extracted
via MediaPipe, and (b) a multimodal strategy incorporating hand, body, and face mesh keypoints with a weighted focus projection module. Both pipelines
comprise frame extraction, keypoint estimation, preprocessing, and transformer-based gloss prediction; the multimodal configuration leverages additional facial

cues to enhance modeling.

62.70%), suggesting that the model was splitting its efforts across too
many inputs. Extending this multimodal approach with focus projection
resulted in better generalization (Top-1: 26.06%, Top-5: 56.91%, Top-
10: 68.97%). This result indicates that dense visual data is not strictly
required to achieve strong model performance. While appearance-based
models exhibit stronger Top-1 accuracy, keypoint-based approaches
offer strong performance metrics with significantly reduced computa-
tional complexity.

Summarizing, the proposed model attained improved accuracy of
69% for the gesture recognition using the ‘Top-10’ ranking approach,
compared to state-of-the-art alternatives where 66% was achieved for
‘Top-10’ strategy, demonstrating competitive performance alongside
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computational efficiency. This model, framed by WLASL-2000 dataset,
has a potential for real-world AAC applications, such as emergency and
low-resource contexts, e.g., on-body cameras for first responders, (Sha-
poshnyk et al., 2024). It should be noted that the achieved accuracy
does not satisfy the requirements for the high-risk applications such as
security checkpoints.

9.3. Open problems in the AAC application for semi-automated border
control

The technology gaps in servicing travelers with disabilities must
be addressed by integrating the AAC tools into mass-transit systems
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Table 4
Model performance comparison trained on WLASL-2000 for Top-1, Top-5, and Top-10 accuracy (%) reported in Berepiki et al.
(2025).

Type Model Top-1 Top-5 Top-10

Pose-Based Pose-GRU, Li et al. (2020) 22.54 49.81 61.38

Pose-TGCN, Li et al. (2020) 23.65 51.75 62.24
13D, Li et al. (2020) 32.48 57.31 66.31

Appearance/3D-Based VGG-GRU, Li et al. (2020) 8.44 23.58 32.58

Hands + Body Transformer

Keypoints encoder (ours) 22.96 53.12 65.60

Hands + Body Transformer

+ Face Mesh Keypoints encoder (ours) 21.00 51.30 62.70

Hands + Body + Face

Mesh with Focus Transformer

Projection, Keypoints encoder (ours) 26.06 56.91 68.97
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Fig. 19. Examples of open problems in the AAC applications for mass-transit hubs: the six security points of a semi-automated border control where the
personalized AAC tools are required for communication between the system operator and the traveler. Each communication session using the AAC includes

assessing the traveler’s risk; the low-accuracy AAC can increase the risk.

such as airports and seaports. This integration encounter multiple socio-
technological barriers reported by Oostveen and Lehtonen (2018), Nier-
ling et al. (2018c). In particular, the experimental case study, shown
in the previous subsection, asserts that the accuracy of hand gesture
recognition and ASL gesture recognition form videos in a controlled
experiments is not satisfactory. Deployment of the algorithms, devel-
oped on the laboratory-collected, in the real-life scenarios is generally
leads to a significant degradation in accuracy. In the context of border
control, this created further problems for traveler throughput and
overall system security.

Fig. 19 represents an architecture of contemporary semi-automated
border control system (Jain et al., 2023). There are six points of
communication and traveler risk assessment. Each of this points re-
quires the deployment of AAC. Point I, Intelligent Profiling Machine,
requires preliminary information about the traveler, such as the type of
communication disability and e-health provider, for Risk I assessment.
Point II, Screening Machine (Authentication and Validation), involves
standard actions on automatic authentication using e-ID for Risk II
assessment. In particular cases, an alternative semi-automated gate
may be used. Points III and IV, such as the screening machine (Carry-
in and carry-out luggage), require communication regarding standard
security protocols for risk III and IV assessments. Point V, Body Screen-
ing Machine, requires communication on specific security actions for
Risk V assessment. In Point VI, Interviewing Machine, the AAC tools
should provide a wide range of understandable interactions between
the traveler and the officer to reduce traveler risk. These six points
of traveler risk assessment are integrated into a risk perception-action
cycle. For example, if a traveler does not satisfy the risk regulations, the
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process can be repeated, including acquisition of additional information
about the traveler.

Identifying conceptual similarities between the border crossing ser-
vice and personalized AAC architecture can help integrate the AAC
tools into mass-transit hubs such as airports and seaports. This idea
is illustrated in Fig. 20. Advanced automated border control is based
on biometric (facial) self-sovereign identity, where a traveler’s data
is captured using a smartphone and processed on cloud resources.
Personalized AAC is based on a similar architecture with an extended
biometric register, since it is rational to combine service functions on
the same computational platform.

10. Summary and conclusions

This paper aims to update the socio-technological pathways of a
social model that considers disability as a part of human diversity and a
matter of perception. Personalized alternative communication solutions
are central to this social model, and, thus, we provide the technology-
centric systematization of the AAC field, identification of trends and
obstacles in AAC system deployment, and assessment of potential future
perspectives. The technology roadmapping methodology has proven
suitable for these purposes. Thanks to the accessibility of cloud-based
distributed resources and computational intelligence tools, complex
AAC models with embedded mechanisms for automated adaptation to
users and environments are now available in practice.

Our study focuses on the automatic personalization of AAC devices,
a problem characterized by high computational complexity. However,
recent technological advancements provide unique opportunities for
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Fig. 20. Conceptual similarity between the biometric-enabled automated border crossing (left) and the personalized AAC service (right) in terms of availability
and accessibility of resources. This similarity is the basis for the technology roadmapping and developing the personalized AAC and semi-automated security
systems for emergency and disaster response, as well as in mass transit hubs, in particular.

implementing and deploying personalized devices, which tend to re-
duce costs and improve accessibility and availability. Our study leads
to several conclusions and recommendations:

1. The developed AAC technology roadmapping is a useful method-
ology for combining achievements and advances toward the
technology horizon. In our approach, reference milestones of
advanced technology (such as digital twins) are mapped onto the
AAC field, highlighting achievements and gaps. This conclusion
is based on an analysis of the effects of this mapping.

2. Utilizing best practices from biometrics is beneficial for the AAC
field. This includes a systematic view of resources, such as an
AAC biometric register and biometric-enabled, reconfigurable
AAC channels.

3. The current accuracy of hand gesture recognition and sign
language word recognition in AAC does not meet the require-
ments for automated security control in mass-transportation
hubs; therefore, these AAC systems cannot yet be deployed in
such settings. Our work contributes to bridging this technologi-
cal gap.

Adaptation is a strategic reserve for further improvements of the
gesture-aware personalized AAC. This part of the biometric technology
roadmapping is based on the assumption that user’s private data are
available for training the AAC intelligent tools. It enters the area
of privacy preservation, such as differential privacy, — an advanced
technology for mitigating the risk of unintended data disclosure. This
area is being intensively developed, e.g., in Near et al. (2025).
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