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ABSTRACT KEYWORDS
Generative artificial intelligence (GenAl) can potentially enhance player experiences by Generative Al; voice
enabling more dynamic and adaptive interactions. This exploratory research investi- interaction; virtual reality;

gates player perceptions and interactions with GenAl-based non-player characters NPCs; video games

(NPCs) in a speech-based Virtual Reality (VR) game. “Office Whispers,” is a VR adven-
ture-puzzle game featuring four GenAl-based NPCs with diverse human characteristics.
Our findings from the user-study show that players had an overall positive experience
and found the game novel. Players appreciated the freedom of expression and felt
deeply immersed when NPCs responded in a believable manner. However, issues such
as unnatural conversational flow, incorrect or inconsistent responses, and uninforma-
tive dialogue disrupted immersion and gameplay. Our study contributes new insights
into the potential and the current limitations of GenAl-based NPCs in speech-based
games. We outline design implications and offer guidance for game designers and
developers on adapting Al-based NPCs to support more immersive and engaging
player experiences.

CCS CONCEPTS
e Human-centered computing — Natural language interfaces;
e Applied computing — Computer games.

1. Introduction

The rise of large language models (LLMs) and generative AI (GenAlI) technologies has unlocked new
opportunities for innovation in gaming (Bubeck et al., 2023; Garcia-Pi et al.,, 2023; Shoa et al., 2023).
LLMs are increasingly used to facilitate game development, including procedural content generation
(PCG) to create game assets (Maleki & Zhao, 2024), maps and levels (Todd et al., 2023), narrative sup-
port (Kumaran et al., 2023), quest descriptions (Vartinen et al., 2024), and dialogue generation (Chen
Gao & Emami, 2023). Researchers have also explored the use of GenAl in designing virtual characters
(See Figure 1 for an illustration of a player in virtual reality conversing with an agent). For instance,
Wang et al. (2023) introduced an LLM-driven learning agent capable of autonomous exploration, skill
acquisition, and discovery. Similarly, Park et al. (2023) presented virtual agents that simulate realistic
human behaviors such as planning, memory, reflection, and social interaction. These agents, demon-
strated in a Sims-like sandbox environment, autonomously exhibit believable individual and social
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Figure 1. Al generated image depicting a person playing a speech-based VR game. The image was generated using
DALL-E 3.

behaviors. With the rapid improvement in the interactive capabilities of GenAI models, agents powered
by these technologies will soon become ubiquitous in gaming (Rao et al., 2024). Hence, it is essential to
evaluate their adaptation in games with the current performance of this technology and, more impor-
tantly, to understand how players perceive their interactions with such games and AlI-driven NPCs.

As the gaming industry grows and adapts to increasing consumer demand, video games strive to
deliver more immersive experiences for players (Cairns et al., 2014; Leroy, 2021). Immersion is a state
of deep absorption in gameplay that involves a loss of awareness of time, a detachment from the real
world, and a deep involvement and sense of being in the task environment (Jennett et al., 2008), result-
ing from a positive gaming experience. One notable direction is the integration of cutting-edge technol-
ogies, such as virtual reality (VR), which moves users experientially closer to a natural interaction with
the game environment. VR games enhance players’ sense of spatial presence, enabling them to feel
more connected to the game world (Ishiguro et al., 2019). Another crucial element that impacts immer-
sion for many players in modern games is social interaction (Lee et al., 2006; Zhao et al, 2018).
Multiplayer games allow for natural language communication among players and foster a sense of com-
munity. Previous research has shown that social interactions in online gaming form a considerable
element in the enjoyment of playing (Cole & Griffiths, 2007) and the level of engagement of the players
(Chen et al., 2006). In contrast, social interaction in single-player games is either completely absent or
limited to scripted interactions with NPCs, mostly relying on dialogue trees (Zargham et al., 2020).
Typically, these interactions lack the dynamic and responsive nature of real-time human interactions
(Zargham, Friehs, et al., 2024), which can make single-player games feel less engaging and more rigid
(Chen et al., 2006). The predictability and perception of having no choice diminishes replay value and
can lead to boredom and decreased player engagement over time (Bowey et al.,, 2019).

Research has shown that speech interaction in games leads to elevated immersion (Zargham et al,
2022) and stimulates social engagement among players (Hicks et al., 2018). Using speech in single-
player video games can foster more natural interactions, enhance player engagement, and improve
accessibility (Zargham, Friehs, et al., 2024). This opens up new avenues for exploration, where speech
interaction can serve as a bridge for fostering collaborative experiences within gaming environments
traditionally seen as solitary.

Despite the recent advances over the past few years and increased research on speech interaction in
video games (Allison, 2020; Anzai et al., 2021; Hedeshy et al., 2022; Hong et al., 2021; Zargham et al.,
2022; Zargham, Fetni, et al., 2024), only a few studies have examined player interactions with NPCs
that use GenAl to support dynamic, real-time conversations (Christiansen et al., 2024; Dratzidis et al.,
2025; Zargham et al., 2025). The Player-NPC dialogues in current video games are mainly prescripted,
limiting the range of interactions players can have with NPCs. They often lack flexibility and dyna-
mism, making conversations predictable and repetitive. Moreover, NPCs usually cannot adapt their
responses based on the player’s unique actions or dialogue choices, potentially reducing the sense of
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immersion and limiting player agency. As a result, there is still limited understanding of the benefits
and challenges of integrating AI-driven, adaptive NPCs into speech-based games, particularly regarding
their impact on player immersion, engagement, and overall experience. Recent work has begun explor-
ing LLM-based agents in game-like contexts, such as social VR environments (Garcia-Pi et al., 2023;
Wan et al., 2024). For example, Celeste Al (2022) in VRChat acts as a virtual companion capable of
answering players’ questions. However, in video games, such agents remain largely underexplored.

In this work, we present an exploratory study investigating players’ experiences in a single-player VR
game where they interact verbally with LLM-based NPCs. Our previous research investigated how play-
ers converse and interact with NPCs that varied in humanlike qualities within a speech-based game.
We found that players adapted their speech patterns based on NPC attributes such as gender and hier-
archical role. However, in that work, the interaction system relied on a rule-based system using a dic-
tionary of predefined voice commands, which restricted the range of possible player utterances and
limited conversational flexibility. Building on these findings, the present work uses LLMs to support
open-ended, dynamic speech interaction and expand the vocabulary of possible player commands. To
explore these interactions, we developed a speech-based adventure and puzzle game in VR and con-
ducted a user study to evaluate the resulting player experience. The game features multiple NPCs with
distinct characteristics, including gender, age, appearance, and hierarchical role, allowing us to examine
how players engage with diverse LLM-driven characters in an immersive environment.

Research shows that speech-based games can raise concerns related to environmental awareness, as
players may feel self-conscious when speaking aloud in non-immersive settings such as PC games
(Zargham, Fetni, et al., 2024). Prior work suggests that pairing speech interaction with immersive tech-
nologies, such as VR, can reduce external distractions and support deeper player engagement
(Zargham, Friehs, et al., 2024). Recent studies further indicate that combining speech input, LLMs for
dynamic dialogue, and VR environments can substantially enhance immersion and overall game
engagement (Christiansen et al.,, 2024). Based on these insights, we designed our game for VR to pro-
vide a more immersive, distraction-reduced setting where players can engage naturally in spoken inter-
action with GenAl-based NPCs.

In this work, we pose the following research questions:

RQ1: How do players experience a speech-based VR game that features GenAl-based conversational
NPCs?

RQ2: How do players perceive GenAl-based NPCs with distinct characteristics in a speech-based VR
game?

Our findings indicate that the game provided players with a deeply immersive, enjoyable and sub-
jectively novel experience. Players reported a heightened sense of freedom to express themselves due to
the integration of GenAl in NPC interactions. However, common challenges with GenAlI, such as hallu-
cinations or irrelevant responses, disrupted player immersion and hindered gameplay, leading to frus-
tration. This study provides new insights into the use of LLMs and GenAlI technologies to support
communication with NPCs in video games. We specifically examine the social dynamics of these inter-
actions, focusing on how players engage with NPCs that embody distinct human characteristics and
how these differences influence engagement, immersion, and overall experience. By identifying key
challenges and potential benefits, we shed light on how LLM-based NPCs shape social presence, com-
munication patterns, and relationship-building in virtual environments. The implications of our work
offer guidance for game designers seeking to integrate speech interaction and adaptive dialogue into
future games.

2. Related work

As the gaming industry continues to push for enhanced player experience, researchers and developers
explore innovative approaches to elevate gameplay (Cairns et al., 2014). This section provides an over-
view of prior research on immersion in games, speech interaction in games, LLMs in game
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development, and social interactions with virtual agents. We highlight theoretical and empirical gaps
that motivate our research.

2.1. Immersion in games

Immersion is a central concept in game research and has been strongly linked to player engagement,
enjoyment, and presence (Cairns et al., 2014; Leroy, 2021). VR, in particular, has been shown to
increase the sense of presence in the virtual world and perceptual realism compared to traditional
screen-based gaming (Winkler et al., 2020; Yao & Kim, 2019). The rapid expansion of the VR gaming
sector highlights a major transformation in how games are designed and experienced (Zhang, 2023). As
the technology becomes more accessible and affordable, big game franchises seize the opportunity to
offer players immersive experiences, producing VR versions of popular franchises such as Half-Life:
Alyx (Valve Corporation, 2020). Previous studies have further demonstrated the effectiveness of VR in
domains such as education (Faiqotuzzulfa & Putra, 2023) and exposure therapy (Alexandrovsky et al.,
2020; Mulvaney et al., 2024). In gaming and training contexts, VR environments with embodied inter-
action have been effective in simulating performance scenarios, such as public speaking (El-Yamri
et al., 2019; Wolf In Motion Ltd, 2016). However, most VR research has focused on visual and embod-
ied interaction, with less emphasis on spoken, social interaction with Al-driven characters. Although
social VR settings and their use in psychology are still in their infancy, the dynamic social interactions
in VR show promise as a tool to facilitate interventions (Ganschow et al., 2024; Mulvaney et al., 2024).
A study by Guimaraes et al. (2020) showed that social interactions with virtual agents in VR create a
stronger sense of social presence than traditional platforms like desktop computers. Speech interaction
is another technology that has been shown to enhance player immersion and the sense of presence in
video games by allowing players to use an intuitive and natural form of interaction (Allison et al,
2018; Osking & Doucette, 2019; Zargham et al., 2022; Zargham, Fetni, et al., 2024; Zhao et al., 2018).
While studies indicate that speech interaction has the potential to increase immersion (Zargham, Fetni,
et al., 2024), very few studies have looked into the combination of speech, VR, and GenAI-based com-
munication in a single system and analyzed their combined effects on player experience. Our study
addresses this gap by situating speech-based interaction with GenAl-based NPCs in a VR adventure/
puzzle game to examine how these technologies jointly affect immersion, player experience, engage-
ment, and perceived freedom of expression.

2.2, Speech-based games

Even though speech technology has been around for decades, it has rarely been employed in video
games (Allison et al., 2020), largely due to technological and hardware constraints (Kinoshita et al.,
2020; Nima, 2024). However, with technological advances and the widespread availability of micro-
phones in gaming devices, the video game industry has shown increasing interest in voice interaction
(Allison et al., 2020). Game developers are now experimenting with this modality as a means of inter-
acting with games (Allison et al., 2019; Carter et al., 2015). Although in most games using this feature,
speech remains an optional or side feature, mainly used as a novelty rather than a core gameplay com-
ponent (Allison et al., 2020). Empirical work has shown that speech-based interaction can enhance
immersion and engagement, particularly when it aligns with the player’s role or character identity
(Allison et al., 2018, 2019; Suh et al., 2021; Zargham, Fetni, et al., 2024). A meaningful way to incorpor-
ate speech into games is through conversations with NPCs. Literature suggests that interacting with
NPCs can evoke emotional responses and influence decision-making (Henrik, 2016). Well-designed
NPC interactions can create a sense of social presence and companionship (Guimaraes et al., 2022).
When players hear NPCs respond directly to their spoken input, it can create a deeper emotional con-
nection and foster empathy with these virtual characters (Bonfert et al, 2021; Chen et al., 2022;
McLean et al., 2021; Nass & Brave, 2005), possibly leading to more meaningful and memorable gaming
experiences. In a previous study, we found that integrating politeness-based speech mechanics into
NPC interactions increased players’ cognitive engagement and perceived realism (Zargham et al., 2025).
The study also found that players adjusted their speech patterns based on NPC attributes such as
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gender and hierarchy, suggesting that players adapt their behavior in response to real-world social
norms reflected in the game. In a recent study, we explored the use of speech interaction in single-
player video games, focusing on NPC interactions (Zargham, Friehs, et al., 2024). Topic experts recog-
nized the significant potential of speech interaction to enhance immersion, engagement, and entertain-
ment. However, concerns were raised about privacy and environmental limitations. However, a major
limitation of most speech-based games is their reliance on pre-scripted or command-based dialogue
systems. These systems restrict player expression, reduce conversational flexibility, and often lead to
frustration when speech input falls outside predefined patterns (Zargham et al, 2020, 2025). While
such approaches offer technical reliability, they undermine the potential of speech as a natural inter-
action modality. Recent studies further highlight players’ preference for open-ended communication to
enable greater engagement with in-game characters (Christiansen et al., 2024; Zargham, Friehs, et al,,
2024; Zargham et al.,, 2024). Our work directly addresses this limitation by replacing rigid, command-
based dialogue with open-ended, LLM-supported conversational interaction, enabling players to express
themselves freely while maintaining narrative and gameplay coherence.

2.3. LLMs in game development

The recent advent of LLMs has significantly expanded the design space of conversational user interfaces
(CUIs), enabling them to support users in more complex tasks and contexts with greater sophistication
(Ruan et al,, 2023; Yang et al., 2023; Zhao et al., 2024). Yet, LLMs are still relatively limited in speech-
related applications (Min & Wang, 2024). In social VR platforms, studies such as Wan et al. (2024) and
Pan et al. (2025) integrated GenAl-based agents into VRChat. These systems demonstrated improved
contextual coherence and potential benefits for language learning and reduced speaking anxiety, while
also highlighting challenges such as disrupted conversation flow and limited emotional support.
However, these works primarily focused on social VR or educational settings, rather than structured
video game contexts. In gaming contexts, Volum et al. (2022) and Rao et al. (2024) explored LLM-
driven NPCs in Minecraft. While players appreciated the novelty and helpfulness of such agents, recur-
ring issues emerged, such as NPCs generating out-of-character responses, hallucinations, or irrelevant
dialogue, which disrupted immersion and task flow. Christiansen et al. (2024) compared open speech
interaction with LLM-based NPCs to traditional dialogue trees in a mystery game. While unrestricted
speech enhanced immersion and engagement, it also led to cognitive overload and confusion due to a
lack of structure and occasional conversational breakdowns. More recently, conversational AI tools
such as InWorld AI Inc. (n.d.), and Convai Inc. (n.d.) enable the development of GenAlI-based NPCs
for games, virtual worlds, and immersive environments. Yet, the evaluation of their impact on player
experience, social presence, and immersion in controlled VR gameplay scenarios remains limited. Our
work adds to the body of literature by empirically investigating how players experience LLM-based
NPCs in a single-player VR game with structured objectives, moving beyond sandbox or social VR
environments. We further analyze how different NPC characteristics influence interaction dynamics.

2.4. Social interactions with virtual agents

Social presence, the feeling of being with another social entity, has been identified as a key factor in
immersive and engaging virtual experiences (Guimaraes et al., 2020). Prior research shows that interact-
ing with virtual agents using speech can elicit emotional responses, empathy, and a sense of perceived
companionship (Guimaraes et al., 2022; Henrik, 2016; Nass & Brave, 2005). In VR contexts, interac-
tions with embodied agents have been found to produce stronger social presence than interactions on
desktop platforms (Guimaraes et al., 2020). However, in the context of video games, most NPCs rely
on static scripts and lack the adaptive conversational capabilities needed for sustained social interaction.
Recent studies suggest that LLM-based agents can support richer dialogue and potentially deeper social
bonds (Garcia-Pi et al, 2023; Wan et al., 2024). Yet, empirical research specifically examining how
players socially engage with GenAl-driven NPCs that have distinct human-like characteristics (e.g., gen-
der, age, hierarchy) remains scarce, especially in speech-based VR games. Our work contributes to the
understanding of these social dynamics by analyzing how players adapt their speech, behavior, and
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Figure 2. The two game versions along with the corresponding NPCs for each level.

attitudes toward different NPCs, and how these interactions influence their sense of social presence,
immersion, and relationship-building inside the game.

3. Game design

We developed a speech-based VR game titled “Office Whispers,” an adventure/puzzle game which puts
players in a virtual office environment with multiple rooms where they must use speech interactions to
communicate with various characters. Players assume the role of an office employee who needs to
locate a lost laptop for an important pitch presentation. Using speech interactions, players communi-
cate with NPCs to gather clues and progress through the game. The game consists of four NPCs: the
manager (Kai), the maintenance worker (Ali), the designer (Parker), and the intern (Aria) (Figure 2).
By assigning each NPC a clear position within the office hierarchy, we aimed to observe how social
dynamics influence players’ communication patterns and interactions.

In our prior work, we observed that NPC attributes such as gender and hierarchical role can shape
player perceptions and interaction styles (Zargham et al., 2025). Hence, in this work, we introduced a
controlled gender-role manipulation. Specifically, we created two versions of the game where the same
four hierarchical positions (manager, designer, maintenance worker, intern) were preserved, but the
gender associated with each role was swapped. This manipulation was designed to explore whether
such surface-level changes would lead to measurable differences in overall player experience, character
perception, or preferences within a VR gameplay context. In the first version, the roles were filled by a
male maintenance worker, a female intern, a male designer, and a female manager. In the second ver-
sion, these roles were mirrored (Figure 2).

3.1. Mechanics

While playing “Office Whispers,” players interact with the NPCs through speech commands. Players’
movement within the game environment is facilitated through teleportation and directional movement
using VR joysticks. Additionally, players can move physically through the room. However, to prevent
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Figure 3. The chat box above NPCs highlights both the players’ recognized input and the NPCs’ statements.

collisions in the physical world, on top of drawing a virtual barrier, experimenters advised players to
restrict their physical movement to no more than two steps in any direction. The game includes mul-
tiple interactable objects, some necessary to solve the game’s puzzles. Examples of these items include
mugs, keyboards, documents, donuts, or a computer mouse. Items could be grabbed through a grab-
bing motion by using palm triggers. Players are required to solve ten puzzles to complete the game.
Each puzzle’s solution is associated with specific NPCs: eight have solutions known only to individual
characters, necessitating at least two interactions with each NPC. The remaining two puzzles can be
solved by any NPCs, providing flexibility in how players approach these challenges. The puzzles can be
solved in any order, allowing players to choose their preferred sequence of tasks.

The following is the list of puzzles and the corresponding NPC who could support the player to
solve them:

Determine why everyone in the office is annoyed (All NPCs).

Discover the access code to the server room and restart the server (Ali).

Identify who broke into the server room and inform the maintenance personnel (Parker).
Find out what the gift for Parker’s birthday is (Kai).

Locate the birthday gift and deliver it to Parker (Ali).

Find out what the second gift for Parker’s birthday is (All NPCs).

Locate the second birthday gift and deliver it to Parker (Aria).

Locate Aria’s USB drive and return it (Parker).

Find out where your missing laptop is (Aria).

Discover the keycode to the storage room (Kai).

We implemented a to-do list within the game to give players an overview of the puzzles and their
progress. The list displays unsolved puzzles in white. When a puzzle is completed, its entry on the list
changes to green. To converse with the NPCs, players had to stand close to the NPC and speak their
inquiry out loud. When in close range, the character starts reacting to the players speech. The conver-
sations between the player and the NPCs were live transcribed and displayed in a chat-like text box
above the character, detailing the player’s recognized input and the NPCs’ statements.

This was meant as a visual aid to promote better accessibility and understanding of the conversa-
tions (Figure 3). Players were free to move around and interact with the environment during conversa-
tions. They also had the option to leave conversations at any time. When NPCs were unable to assist
with a puzzle directly, they could provide hints by suggesting other characters who might be able to
help the player solve the puzzle. However, these hints were not always accurate, as NPCs could
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speculate about who might have the necessary information. Players could ask NPCs questions like, “Do
you know who could help me with this?” to receive guidance on whom to approach for specific puz-
zles, which could encourage players to converse more with NPCs. The NPCs remained stationary at
their designated locations within the office. Character walking was not implemented, as it was deemed
unnecessary for the game’s design and focus on conversational interactions. Moreover, the NPCs were
limited to interacting with the player could not communicate with each other.

3.2. Implementation

The game environment and logic were created with Unity 3D'. We used Meta Oculus Quest 2* for the
VR setup.

We used the InWorld Al platform (Inworld Al, 2024) to design and deploy the conversational NPCs
in our game. InWorld is a commercial middleware system for interactive characters that integrates
speech recognition, dialogue management, memory, and LLM-based response generation into a single
pipeline. While the platform abstracts many underlying technical components (e.g., the specific LLM
architecture), it enables developers to control NPC behavior through structured character profiles,
world knowledge settings, and interaction logic. Each NPC in InWorld is defined by a “Core
Description” detailing their motivations, flaws, and actions. Additionally, the NPCs can also be assigned
individual attributes, including names, pronouns, roles, and interests. These configuration elements col-
lectively function as persistent character prompts that guide the LLM’s generative behavior during
player interactions. To ensure comparability across characters, we kept core traits such as motivations,
interests, and background consistent. However, variations in gender, voice, and office roles were intro-
duced as part of our research goal to investigate the social dynamics of interactions with NPCs. All
NPC configurations were created and managed using InWorld’s character editor. Speech input from
players was captured via the Meta Oculus Quest 2 microphone and processed using InWorld’s built-in
speech recognition pipeline. At the time of development (May-July 2023), the speech recognition
engine and model configurations were not externally configurable or publicly documented by InWorld.

4, Study design

We conducted an exploratory user study to assess players’ experiences when interacting with GenAlI-
based NPCs through speech in a VR game. To broaden the ecological validity of our findings and
explore whether interaction patterns differed across geographically distinct contexts, we collected data
at two sites, one in Canada and one in the Netherlands. Prior work suggests that communication styles
and comfort with verbal interaction may vary depending on participants’ social and linguistic back-
grounds (Nass & Brave, 2005; Zargham, Friehs, et al., 2024). Conducting the study at two international
universities allowed us to explore whether consistent patterns emerged across different participant
pools. Further, the two sites provided access to participants with diverse linguistic and cultural back-
grounds, which is particularly relevant given that our system relies on spoken interaction with AI-
driven characters. Rather than aiming to conduct a formal cross-cultural comparison, we aimed to
examine whether players interacting with the same system in two distinct settings exhibited broadly
similar or divergent patterns of experience, communication, and perception of GenAl-based NPCs.

4.1. Procedure

The study was conducted in controlled lab environments at both sites. Each location was spacious
enough to support a VR play area with a minimum size of 3 meters by 3 meters. This ensured that par-
ticipants had sufficient space to move safely and interact with the virtual environment without too
many physical constraints. Players could also play the game seated. An experimenter was present
throughout each session to ensure participant safety, provide technical assistance when needed, and
take observational notes on participant behavior and verbal remarks. Before beginning the experiment,
all participants were given a written informed consent form. The form described the purpose of the
research, the study procedure, potential risks (e.g., motion sickness, cognitive fatigue), data collection
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methods, including audio recording, and compensation details. They were also informed they could
withdraw from the study or stop playing the game anytime. Participants were also informed that all
collected data would be anonymized and handled confidentially. After providing consent, participants
received a written briefing describing the VR game narrative, central goals, and interaction possibilities,
along with a list and images of the NPCs they would encounter. Following the briefing, participants
were instructed about the game controls and were given the opportunity to familiarize themselves with
the VR setting and controls before beginning the actual game session. Upon the introduction phase,
the experimenters informed them of a 20-minute gameplay time limit. This time limit was set to ensure
consistency across the study and mitigate the risk of fatigue. Shorter sessions could also reduce the risk
of motion sickness. After the play session, participants were asked to fill out the post-exposure ques-
tionnaires. A semistructured interview, which was audio recorded, was held at the end of the session.
The interviews took an average of 7.54 min (SD = 1.98). Each session lasted approximately 40 — 55 min.
Our study protocol was reviewed and approved by the University of Waterloo Research Ethics Board
(REB #45294) and the University of Twente Ethics Committee (#230076).

4.2. Pretest

We conducted preliminary tests with two participants before running the main study. This aimed to
identify technical problems related to the game and challenges with speech recognition, puzzles, and
the overall study procedure. Several gameplay issues were identified during these sessions, and appro-
priate measures were taken to address them. One key piece of feedback was that the NPCs’ responses
were too long, which participants found frustrating. In response, we shortened the NPC dialogues, lim-
iting each response to a maximum of 50 words. Additionally, based on feedback about the evaluation
length, we reduced the number of questions to streamline the process.

4.3. Participants

Participants were recruited in two different locations as part of an internationally joined research effort.
The two locations were Canada and Netherlands. We used a convenience sampling approach for par-
ticipant recruitment through word of mouth, university mailing lists, and intranet structures of univer-
sity facility-wide shared research subject pools. Participation in the study was voluntary, and
participants each received 20$ in cash for taking part in the study. We recruited N = 48 individuals
between 18 to 52years (M = 23.58, SD = 6.15). 21 participants self-identified as male (43.7%), 26 as
female (54.2%), and one as diverse (2.1%). We recruited 20 participants in Canada and 28 participants
in the Netherlands. Regarding residency, 20 participants (41.7%) were from Canada, 17 (35.4%) from
the Netherlands, nine (18.8%) from Germany, and two (4.2%) from other countries. All participants
had prior experience with video games. 19 people (39.6%) played video games frequently (seven daily
and 12 several times a week), while 29 participants (60.4%) reported not playing video games often
(nine people once per week and 20 once monthly). While 40 participants (83.3%) had prior experience
with voice-controlled applications, only 7 participants (14.5%) had previously played a voice-controlled
video game. Requirements for inclusion in the study were an age above 18 years and English language
proficiency.

4.4. Measures

We used a mixture of questionnaires to assess player experience.

The post-exposure questionnaires included demographic questions, the Player Experience Inventory
(PXI) (Abeele et al., 2020), and a custom-designed questionnaire aimed at evaluating players’ experience
with the game and their interactions with the NPCs. The custom-designed questionnaire consisted of
seven questions, covering participants’ favorite and least favorite characters, the attractiveness of these
characters, and their enjoyment of interacting with individual characters. The questionnaire also included
questions about players’ perceived performance, willingness to play similar games, and overall game
experience, all of which were indicated on seven-point Likert scales. To facilitate recall, questions



10 N. ZARGHAM ET AL.

regarding the featured NPCs were supplemented with pictures of the corresponding NPCs. Additionally,
participants were asked to partake in a semi-structured interview to further evaluate the qualitative aspects
of the player experience and individual preferences (Wilson, 2013). The interview questions were specific-
ally crafted by the research team for this study, aiming to capture participants’ experiences with the central
element of voice interaction with NPCs. The interview consisted of ten questions, covering likes and dis-
likes about the game, the most and least interesting aspects, the most attractive aspects, the players’ experi-
ences interacting with NPCs, their opinions about individual NPCs, and their overall experience with
speech interaction. After the interview, participants were debriefed, compensated, and given the opportun-
ity to ask further questions related to the research topic. The custom-designed questionnaire and the inter-
view questions can be found in the Supplementary Material.

4.5. Data analysis

4.5.1. Quantitative analysis

The analyses of quantitative data were performed with Python (3.11) using the Python data stack,
including pandas (The pandas development team, 2020), numpy (Harris et al., 2020), and pingouin-
stats (Vallat, 2018) packages. To determine if the data met the normality assumptions of parametric
tests, we visually inspected the distributions of the data on Q-Q plots. All collected data fell approxi-
mately on a line (R*> = [0.89 — 0.98]), indicating that the data was normally distributed. Hence, for our
analysis, we mainly employed parametric t-tests to examine if differences between groups were signifi-
cant. For the significance tests, we used an alpha level of o = 0.05.

4.5.2. Qualitative analysis

Post-study interviews were transcribed using Amberscript (2024)°. Recordings were labeled with partici-
pant IDs, and no personally identifiable information was included in the file metadata or spoken identi-
fiers. After transcription was completed, the audio files were deleted from the platform, and only the
anonymized text transcripts were retained for analysis. The interview data were analyzed using a
domain summary approach (Braun et al, 2019; Connelly & Peltzer, 2016), where themes were organ-
ized around a common topic rather than a shared meaning. This approach aimed to capture the diverse
interpretations and perspectives related to a specific subject or area of focus (Morgan, 2022). The ana-
lysis began with data familiarization and categorization (Braun & Clarke, 2019). Two researchers inde-
pendently reviewed the responses to achieve an understanding of the content. This process helped
identify emerging patterns, ideas, and concepts in the participants’ answers. To develop the coding
scheme, a randomly selected subset of ten interviews was initially coded by one researcher informed by
relevant literature and insights from earlier studies. The resulting preliminary codes were reviewed and
iteratively refined in discussion with the co-researchers and two external HCI experts. After consensus
on the codebook was reached, one author applied the finalized coding scheme to the full dataset using
ATLAS.ti (version 24.1.0) *. While formal interrater reliability metrics were not computed due to this
workflow, reliability and consistency were supported through collaborative codebook development,
expert review, and iterative discussions during the analysis process. Both latent (interpreting the com-
menters’ intended meaning) and semantic (verbatim participant words) codes were generated.
Responses could be assigned multiple codes where applicable. Each code was recorded as occurring
once per answer, with additional occurrences noted if the sentiment was repeated in responses to later
questions. This inductive coding process aimed to produce a codebook that reflected the frequency of
participants’ responses and the salience of their sentiments, especially when participants emphasized
certain aspects across different questions. This process led to extracting key insights and findings from
the analyzed responses. These insights are presented in Subsection 5.4. The codebook can be found in
the Supplementary Material.

5. Results

This section presents the key results of the user study, beginning with the quantitative survey data ana-
lysis, followed by the qualitative findings from interviews and observations during the study sessions.
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Figure 4. Mean scores of the PXI questionnaire subscales.

5.1. Player experience

The player experience was assessed using the PXI on a 7-point Likert scale ranging from —3 to +3,
with 0 as the neural point (Abeele et al., 2020). The overall mean scores for all subscales of the PXI
were rated above neutral (Figure 4), with the highest score found in the “Clarity of Goals” construct
(M = 2.049, SD = 0.88) and the lowest score on the “Mastery” (M = 0.51, SD = 1.33). To compare
the player experience of both game versions, we conducted independent ttests on each subscale of the
PXI between the game versions, which showed no significant differences (p > 0.05). The Bayes Factors
were in the range BF10=[0.29 —1.41] indicating low evidence for the alternative hypothesis and sug-
gesting equivalent experiences in both versions (Figure 5).

Further, we checked if the PXI scores differed between the two experiment sites and the participants’
gender. Between the sites, only “Clarity of Goals” was rated significantly higher in Canada than in the
Netherlands (t = 3.394, pyo,r = 0.01, Cohen’s d = 0.92, BF10=23.19). We did not observe significant
differences between the participants’ genders on the PXI (BF10=[0.30 — 1.11]).

5.2. Custom survey questions

Regarding the custom-designed questionnaire, the participants rated their overall game experience with
a mean score of 5.75 (SD = 0.93), suggesting a generally positive experience. Likewise, participants’
willingness to play similar games had a mean score of 5.73 (SD = 1.33), suggesting a positive attitude
toward engaging with games of a similar type in the future. The players’ self-rated performance showed
a mean score of 4.27 (SD = 1.27), indicating that participants rated their performance rather positively.
This measure reflects subjective self-assessment rather than objective task success or efficiency. As
objective performance metrics such as puzzle completion time or success rate were not recorded, these
findings should be interpreted as reflecting differences in perceived competence rather than measurable
gameplay performance. We performed independent t-tests to examine differences in ratings between
the game versions, the experiment locations, and the participants’ genders. We only observed a signifi-
cant difference in self-rated performance between the two experiment sites (f = 2.39, p = 0.02, Cohen’s
d = 0.68, BF10 =2.77). All other tests showed no significant differences with small Bayes Factors (BF,
< 0.51), suggesting low evidence for differences between the groups.
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Figure 5. Mean scores of the PXI questionnaire subscales for both game versions.

5.3. Ratings of the NPCs

The Designer (Parker) was rated as the most favorite character, closely followed by the Manager (Kai)
and Maintenance (Ali). Meanwhile, the Intern (Aria) was rated least favorable. Similarly, the Intern
(Aria) was rated the most disliked character, closely followed by the Manager (Kai). The ratings are
depicted in Figure 6. The distribution of the favorite and disliked characters between the two versions
can be seen in Figure 7.

We analyzed the relationship between participants’ gender and their choice of favorite characters.
Female participants showed a balanced preference, selecting male and female characters equally
(13 males, 13 females), whereas male participants tended to slightly favor female characters more
frequently, with 13 choosing female characters compared to eight selecting male characters. A similar
pattern emerged for disliked characters: female participants again showed a balanced distribution
(13 males, 13 females), while male participants were more likely to dislike male characters (12 males,
9 females).

5.3.1. Reasons for favouring characters

Participants selected their favorite characters for various reasons. Twelve favored the character’s helpful-
ness and ability to provide accurate information as the primary factor, with one noting, “She usually
had the right information or knew what to do” (P24). Seven valued politeness and friendliness, while
four appreciated characters who greeted them warmly. Three selected characters based on relatability,
favoring characters that reminded them of themselves or someone they knew in real life. One player
described, “He talked in the same cadence as some people I know personally” (P09). Three participants
preferred NPCs who provided short, direct responses, while three others favored those who seemed
more approachable, though the specific character varied among them. Additionally, three players chose
characters who lied or hid facts, finding this behavior fun. Conversely, two participants selected their
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favorite character for their honesty. Attractiveness and physical appearance influenced the choices of
the three participants: “Parker seemed cute and kind” (P44). Additionally, three participants liked
Parker specifically due to the game story, as it was their birthday. They perceived this character to be
happier: “Parker was in a good mood because of his birthday” (P34). Other reasons for selecting a
favorite character included humorous responses, being the least annoying, seeming realistic, appearing
intelligent, or having more interactions with the player.
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Table 1. Pearson correlations between rated character attractiveness and enjoyment of interaction with the character.

Character Pearson’s r p bonf BF10 1-p
Intern — Aria 0.385 0.028 6.162 0.783
Manager — Kai 0.457 0.004 32133 0917
Maintenance — Ali 0.590 <0.001 2268.387 0.996
Designer — Parker 0.565 <0.001 874.909 0.991
Total 0.566 <0.001 896.614 0.991

5.3.2. Reasons for disliking characters

Sixteen cited a lack of helpful information, with one saying, “He didn’t contribute much to the tasks of
the game” (P24). Six felt certain characters were withholding information, as one player remarked,
“They did not answer questions they were meant to know” (P20). Five participants disliked characters
they perceived as dishonest and three participants mentioned receiving contradictory information from
the characters as the main reason for disliking them. Impoliteness was another factor, with four players
feeling their interactions with specific characters were rude. One user commented, “It felt like he antag-
onized me for no reason but did not tell me if I did anything wrong. Maybe he had a bad day” (P16).
Other reasons included minimal interactions, long responses, unappealing tone of voice or speech pat-
terns, misrecognition, visual design and appearance.

5.3.3. Attractiveness and enjoyment of interactions

When assessing individual characters’ attractiveness, we conducted independent ¢-tests to examine dif-
ferences in ratings between the game versions, the experiment locations, and the participants’ gender.
No significant differences were found in attractiveness ratings or interaction enjoyment (p > 0.05,
BF10=0.06) across characters (Figure 8).

We further explored participants’ ratings of perceived attractiveness and enjoyment of interactions
by conducting a Pearson’s correlation. The analysis shows strong correlations between attractiveness
and enjoyment for each character. Additionally, we combined each participant’s attractiveness and
enjoyment ratings to calculate total appeal across the NPC characters. The results of the correlation
analysis are displayed in Table 1.

5.4. Interview findings

The responses from two participants were excluded from the analysis due to technical issues with the
audio recordings. The remaining interview responses were analyzed and coded, resulting in a coding
scheme with five main themes: Player Experience and Impressions, Game Design and Mechanics, Virtual
Reality, Speech Interaction, and NPC Design and Interaction.
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5.4.1. Player experience and Impressions

All but one participant expressed positive feedback regarding the speech interaction as a modality to
interact with the game characters. Specifically, 28 participants (58.3%) liked speech interaction with
NPCs the most about the game, and 22 participants (45.8%) found it to be the most interesting part of
gameplay. Additionally, eight participants (16.6%) noted that this feature was the attractive part of the
game. One player remarked, “I thought speech interaction with the NPCs was really, really good. It
makes it feel more personal in a way. I honestly think a much deeper connection can be formed with
the characters” (P13). 56.2% of the participants highlighted the novelty of using speech interaction to
converse with NPCs in the game. One participant noted, “It was unlike anything I've ever experienced
before. This was very novel and fluid” (P2). The game’s immersive quality was emphasized by 28 par-
ticipants (58.3%), with 15 (31.2%) explicitly mentioning that speaking to the game characters enhanced
their sense of immersion. Thirteen participants (27%) noted that the combination of VR and speech
interaction significantly contributed to this immersive experience. One player commented, “With the
VR glasses, it makes you feel like you are really talking to that person” (P7). Another added: “You are
already wearing the VR glasses, so you are very immersed in the game, but talking to them just makes
it feel more real” (P20). However, two participants noted that occasional lapses in conversation realism
detracted from the immersion. One player said, “Maybe in an actual workplace, if I ask a question and
they are like, T'm sorry, I don’t understand that,” I'd be like, ‘screw you™ (P43).

Nine participants (18.7%) praised the game’s realism, with one participant saying, “It seemed so real.
It just seemed like you were there. You just felt part of the game” (P29). Many participants found the
speech interaction with NPCs to be enjoyable and engaging. Fifteen participants (31.2%) described these
interactions as fun and entertaining, with four (8.3%) specifically finding them humorous. Players used
various positive descriptors to convey their experience with the speech interaction, including
“enjoyable” (16 mentions), “interesting” (11 mentions), “nice” (8 mentions), “cool” (4 mentions),
“good” (5 mentions), “natural” (3 mentions), “intuitive” (2 mentions), “relaxing” (2 mentions),
“impressive” (2 mentions), among others.

On the negative side, three participants found the speech interaction awkward or weird, with one
player noting that this type of game was not their preferred style.

Freedom of expression during interactions with NPCs emerged as a key theme, with 16 participants
(33.3%) appreciating this feature for providing them greater control and agency in the game. One par-
ticipant shared, “It gives you a lot of agency—what you want to do and your plan of action. It feels
more like you control the game instead of the game controlling how you are supposed to play it”
(P20). Another added, “I liked that you could really talk to them. Sometimes, you have games where
you can only say certain things, but you are quite limited. In this game, I feel like they could answer
everything you say. It’s what people are like” (P17).

Few participants also saw potential in games utilizing speech interaction for educational or thera-
peutic purposes. One player suggested, “You can practice different languages with people or practice
saying things out loud. Those things that you find difficult to speak about out loud in your real life”
(P28). Another player added that such games can help with stress relief: “This kind of game can help
relieve stress when you are having a very bad day. You can talk to someone” (P39).

5.4.2. Game design and mechanics

The esthetics and design of the game received favorable feedback from 18 participants (37.5%) who
appreciated the visual appeal. On the other hand, three participants disliked the overall esthetics
(6.25%) Two participants noted that the poor visual quality negatively impacted their immersion. One
player commented, “The graphics were very game-like. You do not dive into it and feel like it is
another reality. You know, it is a video game, and it puts you down to earth” (P21).

Feedback on the game’s puzzles was generally positive, with 17 participants (35.4%) enjoying solving
the tasks presented. Eight participants (16.6%) specifically highlighted that the puzzles were the game’s
most interesting aspect, and two appreciated the variety of the tasks. However, not everyone shared this
sentiment—six participants (12.5%) did not enjoy the puzzles overall, and four mentioned that they
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disliked a specific puzzle (8.3%). Four participants (8.3%) found the puzzles to be the least interesting
part of the game.

Seven players (14.5%) saw navigating back and forth between characters as cumbersome, with three
(6.25%) specifically noting that this was the least interesting part of the game. Moreover, four partici-
pants (8.3%) found the gameplay time too short. Two noted that it was difficult to fully grasp the
NPCs’ characters within the 20-minute gameplay period.

5.4.3. Virtual reality

The feedback on VR controls was mixed. Thirteen participants (27%) found the controls cumbersome
and challenging to use, while eight (16.6%) appreciated the VR controls, describing them as intuitive
and simple. Similarly, opinions on the virtual environment were also divided. Twelve participants
(25%) found the virtual environment appealing, noting that it contributed positively to their overall
experience. However, eleven participants (22.9%) felt that the environment was not particularly interest-
ing. Six participants (12.5%) highlighted navigation within the VR space as complex and found it chal-
lenging to move through the game.

Conversely, three participants (3.2%) found the movement within VR to be exciting, adding to their
sense of immersion. A concern raised was regarding motion sickness, with four participants (8.3%)
reporting mild symptoms. Fortunately, none of these cases were severe enough to detract significantly
from the overall experience.

5.4.4. Speech interaction

Thirty-seven participants (77%) reported experiencing speech recognition issues during gameplay.
Interestingly, 24 of these participants (50%) attributed the problems to themselves, citing unclear speech
or accents as the cause rather than the recognition system itself. Sixteen participants (33.3%) noted that
their pronunciation difficulties led to misrecognition of their intents. On the positive side, 13 players
praised the speech recognition system, highlighting its ability to accurately recognize their intents.
However, two participants noticed a slight delay in NPC responses, affecting their experience. Five par-
ticipants (10.4%) pointed out issues with turn-taking in conversations, where NPCs interrupted the
player, making it difficult for the player to stop them. Additionally, four players mentioned putting in
extra effort, such as enunciating, speaking louder, or slowing down, to ensure that NPCs understood
them. One player compared this to “talking to a baby” due to the need for exaggerated enunci-
ation (P15).

Nine players (18.7%) appreciated the ability to directly speak to characters without having to select
dialogue options, finding it more immersive and realistic. Three participants (6.2%) liked not having to
press extra buttons when talking to characters, though two others recommended a “hold to talk” mech-
anism to avoid unintended recognition.

One of the most prominent issues reported was the NPCs providing unhelpful responses, such as
generic statements like “Sorry, I don’t know about that!” Fourteen participants (29.1%) expressed frus-
tration with these replies, leading some to perceive the NPCs as “not intelligent enough.” Eight partici-
pants (16.6%) highlighted instances where NPCs gave out-of-context responses that did not align with
their inquiry or game’s tasks.

Moreover, 13 participants (27%) mentioned that NPCs sometimes provided incorrect information or
“hallucinated” facts, hindering their game progression. Four participants (8.3%) found these madeup
responses the least interesting aspect of the game. One player shared, “It was challenging because I was
always questioning, ‘Did he lie? Did he not lie?”” (P8). Despite the issues, six participants (12.5%)
appreciated the uncertainty in NPC responses, with four (8.3%) finding it the game’s most interesting
aspect. Two found these events playful and humorous, with one player noting: “It didn’t feel really arti-
ficial when the NPC was lying to me. It just felt more human” (P25).

Fifteen participants (31.2%) felt that conversations with NPCs were somewhat artificial, with seven
(14.5%) describing them as robotic. One player stated, “It feels less like I'm having a conversation with
a human being, but rather with just a response machine” (P2). Five participants (10.4%) found the
NPC responses dry or flat, and two others wished for more organic, humanlike conversations.
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Participants expressed several desires for more natural NPC interactions. Eight players (16.6%) sug-
gested adding more conversational formalities to enhance realism. One player noted, “They didn’t really
keep the conversation going to get more information... In real life, people would at least try to help
or ask more questions to show they care” (P11). Two mentioned that the NPCs always got the last
word, which damaged the realism of the interaction. One player said, “They always ended conversations
with sentences like ‘If I could help you with something, just ask me again.’ That made it seem pro-
grammed” (P16). Three players hoped for more context-aware NPCs, wishing them to know about past
and present events by the player and other NPCs, as well as a better spatial understanding of the
game’s world and location of objects and characters. One player added, “The characters should have a
more natural response to my behavior. Where I'm actually standing in the room, how I'm talking to
them. It will convince me to respect the character even more” (P33).

Three participants recommended requiring more set-up or chitchat before directly asking NPCs
questions. One player mentioned, “I thought I needed to have some opening sentences before getting
to the point. But after a while, I realized I could directly ask the question. In the real world, that
doesn’t work. You have to introduce yourself or talk a bit and then ask your questions” (P37). Two
other players indicated that they took advantage of the fact that they did not have to keep conversa-
tional formalities in the game, with one player saying, “I didn’t have to close the conversation. Once I
got the information I needed, I could just turn around and leave because I was aware that I was playing
a game” (P42).

5.4.5. NPC design and interaction

Thirteen participants (27%) perceived that each NPC had a distinct personality, with five specifically
appreciating this uniqueness. However, four participants (8.3%) felt that the NPCs’ personalities were
too similar, and two expressed a desire for more variety and enhancement in this area. Seventeen play-
ers (35.4%) mentioned that they found certain characters more interesting than others, highlighting a
disparity in character appeal. Four players (8.3%) appreciated the diversity among the characters, recog-
nizing it as a positive aspect of the game. Twelve participants (25%) noted that conversing with the
NPCs initially felt weird, but they became more comfortable as the game progressed.

Three participants (6.2%) noted that they interacted differently with the characters based on their
roles, suggesting a hierarchical interaction format. One player shared, “I sort of interacted with them
based on how I would in a real office. Like with the manager, I would probably ask just direct ques-
tions, whereas the others, I might be more relaxed towards” (P31).

When asked about the most attractive aspects of the game, only two participants mentioned specific
NPCs. Both were male participants who selected a female NPC. The lack of movement among NPCs
was an important point of criticism. Seven participants (14.5%) wished the characters could move, with
one finding this the least interesting aspect of the game. Participants also expressed dissatisfaction with
the characters’ bodily gestures and facial expressions. Six players (12.5%) wished for improvements in
these areas, while three (6.2%) found the NPC gestures creepy. One player elaborated, “[The NPCs]
didn’t have a very natural backchanneling. When you talk to real people, they blink, move their heads,
and say ‘mhm’ once in a while” (P33).

Three participants (6.25%) hoped for more emotional expression from the NPCs, noting that the
lack of emotion made the NPCs feel less natural. Regarding the NPCs’ voices, five participants (10.4%)
found them monotonous and lacking emotion, expressing a desire for more modulation. Conversely,
three participants (6.2%) found a specific character’s voice engaging. Six participants (12.5%) mentioned
a lack of proactivity in NPCs, with one player suggesting, “The conversations would be a little bit more
natural if they also approach you and you do not only approach them” (P24). Additionally, two partici-
pants wished for cross-conversations between NPCs to enhance the game’s realism, and two others
wanted more support and prompts from NPCs to guide them toward progress.

5.5. Experimenters’ observations

Throughout the study sessions, experimenters observed various patterns and events related to the game,
NPCs, and participant behavior. A common behavior observed was that when the game failed to



18 N. ZARGHAM ET AL.

recognize their voice input, many participants would instinctively move closer to the in-game charac-
ters, even if they were already within the communication range set in the game. Conversely, some par-
ticipants backed away when they felt their voices were perceived as too loud.

A recurring issue involved NPCs failing to provide the necessary information, even though they
were the correct character to ask. Instead, NPCs sometimes gave vague or incorrect answers or made-
up facts (hallucinations), disrupting player progress. This inconsistency led to players receiving contra-
dictory answers from different NPCs, which caused confusion and made players speculate about which
character could be trusted. In a few instances, the NPCs did not stay in character and deviated from
their designated roles. This was mainly caused by the speech recognition system’s misinterpreting user
intents. In one instance, the words “clips” and “mailing” were recognized as “ships” and “sailing.”
From this instance forward, the NPC began addressing the player as a ship captain, using pirate-
themed jokes and metaphors such as “I hope you find that treasure!” or “Good luck on the office
seas!”

Furthermore, we noticed that, for a few participants new to virtual reality, the novelty of the technol-
ogy overshadowed other aspects of the game, including speech interaction. In post-session interviews,
they focused more on the immersive VR environment, controls, and movement, paying less attention
to speech mechanics and game design, as their first-time VR experience dominated their attention.

6. Discussion

This explorative study investigated how players perceive and experience speech interactions with
GenAl-based NPCs in a VR game and how they communicate with characters displaying various
humanlike traits. Overall, participants had a positive experience playing “Office Whispers,” as reflected
in the PXI ratings, custom-designed questions, and interview insights. Most participants enjoyed the
social aspects of the game and had a favorable experience interacting with the NPCs through speech.
While the game’s esthetics, puzzles, and design were generally well-received, improvements in graphics
and narrative were requested to enhance overall immersion and player engagement. Some felt that the
lo-fi graphics hindered their immersion, and the office-based premise lacked excitement for others.
This could be due to the mundane or repetitive nature of an office-based setting in contrast to more
imaginative or fantastical environments. To engage a broader audience, games might explore varied
narrative environments and settings to increase appeal.
Eventually, we interpreted our findings to provide answers to the following research questions:

RQ1: How do players experience a speech-based VR game that features GenAl-based conversational NPCs?
RQ2: How do players perceive GenAl-based NPCs with distinct characteristics in a speech-based VR game?

6.1. Player experience

The PXI results suggest that players had an overall positive experience. This is further supported by the
participant’s rating in the custom questionnaire concerning the overall experience and willingness to
play similar games. These results were mostly equivalent between the two game versions, participants’
gender, and the experiment sites, indicating that the yielded experience was stable and unaffected by
these factors. The perception of characters, including their attractiveness and the enjoyment of interact-
ing with them, was also consistent across both game versions, participants’ gender, and experiment
sites.

The study was conducted at two sites to explore whether player interactions and experiences
remained consistent across distinct institutional and geographical contexts. Overall, we observed largely
comparable patterns of interaction and experience across the two sites. The only statistically notable
differences emerged in the PXI dimension “Clarity of Goals” and in players’ self-reported performance
in the custom questionnaire, where participants from the Canadian site reported higher scores. The
Canadian sample consisted primarily of native English speakers, whereas the Netherlands sample
included a higher proportion of non-native speakers. Given that the game relies heavily on spoken
interaction and verbal comprehension of objectives, differences in English proficiency may have
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influenced participants’ understanding of the game goals and their perceived performance. However,
these differences should be interpreted with caution, as they may have been influenced by other poten-
tial location-based confounding factors.

Immersive Gameplay and Realism: We observed that participants found the game highly immersive,
as evidenced by their ratings on the PXI Immersion subscale and interview feedback. One example of
this immersion was participants instinctively moving closer to NPCs to improve voice recognition,
showing an intuitive adjustment to the interaction. While much of this immersive experience can be
attributed to the virtual reality technology (Ishiguro et al., 2019), interviews revealed that interacting
with NPCs through speech significantly contributed to players’ sense of immersion, with onethird of
participants noting that it made them feel more integrated into the game’s world. This supports previ-
ous research, suggesting that speech interaction in games can enhance the sense of immersion (Osking
& Doucette, 2019; Zargham, Fetni, et al, 2024, Zargham, Friehs, et al,, 2024, Zargham et al., 2025;
Zhao et al., 2018). Additionally, the freedom to choose the words to interact with NPCs—enabled by
the use of GenAl-based characters—further enhanced players’ immersive experience, supporting the
idea that incorporating GenAl-based NPCs can amplify the immersive qualities of VR experiences
(Christiansen et al., 2024). Overall, our results suggest that combining VR with speech interaction not
only maintains but enhances immersion. Integrating VR and speech technology allows for more natural
and intuitive interactions, validating the previous work (Christiansen et al., 2024; Zargham et al., 2020).
The increased immersion and entertainment, along with positive feedback on the player experience,
underscore the potential of speech-based VR games to deliver novel and engaging experiences.

However, the player’s immersion proved rather fragile. Speech recognition errors, turn-taking errors,
and GenAlI hallucinations quickly broke the immersive experience. Speech interaction was shown to
heighten engagement while amplifying the perceptibility of system flaws. Although several participants
praised the game’s realism, particularly in terms of interaction and the overall game world, the limita-
tions in visual design, character movement, gestures, and facial expressions, as well as the NPCs’ lack
of full contextawareness, negatively impacted immersion and realism. Several players reported that
NPC responses failed to align with the events in the environment or with their prior actions, which
they felt reduced immersion and narrative coherence. Furthermore, the emotional expression of NPCs
was another area for improvement, with several participants describing their voices as monotonous.
Such factors disrupt the interaction flow, reminding players of the artificial nature of NPCs. Addressing
these limitations is crucial for maintaining realism and immersion.

6.1.1. Speech interaction
Even though the majority of participants (77%) reported issues with speech recognition, most players
responded positively to the speech interaction feature in the game, with 58.3% identifying it as the
most liked aspect and 45.8% finding it the most interesting part of the gameplay. The novelty of this
feature was another key factor, with over half of the participants (58.3%) emphasizing that they had
never experienced such a mechanic in a game before. This points to the scarcity of speech interaction
in video games, a point also highlighted in previous literature (Allison et al., 2019; Zargham, Friehs,
et al., 2024). Beyond novelty, this suggests that speech interaction currently represents a gap in main-
stream game design, making even imperfect systems feel innovative and agency-enhancing to players.
The ability to speak directly to NPCs provided a new and immersive way to interact with game char-
acters, as highlighted by our participants’ remarks that speech interaction “makes it feel more personal”
and allows for a “deeper connection” with the characters. These reactions align with theories of social
presence and parasocial interaction, indicating that people may perceive agents more as social actors
when communication resembles human-human dialogue (Seaborn et al, 2022). While many players
found speech innovative, technical limitations detracted from the experience for several. Interestingly,
half of the participants attributed the recognition problems to their own unclear speech or accents,
indicating that players were somewhat forgiving of these flaws. Nevertheless, speech recognition issues,
turn-taking problems, and lack of proactive interactions were raised as limitations of speech interac-
tions with NPCs. These challenges forced players to over-enunciate, wait their turn to speak, and exer-
cise more patience, disrupting the natural flow of conversation. Many of these technical concerns have
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been researched, and efforts are currently being made to address these to offer more seamless user
experiences (Reicherts et al., 2021; Skantze, 2021; Zargham, Fetni, et al., 2024). Interestingly, some play-
ers did not attribute the “mistakes” of the NPCs to technical errors but rather to the character traits of
that NPC. Some participants stated that NPCs were “lying” even though the NPCs were not pro-
grammed to lie, and they should have behaved equally for all participants. This fits past research that
humans tend to attribute intention and meaning to actions performed by artificial actors (Nass &
Brave, 2005).

6.1.2. GenAl for communication

Participants found interactions with the GenAl-based NPCs more organic and less scripted than typical
NPC dijalogues in most games. This stemmed from two key factors: the direct natural interaction pro-
vided by speech, as opposed to the traditional method of selecting dialogue options, and the freedom
to formulate commands without preset limits. Previous studies have identified communication con-
straints in games as limiting, leading to player frustration and reduced agency (Zargham, Fetni, et al.,
2024; Zargham et al., 2025). In contrast, the freedom of expression in our game enhanced players’ sense
of control and engagement within the game world. Interview responses indicate that flexibility in com-
munication could enhance players’ sense of agency and control and deepen their immersion in the
game. This flexibility allows for a more personalized and dynamic gaming experience, particularly bene-
ficial for individuals who may not be comfortable with ordinary control schemes. Nevertheless, many
participants expressed dissatisfaction with the artificiality of conversations, calling for more human-like
interactions, such as courtesy, context-awareness, and more natural responses. Some participants per-
ceived NPCs as cold or merely “response machines.” Participants called for more natural conversation
flow and behavior, with suggestions for integrating speech into gameplay activities or requiring more
conversational formalities before diving into questions. These findings highlight the need for more
nuanced, lifelike NPC interactions. Enhancing speech systems to incorporate conversational formalities
such as politeness, context awareness, and smoother conversation dynamics, such as embedding speech
interactions into gameplay activities, could create more natural, engaging experiences.

Opverall, regarding RQ1, our study reveals that players experience GenAl-based speech interaction in
VR as highly immersive, agency-enhancing, and novel, yet also somewhat fragile. Players’ immersion
and their sense of realism are easily disrupted by technical errors, shallow conversational dynamics,
and limited contextawareness. While speech shifts player engagement from menudriven interactions
toward more interpersonal-style communication, this shift also raises expectations that current GenAl
NPCs may not yet fully meet.

6.2. Perceptions on GenAl-based NPCs

When designing the NPCs, we maintained consistency in core traits, such as interests and hobbies, to
isolate the effects of role and gender. We introduced variations in gender, voice, and office roles to
diversify the characters. While many players perceived some differences and found certain NPCs more
engaging, others felt the characters were too similar, pointing to “monotone” voices and “Al-like”
responses. While we deliberately manipulated the mapping between gender and hierarchical office roles,
our findings suggest that gender alone did not significantly influence players’ perceptions of NPCs.
Instead, players’ preferences and judgments appeared to be more strongly driven by the narrative fram-
ing of the role (e.g., manager vs. intern), the quality of interaction, and perceived personality traits.
However, it is important to emphasize that our manipulation was intentionally minimal. We altered
gender presentation and voice while keeping dialogue content and personality consistent to ensure
comparability across versions. Our design does not allow strong claims about nuanced constructs such
as perceived empathy, authority, or player identification. Future work should systematically examine
how social attributes shape player-NPC relationships.

Moreover, it is important to note that participants’ perception of, and attitudes toward, individual
NPCs could be shaped by a combination of interacting factors beyond the characters’ narrative traits
or designed personalities. Specifically, visual appearance, voice characteristics (e.g., pitch, tonality, and
expressiveness), response timing, and the frequency of speech recognition errors or LLM-generated
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inconsistencies may all have influenced character evaluations. Because these elements varied percep-
tually across characters and play sessions, and were not all experimentally controlled or measured
independently, our character-specific ratings should be interpreted as holistic user perceptions rather
than isolated judgments of character design or personality alone. Participants also expressed interest
in learning more about each NPC’s unique traits, such as their hobbies. These findings suggest that,
while NPCs should be designed with distinct personalities, their differences should be reinforced
through varied vocal expressions, emotional depth, and conversational complexity to make interac-
tions more engaging and authentic. Research also suggests that when NPCs have strong personalities
and are well-staged, it can create an illusion of intelligence, and players may overlook technical flaws
such as recognition failures or hallucinations (Denisova & Cairns, 2015). Participants frequently noted
the helpfulness of the characters’ responses as the main reason for favoring them over others. When
the gen-Al system produced problematic or insufficient responses—often occurring unpredictably
with any character—it led to player frustration, causing those NPCs to be viewed unfavorably. This
underscores that, regardless of the form of interaction, many players prioritize game progression and
become frustrated by factors that create barriers to their advancement. The Designer was the most
frequently chosen favorite character, while the Intern was the most frequently disliked. Interviews
revealed that some participants adjusted their speech patterns based on the perceived hierarchy within
the virtual office, suggesting that players’ perceptions of NPCs’ roles influenced their interaction
dynamics. The favored Designer had a role similar to the player’s, while the disliked Intern held a
lower position in the game’s story. Similar hierarchy-related speech patterns were observed in previ-
ous work (Zargham et al., 2025). These dynamics suggest that roles assigned to NPCs can potentially
reinforce real-world biases and stereotypes. Game designers should carefully consider these behavioral
tendencies when designing GenAlI-based NPCs to ensure interactions promote inclusivity and avoid
perpetuating hierarchical or discriminatory patterns. GenAI NPCs could function as socio-cultural
artifacts. They may unintentionally reproduce or amplify players’ implicit biases, even when not expli-
citly designed to do so.

For a minority of players, a character’s attractiveness played a role in determining their preference
for specific NPCs, particularly among male participants. Moreover, although we did not observe any
significant differences concerning participants’ gender and their NPC attractiveness ratings, we saw
that male players showed a slight tendency to favor female characters, while female participants exhib-
ited a more balanced preference. This suggests that gendered biases may influence how players engage
with and perceive NPCs, as seen in prior research (Zargham et al., 2025). Our data further revealed a
correlation between a character’s perceived attractiveness and the enjoyment players reported during
interactions, with more attractive characters often linked to more enjoyable experiences. This mirrors
well-established findings in social psychology, where attractiveness is linked to perceptions of compe-
tence and likability (Lorenzo et al., 2010), suggesting that GenAlI-driven NPCs might be subject to
similar heuristic judgments. These results highlight the importance of visual and narrative design
when creating engaging NPCs.

Ultimately, regarding RQ2, we observed that players perceive GenAl-based NPCs primarily through
their functional reliability, role-based expectations, and interaction quality, rather than gender or prede-
fined personalities. When GenAl failures occur, players could also interpret them as social behaviors.
This reinforces the need for more consistent, context-aware, and emotionally expressive NPC designs.
Character distinctiveness must be supported across dialogue, voice, behavior, and responsiveness to
create coherent identities.

All in all, our work highlights the immense potential of combining speech interaction, VR, and
LLMs for highly immersive gameplay. While free-form speech increases player agency, subtle guidance
mechanisms are required to prevent confusion and help maintaining the narrative flow. Designers
should prioritize contextawareness, ensuring NPCs respond dynamically to game world changes, player
actions, and narrative progression to maintain realism and immersion. Typical speech interaction con-
cerns such as recognition errors, turn-taking issues, and lack of proactivity can disrupt player experi-
ence. Improvements in these aspects can create smoother interactions and enhance engagement.
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Moreover, NPCs should exhibit conversational depth and coherence, avoiding irrelevant or out-of-
context responses that break immersion.

Incorporating formalities such as courtesy and varied conversational styles can lead to more human-
like interactions. Other than conversational capabilities, NPCs should exhibit natural behaviors through
better voice modulation, facial expressions, gestures, and movement. This could make interactions feel
more authentic. Addressing these factors can lead to more believable, engaging, and immersive GenAlI-
based NPCs, ultimately enhancing the overall gameplay experience.

7. Limitations and future work

Several limitations should be considered when interpreting our findings. First, some participants per-
ceived the 20-minute gameplay as too short and desired a longer session to engage more deeply in con-
versations with the NPCs rather than focusing primarily on the game’s tasks. While this duration was
chosen to limit fatigue and VR motion sickness and to ensure comparability across sessions, it may
have constrained the depth of social interaction and reduced the emergence of more complex conversa-
tional dynamics. Future studies could adopt longer or multiple-session designs and control for fatigue
to explore more in-depth character interactions. Further, we did not measure any objective perform-
ance metrics, such as puzzle completion time, success rate as our study was primarily concerned with
players’ subjective experiences and social perceptions during interactions with GenAlI-based NPCs. We
focused on perceived performance as a measure of players’ sense of competence during interactions,
which are known to influence immersion and engagement. Future work should combine subjective and
objective measures to better understand how interaction quality relates to actual in-game performance.
Moreover, we witnessed that several participants struggled with VR controls and navigation, and some
were first-time VR users. This novelty effect likely increased cognitive load and may have shifted atten-
tion away from speech interaction toward motor control. Extended VR familiarization and improve-
ments in control design and movement mechanics could have improved the player experience. Some
players initially found conversations with NPCs awkward, but became more comfortable as the game
progressed. This suggests that speech-based games may require an adjustment period for players to
become familiar with this interaction style, especially those with less experience in such forms of inter-
action. Technically, the NPCs lacked certain features such as context-aware dialogue grounding, pro-
active conversation initiation, and dynamic character movement. These constraints likely reduced the
perceived naturalness of the characters, thereby potentially impacting immersion and character evalu-
ation. Furthermore, we did not systematically disentangle the effects of visual design, voice characteris-
tics, response latency, and LLM reliability on character perception. As a result, character ratings in this
study reflect a mixture of aesthetic design, narrative framing, and technical performance. Future work
should independently manipulate these factors to isolate their respective contributions. Our participants
raised concerns about the context awareness of the NPCs. This was not directly manipulated or meas-
ured within the experimental design, but rather emerged from participant comments and observed
breakdowns in interaction during gameplay. Future work should explicitly and systematically manipu-
late contextual variables such as NPC access to real-time game state information, environmental
changes, or player action history to empirically test how different degrees of context integration affect
player experience. Furthermore, participants occasionally referenced gendered or hierarchical interpreta-
tions of NPC roles (e.g., perceiving certain characters as more authoritative or submissive based on
voice, dialogue style, or appearance). Such perceptions could reflect or reinforce broader social stereo-
types (Zargham et al., 2025), which could bias character liking, trust, or perceived competence. We
acknowledge that our design may have unintentionally activated certain such biases. We also note a
potential confound related to character names, as they could carry cultural, linguistic, or gendered asso-
ciations that influence perceived personality. Finally, our participants were recruited from two sites
(Canada and the Netherlands). We acknowledge that participant samples at both sites were heteroge-
neous, including individuals from multiple nationalities and native languages. This diversity makes it
difficult to attribute observed differences directly to national or cultural factors. Furthermore, other
potential confounding variables, such as language proficiency, prior VR experience, and familiarity with
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AT technologies, may have influenced player behavior and interaction styles. Hence, we treated any
site-related differences as exploratory observations rather than cultural effects.

8. Conclusion

This work examined player interactions with GenAl-based NPCs in a speech-based VR game. We
developed an adventure and puzzle game in which players used speech to communicate with the NPCs
to progress through the game. An user study with 48 participants examined how players experience
such a game, their perceptions of interactions with GenAl-based NPCs, and how they adjust their com-
munication strategies when engaging with characters exhibiting distinct traits and social roles. Our
findings indicate that players generally enjoyed the game, appreciated the freedom of natural language
expression, and experienced a strong sense of immersion when interacting with GenAl-based NPCs. At
the same time, limitations in speech recognition, restricted behavioral depth of the characters, and chal-
lenges with generative Al, such as hallucinations and inconsistent responses, disrupted immersion and
occasionally undermined the perceived coherence and reliability of the characters’ responses. Beyond
these empirical observations, this study makes a conceptual contribution to ongoing discussions in HCI
and game user research regarding the role of generative Al in interactive systems. In our study, GenAl-
based NPCs were perceived as dynamic and partially unpredictable social actors within game worlds.
Players’ experiences and character perceptions emerged not only from the visual and narrative design
of the NPCs, but also from the interactional behavior of the underlying Al system, including its respon-
siveness, variability, breakdowns, and occasional failures. This positions conversational Al in games as a
fundamentally interactiondriven element rather than a static design component. This work further pro-
vides an empirical approach for studying player-NPC relationships in systems where dialogue and
behavior are not predetermined but dynamically generated, contributing to emerging evaluation practi-
ces for generative Al in interactive environments. Overall, our findings highlight both the immense
experiential potential and current limitations of integrating speech interaction, VR, and LLM-based
NPCs into game design. While such systems can significantly enhance immersion and player agency,
their success depends on carefully designed interaction frameworks that manage uncertainty, conversa-
tional reliability, and system limitations. For HCI, this raises important questions about how users attri-
bute agency, trust, and intention to Al-driven characters. For game research, it opens new perspectives
on character design, narrative structure, and player-NPC relationships in generative systems. By situat-
ing our findings within these broader concerns, this work contributes a step toward understanding how
GenAl-based NPCs can be meaningfully and responsibly integrated into future interactive and immer-
sive experiences.

Notes

1. https://unity3d.com/unity.

2. https://www.meta.com/quest/products/quest-2/.
3. https://www.amberscript.com/en/.

4. https://atlasti.com.
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