Numerical investigation of the stability of bubble train flow
in a square minichannel

Murat C. Oztaskin,**® Martin Worner,>® and Hakan S. Soyhan3

1Department of Mechanical Engineering, Institute of Science and Technology, University of Sakarya,
54187 Sakarya, Turkey

2Forschungszentrum Karlsruhe, Institut fiir Reaktorsicherheit, Postfach 3640, 76021 Karlsruhe, Germany
3Department of Mechanical Engineering, Engineering Faculty, University of Sakarya,

54187 Sakarya, Turkey

The stability of a train of equally sized and variably spaced gas bubbles that move within a
continuous wetting liquid phase through a straight square minichannel is investigated numerically
by a volume-of-fluid method. The flow is laminar and cocurrent upward and driven by a pressure
gradient and buoyancy. The simulations start from fluid at rest with two identical bubbles placed on
the axis of the computational domain, the size of the bubbles being comparable to that of the
channel. In vertical direction, periodic boundary conditions are used. These result in two liquid slugs
of variable length, depending on the initial bubble-to-bubble distance. The time evolution of the
length of both liquid slugs during the simulation indicates if the bubble train flow is “stable” (equal
terminal length of both liquid slugs) or “unstable” (contact of both bubbles). Several cases are
considered, which differ with respect to bubble size, domain size, initial bubble shape, and
separation. All cases lead to axisymmetric bubbles with the capillary number in the range of
0.11-0.23. The results show that a recirculation pattern develops in the liquid slug when its length
exceeds a critical value that is about 10%—20% of the channel width. If a recirculation pattern exists
in both liquid slugs, then the bubble train flow is stable. When there is a recirculation pattern in one
liquid slug and a bypass flow in the other, the bubble train flow may be stable or not depending on
the local flow field in the liquid slugs close to the channel centerline. These results suggest that a
general criterion for the stability of bubble train flow cannot be formulated in terms of the capillary

and Reynolds number only, but must take into account the length of the liquid slug. ©

[. INTRODUCTION

The term “Taylor flow” refers to the flow of a sequence
of elongated bubbles that move through a narrow channel
and fill almost its entire cross section. Other designations
frequently used in literature are slug flow, segmented flow,
and bubble train flow.> In this paper, we will use the term
“bubble train flow” since it may refer to the regular flow of
trains of bubbles that are elongated (Taylor bubbles) or not,
but have a diameter that is comparable to the hydraulic di-
ameter of the channel. Bubble train flow is of interest for a
number of technical applications and devices. Examples are
monolith structures® that are traditionally used for reducing
automotive emissions but are now finding increasing interest
for use as multiphase monolith reactors,>* microbubble
columns® (particularly in providing extraordinary high inter-
facial area per unit volume), microfluidic channels,®’ and
networks®® with segmented gas-liquid flow (mainly for ap-
plications in the life sciences and microprocess engineering),
and so on. From an ideal point of view, the flow in these
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devices should consist of bubbles of identical size and shape
that move along the channel with the same axial velocity and
are separated from each other by liquid slugs of uniform
length. The hydrodynamics of such a perfect bubble train
flow is fully described by a unit cell which consists of one
bubble and one liquid slug. Perfect bubble train flow is at-
tractive, since it would allow estimating the behavior of a
single channel and the entire reactor simply by numbering up
the relevant transport phenomena in a unit cell. In technical
devices, however, perfect bubble train flow is hard to achieve
since the generation of the individual bubbles by gas-liquid
mixers, T-junctions,10 and other devices is usually not a fully
deterministic but rather a stochastic process, which may be
influenced, e.g., by pressure fluctuations at the gas inlet'
and, in general, leads to bubble size distributions.® For prac-
tical applications, therefore, the characteristics of the bubble
train flow under variations of the size of individual bubbles
and the length of liquid slugs are issues of significant impor-
tance since such variations may result in a relative motion
between bubbles which might lead to coalescence. For a gas-
liquid reaction in a monolith reactor or a microreactor, coa-
lescence of bubbles is, in general, an undesired process, since
it can lower the efficiency of the reactor by reducing the
overall interfacial area.

For life science and lab-on-a-chip applications, the flow



of two immiscible liquids through a narrow channel in the
form of a train of droplets is of interest. In some applications,
a relative motion of adjacent drops may be of benefit since it
can be utilized to direct the coalescence of drops.? In other
applications such as for the crystallization of proteins, coa-
lescence of drops is unwanted and gas bubbles™ or a third
immiscible quuid14 are injected to prevent it. For the pres-
sure driven creeping flow of neutrally buoyant drops, Ho and
Leal®™ found in their experimental study in a circular capil-
lary of 1 mm inner diameter that identical drops of compa-
rable size that are separated by a distance more than a tube
diameter exhibit identical translational velocities and interac-
tions are negligible. This result is consistent with the analyti-
cal investigations by Hyman and Skalac.'®

The literature on the interaction of Taylor bubbles is
mainly restricted to tubes of conventional size. Moissis and
Griffith’” were the first who investigated the velocity of a
Taylor bubble as it rises in a flowing liquid behind a series of
other Taylor bubbles through a vertical tube. Measurements
were taken for tubes with inner diameters D of 12.7, 19.05,
25.4, and 50.8 mm. The rise velocity of the trailing bubble is
always larger than that of the leading one, but strongly de-
pends on the separation distance between the bubbles, i.e.,
the liquid slug length L. For the three larger pipes, where the
bubble Reynolds number is well in the turbulent zone, the
experimental results for the trailing-to-leading bubble veloc-
ity ratio are well described by a decaying exponential func-
tion, which takes high values for small values of Lg and
asymptotically approaches unity for very large values of L.
For the smallest tube, the bubble Reynolds number is about
2000 and the wake effects are much shorter than for the
larger tubes, since viscous effects are no longer negligible.
Talvy et al.!® studied the interaction between two consecu-
tive Taylor bubbles in a stagnant liquid in a vertical pipe
(D=25 mm). They found that even at distances exceeding
50 pipe diameters, the trailing bubble is affected by the ve-
locity field in the wake of the leading bubble. Pinto and
Campos19 performed experiments on the interaction of two
Taylor bubbles rising through stagnant liquid in vertical
tubes of 19, 32, and 52 mm internal diameter and later ex-
tended their study for cocurrent liquid flow.” In the first
study,™ coalescence is always observed if the length of the
liquid slugs is shorter than a critical distance above which
there is no interaction of the bubbles. In the study for cocur-
rent vertical flow? this distance is about 5D if the flow is
turbulent. When the liquid flow is laminar, two different situ-
ations are observed. First, if the ratio between the average
velocity in the fully developed film around the bubble and
the average velocity in the liquid slug is greater than 25,
coalescence between bubbles is observed. The minimum dis-
tance between bubbles above which there is no interaction is
about 10D. Second, if the value of that ratio is lower than 25
and the initial distance between slugs is greater than the
wake length of the leading bubble (which is about 5D here),
then the distance between both bubbles increases during their
rise and coalescence is not observed. Recently, Mayor et a2t
investigated experimentally the interaction between consecu-
tive Taylor bubbles that rise freely in the laminar regime
through a vertical pipe with D=32 mm. They give a corre-

lation for the ratio of velocities of the trailing and leading
bubble as function of the liquid slug length. For slug length
larger than 2D this velocity ratio is only slightly higher than
1 and approaches unity for very large values of Lg. Thus,
Taylor bubbles flowing more than 2D apart require a long
portion of the column to coalesce. However, for liquid slugs
shorter than 2D, the velocity ratio strongly increases as Lg
decreases, indicating a strong interaction between both
bubbles, which leads rather fast to coalescence. Thus, this
correlation does reflect only the first one of the two laminar
regimes observed by Pinto et al.?® described above—which
leads to coalescence—but not the second one where the dis-
tance between the bubbles increases and no coalescence oc-
curs. In this context it is interesting to mention the study of
Fagundes Netto et al.”> who performed experiments on the
bubble-bubble interaction in horizontal turbulent two-phase
slug flow in a 90 m long pipe with internal diameter of 53
mm. They observed that bubbles placed behind a liquid slug
smaller than a critical value move faster than the leading one,
which leads to coalescence. Otherwise, they move slower
than the leading one. This result is in agreement with experi-
mental observations by Grenier” who found that the liquid
slugs seem to interact in order to “calibrate” their length
around a stable mean value, so that short slugs increase in
length while longer ones decrease.

For tubes of smaller size, detailed experiments have
been recently performed by Salman et al.?* on the formation
of Taylor bubbles in a tube of 1 mm inner diameter by a
coflow tube/nozzle arrangement. They identified three
mechanisms for initial bubble formation and were able to
produce uniform bubble sizes for most of the cases. How-
ever, depending on the flow conditions, small non-Taylor
bubbles (with diameter notably smaller than that of the tube)
were formed. These non-Taylor bubbles then paired to Taylor
bubbles close to the nozzle. The velocity of a small non-
Taylor bubble is higher than that of a Taylor bubble because
it occupies regions in the tube with higher average velocity.
This eventually leads to coalescence of the trailing non-
Taylor bubble with the leading Taylor bubble, increasing the
size of the Taylor bubbles. By this mechanism, a wide range
of bubble sizes was obtained. Almatroushi and Borhan® in-
vestigated experimentally the interaction and coalescence of
oil drops and air bubbles rising under the action of buoyancy
through a vertical tubes of 3.467 and 7.96 mm inner diam-
eters filled with glycerol-water mixture. They consider two
drops, respectively, bubbles of different sizes and report
measurements of the coalescence time defined as the elapsed
time between the instants of apparent contact and coales-
cence. The coalescence process between two bubbles can be
characterized by three distinct processes. The first stage is
the close approach of the two bubbles to form a thin liquid
film between them, with the thickness of the liquid film be-
ing about a few microns. The second stage is film thinning or
drainage, wherein the thickness of the liquid film is gradually
reduced. Once the liquid film is sufficiently thin (less than
about 10 nm thick), it eventually ruptures and leads to coa-
lescence. Similar measurements, but for the coalesce time of
two neutrally buoyant drops of different sizes, have already
been performed before by Olbricht and co-workers®*?’ in



capillary tubes of 7 mm and 54 um inner diameters at very
low Reynolds number, Re=0(1072-107%).

Danov et al.?® used a lubrication approximation to inves-
tigate analytically the effect of a surfactant on the hydrody-
namic stability of a thin liquid film formed between two
drops or gas bubbles, which are moving along a narrow cy-
lindrical capillary. This study is based on the assumption that
the liquid slug is very thin and is planar with a uniform
thickness. This is, however, not a realistic assumption for
bubble train flow where the tip of the bubble is spherical for
low values of the capillary number and is pointed for larger
values of the capillary number.?*%

Campana et al.*' numerically investigated the stability of
the steady motion of a liquid slug in a capillary tube by a
Galerkin finite element method. The simulations are per-
formed in a frame of reference moving with the liquid slug,
which is confined between parts of two long gas bubbles.
The flow in the gas phase and the gravity force are neglected.
At the inlet of the computational domain, a radial velocity
profile for the liquid film is prescribed. As a key result, a
diagram for the uniform liquid film thickness h,, as function
of the slug length for fixed (prescribed) values of the capil-
lary number Ca= gy Ug/c and Reynolds number Reg
= p UgR/ w_ is obtained. Here, Ug is the bubble velocity, R
is the tube radius, p, is the density and w, the viscosity of
the continuous liquid phase, and o is the coefficient of sur-
face tension. The authors use this diagram to establish
whether a steady state displacement of the liquid slug is
stable, i.e., the system will recover the initial state after a
disturbance, or not. For example, for a capillary number
Ca=0.5 the flow is found to be hypothetically stable for Rey-
nolds numbers Reg=0, 10, 20 and unstable for Reg=40 and
50. The authors confirm their stability map by transient cal-
culations for hypothetically stable and unstable cases which
are both found to behave as expected. In a follow-up study,
Ubal et al.* determined stability charts for certain values of
the Laplace number, LaEpLoR/,uf:ReR/Ca, which show
the existence of a small stable region whose size increases as
the Laplace number is augmented.

All the above studies concern channels with circular
cross section. In circular capillaries, the liquid film thickness
at the circumference of the bubble is uniform. However, mi-
crofluidic channels and channels in a monolith reactor often
have rectangular cross sections. In such channels, the thick-
ness of the liquid layer around the bubble is not uniform
within a channel cross section, but is thicker in the corners of
the channel. As consequence, relative motion and thus the
coalescence of bubbles or drops in a train may be easier in
rectangular channels than in circular capillaries. To the au-
thors’ knowledge, there exists yet no study on the stability of
bubble train flow in narrow rectangular channels. In the
present paper, we perform such a study for a square mini-
channel and numerically investigate the stability of a train of
bubbles of equal size. We perform transient simulations for
bubbles of two different sizes in two different flow domain
sizes. The results will show that the recirculation in the lig-
uid slug plays a critical role for stability. The organization of
the paper is as follows. In Sec. Il the numerical method and
the computational setup are described. The results are pre-

sented in Sec. Il and are discussed in Sec. IV. Conclusions
are drawn in Sec. V.

II. NUMERICAL SIMULATION OF BUBBLE TRAIN
FLOW

A. Governing equations and numerical method

The locally volume-averaged conservation equations for
mass and momentum describing the flow of two immiscible
incompressible fluids with constant material properties (den-
sity, viscosity, surface tension) can be written in the follow-
ing nondimensional formulation:
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In the above equations, p,, is the nondimensional mixture
density given by
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and f is the local liquid volumetric fraction within the aver-
aging volume. In our computations, a regular rectilinear grid
of uniform size is used and the averaging volume is taken to
be the volume of a mesh cell. Therefore, we have f=1 for
liquid filled cells and f=0 for gas filled cells while f may
take any value between 0 and 1 for interface cells. In Eq. (6),
v, - and vg© are the intrinsic mean velocities averaged over
the volume of the respective phase within the mesh cell. In
the set of Egs. (1)-(3) it has been already assumed that in
interface mesh cells there is no the relative velocity between
the phases, i.e., v,=vg®-v, -=0. This corresponds to a lo-
cally homogeneous model. Therefore, the terms depending
on v, in the general volume-averaged equations have been
neglected.

For normalization of the governing equations, a refer-
ence length scale L, and a reference velocity scale U, are
used. Therefore, in the nondimensional Navier-Stokes equa-
tion (3), several nondimensional numbers based on reference
scales appear. The definitions of the reference Reynolds

(6)



number, reference Weber number, reference Eotvos number,
reference Froude number, and reference Euler number are
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while in the surface tension term of Eq. (3), o is the coeffi-
cient of surface tension, f; is the unit normal vector to the
interface pointing into the liquid phase, a’=ajL, denotes
the nondimensional volumetric interfacial area concentra-
tion, and "= kL, is twice the nondimensional mean inter-
face curvature. Here, the superscript “ *” is used to distin-
guish a nondimensional quantity from its dimensional
counterpart.

Since the single-field Navier-Stokes equation (3) shall
be applicable to a domain with periodic boundary conditions,
the dimensionless “reduced pressure” P has been introduced,
which is related to the dimensional physical pressure p via

1 Po—PL,,.
P= + 2 i -x). 13
PLUEef ( P Laxial axial ( )

Here, p, is the plane average of p over the cross section at
x=0 while ﬁaxial is the plane average over the cross section
at X=Lgiai€uxial ANd E4iar iS the unit normal vector in axial
direction. In the above equations, furthermore, g=gg, is the
gravity vector (g=9.81 m/s?), and L}, = Laxia/ Lrer IS the
nondimensional axial length of the computational domain.
The above equations are implemented in our in-house
computer code TURBIT-VOF.**3* The code is based on a finite
volume method and employs a regular Cartesian staggered
grid, which is uniform in the x- and y-directions and option-
ally nonuniform in z-direction. In this paragraph we give
only a short summary of the numerical method and refer to
Appendix for details. The strategy to solve Egs. (1) and (3)
involves a projection method where the resulting Poisson
equation is solved by a conjugate gradient method. For time
integration of the momentum equation (3) an explicit third
order Runge—Kutta scheme is employed. All spatial deriva-
tives are approximated by second order central difference
schemes. The volume fraction advection equation (2) is
solved by means of a volume-of-fluid (VOF) method with
interface reconstruction. The interface is locally approxi-

mated as a plane whose orientation and location within a
mesh cell are determined by the exact plane interface recon-
struction algorithm® (EPIRA). In the unsplit advection step of
the VOF procedure the fluxes of liquid over the cell faces are
computed in a geometrical manner. The code has been veri-
fied by a number of test problems® (e.g., capillary waves,
gravity waves, Rayleigh-Taylor instability) and has been ap-
plied to different bubbly flows.**=® In a computational exer-
cise, Ozkan et al.*” compared the performance of the VOF
method in the TURBIT-VOF code for bubble train flow in a
square minichannel with that of three commercial computa-
tional fluid dynamics (CFD) codes. It is found that the results
of the two codes with state-of-the art piecewise-linear inter-
face reconstruction, TURBIT-VOF and FLUENT, are in good
agreement and are clearly superior to codes which use no
interface reconstruction to solve the volume fraction advec-
tion equation but use difference schemes instead. Recently,
the code has also been validated for cocurrent downward
Taylor flow in a viscous liquid, where the computed bubble
shape was in good agreement with experimental flow visual-
izations for a wide range of capillary numbers.*®

B. Validation by Bretherton’s problem

For further validation of the code we perform simula-
tions of the pressure driven flow of long bubbles in a plane
horizontal channel and compare the results with asymptotic
results of the two-dimensional (2D) Bretherton problem.*
The latter is given by the steady movement of an inviscid gas
between two closely spaced parallel plates separated a dis-
tance 2d, displacing an incompressible Newtonian liquid of
constant viscosity and density. The semi-infinite gas bubble
is translating steadily with speed Ug and leaves behind a thin
liquid film. The thickness of this film is

h .
% =1.3375Ca?3. (14)

Giavedoni and Saita* performed a computational study of
the Bretherton problem and found that their results match
this theoretical correlation for Ca<<1073, while for larger
capillary numbers there is a significant deviation from it.
Halpern and Gaver*! performed a boundary element analysis
of the 2D Bretherton problem and obtained by a regression
analysis of the numerical results the relation

h .
% =0.417 exp(- 1.69Ca50%), (15)

which is valid for capillary numbers in the range of 0.05
=Ca=100.

Since our three-dimensional (3D) code does not allow
the consideration of a semi-infinite and inviscid bubble, we
approximate the 2D Bretherton problem as follows. We con-
sider two rigid planes with no-slip boundary conditions sepa-
rated by a distance 2d=1 mm. In axial direction, the size of
the computational domain is 20d and the boundary condi-
tions are periodic. We also use periodic boundary conditions
in spanwise direction. However, the extension of the compu-
tational domain in span-wise direction is very small and the
number of mesh cells is only 4. Therefore, there is a very
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FIG. 1. (Color online) (a) Computed steady bubble shape for the four dif-
ferent capillary numbers. The dashed lines denote the channel walls. The
flow is from left to right. (b) Comparison of computed liquid film thickness
(filled squares) with the correlation of Bretherton (Ref. 39) (solid line), the
numerical results of Giavedoni and Saita (Ref. 40) (open squares), and the
correlation of Halpern and Gaver (Ref. 41) (dashed line).

strong coupling in spanwise direction, and although the
simulations are performed in 3D, the numerical results show
no variations in spanwise direction. In this computational
domain we place a plane bubble with hemispherical ends and
a length of about 10d. We neglect gravity and start the simu-
lation from a laminar velocity profile with a mean velocity of
about 1 mm/s and a prescribed axial pressure drop of about
0.5-0.7 Pa. The simulation is continued until constant values
are obtained for the mean axial gas and liquid velocity. The
viscosity of the liquid is x; =0.01 Pa s while that of the gas
is ug=10"° Pas. Both values result in a viscosity ratio
s/ =0.001, which is small so that we can compare our
results with those for an inviscid bubble. We consider four
cases with different values of the coefficient of surface ten-
sion, which is in the range of 107°-4x 1073 N/m. These
parameters result in four distinct values of the capillary num-
ber within the range of 0.0019-1.15. Since these simulations
are very time consuming, we consider the artificial case
where the density of both phases is equal, namely, p, =pg
=1000 kg/m?, so that we can use an efficient direct solver
for the pressure Poisson equation. For all four cases the value
of the bubble Reynolds number is in the order of 0.1. Thus,
inertial effects should be negligible. For all four cases we use
a uniform grid, which consists of 1000 X 4 X 100, 1600 X 4
X 160, and 2000 X 4 X 200 mesh cells, respectively. Figure
1(a) shows a comparison of the computed steady bubble
shapes for the four different cases. A comparison of the com-
puted liquid film thickness with Egs. (14) and (15) and the
numerical results of Giavedoni and Saita® is displayed in
Fig. 1(b) and shows good agreement.

(a) Top: periodic b.c.
- L

Side walls:
no slip b.c.
Bottom: periodic b.c.
(b) Lateral view

FIG. 2. (Color online) Sketch of computational domain, boundary condi-
tions, and initial bubble positions. (a) Perspective view; (b) lateral view.

C. Computational setup and test cases
for bubble train flow

In this paper, we perform computations of the cocurrent
upward bubble train flow in a square vertical channel in a
fixed frame of reference. Figure 2(a) shows a sketch of the
coordinate system and the computational domain. We denote
the horizontal directions by x and z and the vertical direction
by y. The horizontal dimensions of the computational do-
main are Ly=L,=D,=L,s=2 mm. At the four sidewalls no-
slip boundary conditions apply, while in vertical direction
periodic boundaries are used at the top (y=L,) and bottom
(y=0) of the computational domain. While in a previous
study™® a single unit cell with one bubble and one liquid slug
was considered, in the present study two bubbles are placed
within the computational domain. Three basic cases are con-
sidered. For each case a number of simulations are per-
formed. For case A the height of the channel is Ly=La



TABLE |. Summary of parameters and results of the different simulations. The values for U, Ug, and J correspond to the last time step of the transient

simulations.

Case  Domain Grid Time steps € D%/Dh
Al 1x2x1 48X 96X 48 50 000 33.07 0.858
A2 1x2x1 48X 96X 48 200 000 33.07 0.858
A3 1x2x1 48X 96X 48 11 200 33.07 0.858
Ad 1x2x1 48X 96X 48 57 200 33.07 0.808
AOg 1x2x1 48X 96X 48 130 000 33.07 0.858
B1 1x3x1 48X 144 < 48 70 000 33.03 0.848
B2 1x3x1 48X 144 < 48 100 000 33.03 0.848
B3 1x3x%x1 48X 144 < 48 150 000 33.03 0.848
B4 1x3x%x1 48X 144X 48 140 000 33.03 0.848
C1 1x3x%x1 48X 144 X 48 70 000 22.05 0.858
c2 1x3x%x1 48X 144 X 48 17 200 22.05 0.858

LYD,  LY/D,  LY/Dy A=LY/LY U/Uks Ug/Ugse /U
0.858  0.142 0.142 1 1.20 3.66 2.02
0.858  0.152 0.132 0.87 1.20 3.64 2.01
0.858  0.192 0.092 0.48 1.17 358 1.97
0.944  0.066 0.046 0.70 1.20 3.66 2.02
0.858  0.192 0.092 0.48 0.80 1.92 1.17
1.227 0274 0.274 1 1.37 3.96 2.22
1.227  0.324 0.224 0.69 1.37 3.96 2.22
1.227  0.364 0.184 0.51 1.37 3.96 2.22
1.227  0.464 0.084 0.18 1.37 3.96 2.22
0.858  0.856 0.428 05 1.23 2.79 1.57
0.858  0.092 1.192 0.077 1.22 2.78 1.57

=4 mm, while for cases B and C it is Ly=Lgiy=6 mm.
Thus, the nondimensional size of the computational domain
in terms of L. is 1X2X 1 for case A and is 1 X3 X1 for
cases B and C.

As initial conditions, two equal-sized axisymmetric
bubbles are placed within the computational domain.
Bubbles of two different volumes are considered. For the
small bubble, the volume-equivalent diameter is Deq/Dp,
=0.858, while for the large bubble it is D,/ D,=0.982. The
initial shape of the large bubble is elongated (Taylor bubble
like) with a bubble length of Lg/Dh=1.227 and bubble di-
ameter D%/Dh:0.848. For the small bubble, the initial shape
may be either spherical (D3=D,,) or elongated (L3/Dj,
=0.944, D%/Dh:0.808). In most of the simulations the void
fraction within the computational domain is & =~ 33% (cases
A and B) while two simulations are performed for £ =~22%
(case C). The two bubbles are place in line on the centerline
of the channel as illustrated in Fig. 2(b). Due to the periodic
boundary conditions in axial direction, this configuration cor-
responds to two liquid slugs of initial length L%, =b and L2,
=a+c. To investigate the stability of the bubble train flow,
we perform simulations for different values of the initial lig-
uid slug length ratio A=(a+c)/b.

The physical properties of the fluids are the same as in a
previous study.36 The liquid density p, =957 kg/m?® and vis-
cosity u, =0.048 Pas are representative for one of the sili-
con oils used in the experiments of Thulasidas et al.! For the
gas phase we use pg=11.7 kg/m? and ug=0.184 mPas,
both values being ten times larger than those for air. It has
been shown that this increase in the gas density and viscosity
has a negligible effect on the bubble velocity and bubble
shape but allows for a significant saving of CPU time since
much larger time steps can be used.*® The value of the coef-
ficient of surface tension is 0=0.022 18 N/m. For the refer-
ence velocity we use U=0.0264 m/s. The reference time
scale then becomes t=0.075 s.

In our simulations we do not—due to the periodic
boundary conditions—prescribe the phase volumetric flow

rates but specify the pressure drop across the computational
domain. Here, we have &,,=-€,=&, and can combine the
last two source terms in Eq. (3) as

EUef . Eu A A
s rQfeaxial = ( 5 el Frref)ey = 1_[ey- (16)

Frret€y + L
axial axial

In all present simulations we use I1=27.03. This corresponds
to a pressure difference (pg —ﬁaxial):73.6 Pa for case A and
(Po—Py,,,)=110.4 Pa for cases B and C. In addition to this
source term, the flow is driven by buoyancy. Only for case
AOg we set g=0. Having specified the driving forces, the
volumetric flow rates of the phases, Qg and Q., adjust ac-
cordingly within the transient simulation. The total superfi-
cial velocity is then given by J=(Qg+Q)/An=eUg+(1
-&)U, where A, is the cross-sectional area of the channel
and Ug and U, denote the mean velocities of the phases.

Table I gives an overview on all simulation runs of the
present study. In all simulations the grid is rectilinear, uni-
form, and isotropic and a mesh size h/L,,=1/48 is used. A
grid refinement study has demonstrated that this resolution is
sufficient.® For most of the cases the time step width is
At/t,=2.5Xx107°; only for case A2 it is 107°. For our pre-
vious simulations with similar physical and numerical pa-
rameters, a validation by experimental data® has been per-
formed and showed good agreement.®

Ill. STABILITY OF BUBBLE TRAIN FLOW

In the present paper we are interested only in the first
stage of a possible coalescence process, i.e., the close ap-
proach of the two bubbles. This is because in the current
implementation of our fixed-grid VOF method, we cannot
reliably describe the thinning and rupture of the film separat-
ing the trailing and the leading bubble when the length of the
liquid slug becomes less than one mesh cell. To evaluate if
the bubble train flow is “stable” or not, we consider the time
evolution of the length of both liquid slugs within each simu-
lation. If, during the course of the simulation, the length of
the longer slug will decrease and that of the short slug will
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FIG. 3. (Color online) Time history of the mean liquid velocity U, and the
velocity Ug of the two bubbles for the different runs of case A.

increase, then eventually both liquid slugs will have the same
length and we can argue that the bubble train flow is stable.
On the other hand, it is “unstable” if the length of the shorter
liquid slug continues to decrease until it finally becomes zero
when the bubbles are in contact. In the sequel, we will de-
note this close approach and contact of the two bubbles as
“coagulation.” In practical applications, the coagulation may
lead or may not lead to coalescence of the bubbles, depend-
ing on the presence of surfactants and the intermolecular
interactions between the bubble surfaces. In the following,
we first discuss the time evolution of the bubble velocities
and then that of the liquid slug length, since a change in the
length of the liquid slugs will only occur if the velocity of
both bubbles is different.

A. Time evolution of bubble velocities
and mean liquid velocity

In Fig. 3 we show the time history of the velocity of both
bubbles and that of the mean liquid velocity within the com-
putational domain, U, for the different runs of case A. Fig-
ure 4 shows the same but for case B. We find that for all runs
of case A the terminal mean liquid velocity is the same. The
same holds for all runs of case B. Comparing the time evo-
lution of U, for cases Al and A4, we find that the initial
shape of the two bubbles—which is spherical for case Al
and is elongated for case Ad—influences the initial phase of
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FIG. 4. (Color online) Time history of the mean liquid velocity U, and the
velocity Ug of the two bubbles for the different runs of case B.
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FIG. 5. (Color online) Time history of the slug lengths Lg and Lg, for the
different runs of case A.

the simulation where the bubbles accelerate from rest. How-
ever, the initial bubble shape is without influence on the ter-
minal value of U_. As concerns the velocity of the two
bubbles, we find that these are identical in case Al and in
case B1 where the initial length of both slugs is the same.
However, the inset graphics in Figs. 3 and 4 shows that the
terminal velocities of the two bubbles slightly differ for all
those cases where the initial length of the liquid slugs is
different. From Fig. 3 we observe that the bubble reaches a
velocity close to its terminal one much faster, when its initial
shape is elongated (case A4) than when it is spherical (cases
A1-A3). Using the terminal bubble velocity to estimate the
bubble Reynolds number and the capillary number, we ob-
tain for case A1 Reg=p UgD/ 1 =3.86 and Ca= p Ug/ o
=0.21, and for case B1 Reg=4.17 and Ca=0.23.

B. Time evolution of liquid slug length

From the time evolution of the translational velocity of
both bubbles as displayed in Figs. 3 and 4 alone, we cannot
judge if there will be finally coagulation or not. This is be-
cause the relative velocity between the bubbles may result in
one of two situations. In the first one, the length of the longer
slug may further increase in time while that of the shorter
slug further decreases; a situation that will finally lead to
coagulation. In the second possible case, the length of the
longer slug may decrease in time while that of the shorter
slug increases; a situation that finally leads to slugs of equal
length, i.e., stable bubble train flow. Therefore, in this section
we discuss the time evolution of the length of both liquid
slugs.

We begin with the simulation results for case A (domain
1 X2 X% 1) which are displayed in Fig. 5. For case Al, where
the initial length of both slugs is the same (A=1), the length
of both liquid slugs stays equal during the entire simulation,
though, the liquid slug length first decreases in time but
eventually approaches a constant value. This decrease in the
liquid slug length in the first part of the simulation corre-
sponds with the elongation of the initially spherical bubbles.
After this transient, both bubbles obey a steady shape and
thus constant liquid slug lengths are obtained. The time
needed by the bubbles to complete the deformation from the
initial shape toward the steady shape can be identified for
each cases from the time evolution of the sum of the length



of both liquid slugs. For all runs of cases A and B the bubble
deformation is finished at t/t,s=~1. For cases A2-A4 and
AQg, the initial lengths of the liquid slugs are different while
the sum of the initial length of both slugs is the same for all
cases. The initial slug length ratio is A=0.87 for case A2, is
N=0.48 for case A3 and AOg, and is A=0.3 for case A4. As \
decreases, the length of one of the liquid slugs becomes
shorter, enhancing the possibility for coagulation. For case
A3 we see in Fig. 5 that the length of the short slug strongly
decreases in time. At t/t=0.26 the slope of the curve
changes and the slug length rapidly approaches zero, indicat-
ing coagulation of the two bubbles. When the distance be-
tween the two bubbles is less than two mesh cells, their
interfaces lie in adjacent mesh cells. Since our VOF method
does not distinguish between fractional volumes of indi-
vidual bubbles, the interface reconstruction algorithm may
fail and can lead to artificial coalescence of the bubbles. In
the present computations the nondimensional grid size in
terms of the hydraulic diameter is 1/48=0.021. The kink that
is seen in Fig. 5 for the shorter liquid slug of case A3 can be
explained by this artificial coalescence and should not be
taken to be physical. However, the conclusion that coagula-
tion occurs for case A3 remains unaffected. For case A2 we
observe that the length of the long slug first decreases in time
but then continuously increases for t/t,>0.8, when the de-
formation of the initial spherical bubble to an elongated
shape is established. For the length of the shorter liquid slug,
we observe a continuous decrease. For t/t>1 the slope of
the individual curves in Fig. 5 is about constant in time. With
this observation and because the bubble shape is steady for
t/tes>1, we make the assumption that the curves in Fig. 5
can be extrapolated to larger times. This suggests that for
case A2 finally coagulation will occur. However, this conjec-
ture cannot be proven since the simulation is not continued
until coagulation because the approach of the two bubbles is
rather slow and would require a prohibitively large amount
of additional CPU time.

In order to investigate if the initial bubble shape has an
influence whether coagulation occurs or not, we perform one
simulation, case A4, which is not started from spherical
bubbles (as cases A1-A3 and AOg) but from elongated
bubbles of the same volume. Figure 5 shows that not only for
cases A2 and A3 but also for case A4 coagulation occurs,
regardless of the initial bubble shape. We remark, however,
that for the confined motion of a single drop through a cy-
lindrical capillary, the breakup behavior strongly depends on
the initial drop shape as shown by the computations of
Johnson and Borhan.*?

Of interest is also the influence of the buoyancy force.
Therefore, for case AOg the gravitational acceleration g has
been set to zero so that in this case the flow is driven by the
pressure gradient only. The ratio of the magnitude of the
driving forces buoyancy to pressure is given by
Eoret/ (We 1) and takes a value of 1.03 for cases A1-A4.
The total driving force experienced by the bubble is thus
about 49% lower for case AOg than for cases A1-A4, while
the driving force experienced by the liquid is the same. As a
consequence, the terminal liquid velocity of case AOg is
about 34% lower than for case A1, while the terminal veloc-
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FIG. 6. (Color online) Time history of the slug lengths L and Ly, for the
different runs of case B.

ity of the bubbles and thus the capillary number is about 48%
lower. The lower value of Ca for case AOg is associated with
a larger bubble diameter and shorter bubble length, resulting
in longer liquid slugs. The time evolution of the length of
both liquid slugs for case AOg is shown in Fig. 5. They
indicate that the bubble train flow is unstable, too. Thus, we
conclude that the stability of bubble train flow is not sensi-
tive to the buoyancy force (at least for the hydrodynamic
parameters investigated here) but is mainly related to the
driving pressure force.

Figure 6 shows the time evolution of the length of the
two liquid slugs for the runs of case B, i.e., for the compu-
tational domain of nondimensional size of 1 X 3 X 1. For case
B1 with equal initial slug length (\=1) we find—similar to
case Al—that the lengths of both liquid slugs stay equal
throughout the simulation. However, since in case Bl the
initial bubble shape is not spherical but elongated, we ob-
serve in Fig. 6 first an increase in the length of both liquid
slugs and then a decrease until eventually constant values are
obtained. For cases B2-B4, the initial length of the liquid
slugs is different, see Table I. For all these cases, we observe
that for t/t,.s> 0.6 the shorter liquid slug gets longer and the
longer liquid slug gets shorter. Although not explicitly dem-
onstrated, as the simulations are not continued, it is likely
that this change in lengths of both liquid slugs remains until
finally their length is equal, and so are the translational ve-
locities of both bubbles. Thus, cases B2-B4 tend to the ter-
minal behavior of case B1. In this sense, the bubble train
flow of case B is stable.

In summary, we find that all runs of case A where the
initial slug length ratio \ differs from unity are unstable, i.e.,
lead to coagulation, while all runs of case B are stable. It is
interesting to note that for A <1 the actual value of A has—
for the range of \ studied here—neither for case A nor for
case B an influence if coagulation occurs or not. It has, how-
ever, of course an influence on the time that elapses until
either coagulation occurs or equal slug lengths are estab-
lished. For case A2 where X\ is close to unity it takes very
long until coagulation occurs, while for case B4 where \ is
close to zero it takes very long until equal slug lengths are
obtained.
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FIG. 7. Nondimensional relative velocity as function of the nondimensional
slug length evaluated from the simulation results of Worner et al. (Ref. 36).

IV. DISCUSSION

In Sec. 111 we observed that—for the same driving forces
and same gas hold-up in the unit cell—the bubble train flow
in the domain of nondimensional size 1X2 X1 is unstable
(case A) while it is stable in domain 1 X3 X1 (case B). The
reason for this behavior is discussed in this section. It is
obvious that this behavior may have its origin in the main
differences between both cases, which are the different liquid
slug lengths and different bubble sizes. We therefore inves-
tigate next the dependence of the relative bubble velocity on
both parameters.

A. Dependence of relative velocity on liquid slug
length

The stability of ideal bubble train flow may be related to
the dependence of the nondimensional relative velocity on
the length of the liquid slug. To the authors knowledge there
is yet no information available in literature how for a perfect
bubble train flow W= (Ug-J)/Ug or Z=(Ug—J)/J depend
on L¢/Dy, for bubbles of various sizes Dq/Dy,. However, in
our previous numerical study36 we investigated, for one
bubble within the axially periodic domain, the influence of
the length of the unit cell on different hydrodynamic param-
eters. In these simulations, which we denote here by cases
a—h, the unit cell length takes eight distinct values in the
range of 1=1L,./D,=2. For all cases, the void fraction is the
same, £=33%, to ensure that the buoyancy force per unit
volume is the same. Thus, the bubble volume increases from
case “a” to “h” and is in case “h” twice that of case “a.” In
addition, the second driving force, i.e., the prescribed pres-
sure gradient per unit length, is the same for all cases a—h.
An interesting result of this study36 was that the nondimen-
sional relative velocity W= (Ug—J)/Ujg displayed as func-
tion of the capillary number shows a local minimum [see
Fig. 4(c) of Worner et al.*], since for short unit cell length
W decreases with Ca while for long unit cell length it in-
creases. The latter is consistent with theoretical studies®®=%43
and experimental results for long bubbles, where a mono-
tonic increase in W with increasing value of Ca is found both
for circular channels™*~*® and for square channels.

In Fig. 7 we display the results of the numerical study of
Waorner et al.* in a different form, namely, Z=(Ug-J)/J as

function of the liquid slug length. The lower case characters
a-h indicate the cases with different unit cell lengths. Figure
7 shows a local minimum. The present case A corresponds to
case “a” and the present case B corresponds to case “e.”
Therefore, the present cases A and B are in different
branches of the virtual curve shown in Fig. 7. If we assume
that the bubble velocity mainly depends on the length of the
liquid slug ahead of it (as indicated by the experimental re-
sults discussed in Sec. 1), then we can use Fig. 7 to estimate
what happens if one disturbs an ideal bubble train flow
where all liquid slugs have the same length LZ%. We thus
virtually decrease the length of the liquid slug in front of a
“leading” bubble L'¥*=1%- 5L by a small amount &L, and
at the same time increase the length of the liquid slug of the
neighboring trailing bubble by the same amount so that
L= %+ 5L, For case A, respectively, “a,” the relative ve-
locity between the leading bubble and the total superficial
velocity J increases, while the relative velocity of the trailing
bubble with respect to J decreases. Thus, the slug length L'Sead
ahead of the leading bubble will further decrease while that
ahead of the trailing bubble, L™, will further increase. This
will finally lead to coagulation, so that the bubble train flow
in this branch is unstable. On the other hand, for case B,
respectively “e,” Fig. 7 shows that the leading bubble with
liquid slug length L¥=1%- 5 ahead of it will slow down
compared to J, while at the same time the relative velocity of
the trailing bubble with liquid slug length L"'=| %+ 5l ¢
ahead of it will increase. As time advances, this change in the
relative velocity of both bubbles results in an increase in the
length of the shorter liquid slug, L**, and a decrease in the
length of the longer liquid slug Lts’a". Thus, we may expect
that the disturbance will diminish with time and finally the
length of both liquid slugs is the same and is equal to LZ".
For this situation, therefore, the bubble train flow is stable.

At this point, it is appropriate to sound a note of caution.
As already mentioned, the simulations for cases a—h in Fig. 7
correspond to bubbles of different sizes while the magnitude
of the driving forces is kept constant. In the present simula-
tions, however, the size of the two bubbles is the same, both
experiencing the same driving forces. Nevertheless, Fig. 7 is
helpful to explain the unstable behavior found for simula-
tions of present cases A and the stable behavior of present
cases B. To explain the nonmonotonic hydrodynamic behav-
ior of cases a-h in Fig. 7, we investigate next the dependence
of the nondimensional relative velocity Z=(Ug—J)/J on the
bubble volume.

B. Relative bubble velocity as a function
of bubble volume

A liquid mass balance relative to a coordinate system
fixed to the bubble gives

(UL slug = Ue)Ach = (UL fim = Ug)AL fiim- (17)

Here, U qyg=1 is the mean axial velocity of the liquid in the
slug, A, is the cross-sectional area of the channel, and U_ g
is the mean axial liquid velocity in the liquid film with cross-
sectional area A_ . From Eq. (17) we obtain
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While both Uy fiim=ULfim(y) and A_im=AL sim(y) depend
on the axial position y where the mass balance is taken, the
above equation is nevertheless valid for any axial position
where the bubble is present. It is, however, meaningful to
consider that axial cross section where the bubble is largest
and A_fm is smallest. In all the present simulations, the
bubble is axisymmetric and its largest diameter is Dg. For
our square channel we then have A,,=Df and A"f,=Dj
- mD4/4. From Eq. (17), it follows for the mean velocity in
the liquid film,

z

(18)

'n'DZB 1

UE‘,?ﬁm=UB—(uB—J)<1—ZD—ﬁ) : (19)
Goldsmith and Mason?® showed that for a long bubble in a
circular capillary U_gm/Ug strongly depends on the viscos-
ity ratio ug/ m, while for an inviscid bubble the liquid sur-
rounding the bubble in the region of constant film thickness
is at rest. Here, we have ug/u =6.2x107* and the evalua-
tion of Eq. (19) for case Al with terminal bubble diameter
Dg/D,=0.809 gives U]"f,/Ug=0.075, while for case B1 we
have Dg/D,=0.843 which yields U["f,/Ug=0.0045. Since

L im<Ug we may neglect U, g, in Eq. (18) and obtain

2
Zz$<1—7—TD—‘§). (20)

Since Dg is a function of the capillary number® and Ca is
proportional to Ug, the above equation is nonlinear. Further-
more, for the same value of Ca the bubble diameter may
depend on the bubble volume, so that Dg/Dy,
=f(Ca, Dgy/Dy). The results of Ho and Leal™ for the flow of
neutrally buoyant drops through a circular capillary show
that for a given total superficial velocity J the drop diameter
Dg increases with increasing drop volume and becomes con-
stant if the ratio D,/ Dy, exceeds about 1. As the drop diam-
eter increases, the drop occupies regions with lower velocity.
Therefore, Ho and Leal® found that the ratio of drop veloc-
ity to total superficial velocity decreases with increasing drop
volume but becomes independent of the drop volume as
Deq/ Dy, is increased above 0.9. Goldsmith and Mason® also
observed these features in their investigation of the motion of
very large bubbles. For the simulations displayed in Fig. 7,
the values of J differ. However, we expect that for cases a—c
where Do/ Dp<<1 the bubble diameter Dg is mainly a func-
tion of D¢q and increases as Dgq/ Dy, increases. From Eq. (20)
we see, therefore, that Z will decrease as D,/ Dy, increases
from case a to c¢. This is the falling branch in Fig. 7. For
cases f-h the ratio D¢,/ Dy, is larger than 1, so that Dg should
only weakly increase as D increases. On the other hand, Dg
depends on Ca. For sufficiently long bubbles the bubble di-
ameter decreases as the capillary number increases.' Both
effects counteract and seem to be in balance for cases f-h
since Dg/Dy, is almost constant with a value of 0.849 (see
Table Il in Worner et al.*®). Therefore, according to Eq. (20)
Z will mainly depend on the ratio Ug/J, which is increasing
for cases d-h. This gives the rising branch in Fig. 7.
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FIG. 8. (Color online) Time history of the slug lengths L and L, for cases
C1 and C2.

C. Stability for flow of small bubbles in large domain

From the previous discussions, the question arises if the
stability of the bubble train flow for case B and its instability
for case A originate mainly from the different bubble sizes or
different liquid slug lengths. To investigate this topic we per-
form two additional simulations, where we use the large
computational domain (nondimensional size of 1X3X1).
On the channel centerline we now place two bubbles of the
smaller volume (D.,/D,=0.858), which results in a gas
holdup of 22%. For case C1 the ratio of the initial length of
both slugs is A=0.5, while for case C2 it is A=0.077. The
time history of the length of both slugs for cases C1 and C2
presented in Fig. 8 shows that case C2 is unstable and leads
to coagulation while for case C1 both slug lengths seem to be
constant in time. However, a close inspection of the data
shows that the length of the longer slug is decreasing very
slowly while that of the shorter slug is increasing very
slowly. Therefore, we conclude that case C1 is stable. The
velocity of both bubbles differ by a very small amount (about
0.04%) so it will take very long time until the lengths of both
liquid slugs are equal. Since case C1 is stable while case C2
is unstable, we conclude that the stability is mainly deter-
mined by the length of the liquid slug and not by the bubble
size. Therefore, we investigate next the difference in the
structure of the liquid slugs for cases where the bubble train
flow is stable and where it is unstable.

D. Flow structure in the liquid slug

To investigate the structure in the liquid slug we analyze
the velocity field in a frame of reference moving with the
mean axial velocity of the gas phase within the computa-
tional domain Ug. Since both bubbles have the same volume
but move with slightly different velocity, Ug is equal to the
arithmetic mean value of the translational velocities of the
two bubbles. Figure 9 shows a visualization of the simulation
results for cases A4 and AOg in such a frame of reference. In
the right half of Figs. 9(a) and 9(b), the velocity field in the
bubble and the liquid is displayed for the vertical midplane
z/Ls=0.5. In the left half of the figure, the bubble shape is
displayed together with trajectories of virtual particles that
are released at certain positions within the liquid slug in this
midplane. These trajectories are obtained by the module



FIG. 9. (Color online) Visualization of particle trajectories (left half) and
velocity vectors (right half) in moving frame of reference for plane z/L
=0.5 for (a) case A4 for t/t=1.235 and (b) case AOg for t/t,,;=2.365.

“streamlines” of the visualization software AVS/EXPRESS.
Since the velocity field is not steady as long as the bubbles
move with different velocities and the length of both liquid
slugs is changing in time, these trajectories are not real
streamlines but are, nevertheless, useful to illustrate the
structure in the liquid slug. In Fig. 9, these virtual particles
are injected at positions y/L=0.5 and 1.5 for different val-
ues of x. For case A4, Fig. 9(a) shows a typical bypass flow,
i.e., all virtual particles with exceptions of those very close to
the centerline of the channel move downstream and there is
no recirculation in the liquid slug. The same hold for cases
Al1-A3. Only for case AOg the situation is different. As
shown in Fig. 9(b), there exists a recirculation in the longer
liquid slug.

In Fig. 10 we show similar visualizations for cases B3
and B4. For case B3 we observe a recirculation in both liquid
slugs, whereas for case B4 the recirculation exists only in the
longer liquid slug. It is interesting to note that for case B4 all
virtual particle trajectories in the short liquid slug (without
recirculation) move downstream. This is in contrast to the
short slugs without recirculation displayed in Fig. 9 for cases
A4 and AOg, where close to the centerline an upstream
movement in this frame of reference can be observed. Figure
11 shows similar visualizations but for cases C1 and C2. For
case C1 there is a recirculation in both liquid slugs, whereas
for case C2 it exists only in the longer one. In the shorter
slug of case C2, there exists an upward motion in a very
small region close the centerline, similar to cases A4 and
AO0g. Note that the scale of the velocity vectors in Figs. 9-11
is the same, while in y-direction only every fourth vector is
displayed.

Taylor® argued (for a detailed derivation, see Cox*") that
for the streamline ahead of one long bubble that translates
through a circular tube of radius R and leaves behind a stag-
nant liquid film of uniform thickness #R, there are three
possible patterns in a frame fixed to the bubble. These pat-
terns depend on the fraction of liquid m left on the wall,
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FIG. 10. (Color online) Visualization of particle trajectories (left half) and
velocity vectors (right half) in moving frame of reference for plane z/L
=0.5 for (a) case B3 for t/t,=2.575 and (b) case B4 for t/t,=1.67.

which is given by m=1-72=(Ug=U_ nean)/Ug. Here,
UL mean is the mean velocity in the liquid ahead of the bubble.
For m>0.5 there is one stagnation point on the nose of the
bubble and no liquid recirculation in front of the bubble. For
m< 0.5 two streamline patterns are possible, namely, (i) one
stagnation point on the nose of the bubble and a stagnation
ring on the meniscus and (ii) two stagnation points on the
axis. For both latter cases, there exists a recirculation in the
liquid ahead of the bubble. Cox*" experimentally confirmed
the streamline pattern for m>0.5 and the stagnation ring
pattern for m<<0.5, while the pattern with two stagnation
points on the axis for m<<0.5 has never been found experi-
mentally, but in numerical simulations.***®

While the above results of Taylor and Cox are derived
for a single long bubble that displaces a liquid in a tube and
leaves behind a stagnant liquid film, it is clear that the analy-
sis is of relevance for bubble train flow in noncircular ducts
with nonstagnant liquid films as well. The critical issue for
the streamline pattern arises from a comparison of the bubble
velocity Ug with the centerline velocity of the fully devel-
oped laminar liquid flow ahead of the bubble, U. A recircu-
lation pattern in the liquid can occur for Ug<<U and thus
for (Ug=UL mean)/UL:mean <Ue/ULmean—1. FOr a laminar
pipe flow it is Ug/U| mean=2 and for the laminar flow in a
square channel Ug/U| e =2.0962 (Shah and London).
For bubble train flow, the mean velocity within the liquid
slug is U mean=J, Which yields Z<Uy/U| pen—1. There-
fore, a recirculation may occur in a tube for Z<1 and in a
square duct for Z<1.0962. In terms of W=(Ug-J)/Ug
=ZJ/Ug the latter relations are not easy to evaluate since



FIG. 11. (Color online) Visualization of particle trajectories (left half) and
velocity vectors (right half) in moving frame of reference for plane z/L
=0.5 for (a) case C1 for t/t,=0.955 and (b) case C2 for t/t,,=0.37.

there additionally the ratio J/Ug is of relevance, which de-
pends on the capillary number.* In the present simulations, Z
is always less than about 0.8 and W always less than 0.45, so
one can expect a recirculation in the liquid slug to occur,
supposed the slug is sufficiently long.

Thulasidas et al.*® investigated experimentally the flow
pattern in liquid slugs in cocurrent upward bubble train flow
both in circular and square capillaries with D=2 mm. De-
pending on the value of the capillary number, recirculation
vortices inside the liquid slug were observed in the square
channel for Ca=0.37, while a complete bypass flow was
found for Ca=0.54. The transition occurs for Ca=0.47. Thu-
lasidas et al.> also pointed out the role of the length of the
liquid slug for the velocity profile. The velocity profiles were
found to be Poiseuille-flow profiles at a region between ad-
jacent bubbles, except for very short liquid slugs. For liquid
slugs longer than Ly/D,=1.5 the Poiseuille profile is fully
developed and the streamlines are straight in the central re-
gion of the liquid slug. For shorter liquid slugs, the velocity
field is not fully developed and streamlines are curved every-
where. In the present simulations, it is Ca~0.21 for cases
Al1-A3, Ca=0.11 for case AOg, Ca=0.23 for cases B1-B4,
and Ca=0.16 for cases C1-C2. Thus, for all cases Ca is less
than 0.37 and the recirculation streamline patterns in long
liquid slugs displayed in Figs. 9-11 are in agreement with
experimental results.*® Tsoligkas et al.> repeated the experi-
ments of Thulasidas et al.**° for cocurrent downward flow in
a square channel. They investigated the liquid velocity pro-
files in the center of the liquid slug and found that short
liquid slugs with Lg<D,, exhibited a flat axial velocity pro-
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FIG. 12. (Color online) Profiles of normalized vertical velocity v/Ug in the
middle of the two liquid slugs. The instants in time for cases AOg and B4
correspond to those in Figs. 9(b) and 10(b). The position in z-direction is
z/L,=0.49 (due to the staggered grid). The dashed horizontal line corre-
sponds to the maximum velocity of a fully developed Poiseuille profile.

file while long slugs (Ls>Dy,) obey a parabolic one and thus
show a recirculation pattern. Kashid et al.%? showed in their
experiments that a recirculation in the liquid slug even exists
in a capillary channel having dimensions of only 70
X 12 um?,

A comparison of all presents simulations regarding the
structure of the liquid slugs suggests that there is a minimum
length of the liquid slug required so that a recirculation can
exist. For all simulations where the ratio Lg/Dy, is less then
about 0.1 there is no recirculation but bypass flow. Instead,
for all cases where Lg/Dy, is larger than about 0.2 we find a
recirculation in the liquid slug. Therefore, the minimum slug
length above which a recirculation in the liquid slug can
occur is in the range of 0.1<L¢/D,,<0.2. This estimation is
consistent with the numerical computations of Fujioka and
Grotberg53 who report for a 2D channel with Lg/D,=0.25 a
recirculation pattern in the liquid slug. According to Thulasi-
das et al.,> such short liquid slugs should not have a fully
developed Poiseuille profile. The standard formula for the
estimation of the entrance length L, in laminar flow is
Le/Dr=0.06 Rep, . With J as the mean velocity in the liquid
slug, the corresponding Reynolds number is about 2.3 for the
runs of case B. This yields L./D,=~0.14, a value that re-
markably lies in the middle of the range of 0.1<Ly /Dy
<<0.2. This result suggests that the above laminar entrance
length formula may serve as a first guess to estimate the
critical length of a liquid slug, above which a recirculation
pattern may occur. However, this aspect needs further inves-
tigations.

From the present results it appears that the occurrence of
a recirculation pattern in the liquid slug favors the stability of
bubble train flow. Namely, all cases where there is bypass
flow in both liquid slugs are unstable (cases A1-A4) while
all cases where there is a recirculation in both liquid slugs
are stable (cases B1, B2, B3, and C1). For situations where
there is recirculation only in one liquid slug, the situation is
more subtle. For cases AOg and C2 the bubble train flow is
unstable, while for case B4 it is stable. To investigate the
reason for this, we analyze profiles of the axial velocity
within the liquid slug. In Fig. 12 we show such profiles



T

SPETEER
1.0 ﬁmr
& 9
:. L
g .

vIU, [

—m—C1lylL =25 (shortsl)| & ]
—o—C1y/L,, =10 (long sl.) 3

—eo—C2y/L =05 (shortsl)

—o—C2ylL,,=2.0 (long sl.) \
05 1.0
xIL, 1]

FIG. 13. (Color online) Profiles of normalized vertical velocity v/Ug in the
middle of the two liquid slugs. The instants in time for cases C1 and C2
correspond to those in Figs. 11(a) and 11(b). The position in z-direction is
Z/Lt=0.49. The dashed horizontal line corresponds to the maximum veloc-
ity of a fully developed Poiseuille profile.

within the middle of the two liquid slugs for cases AOg and
B4. We see that the profiles are not parabolic but rather flat.
The normalized maximum velocity for a fully developed
Poiseuille profile is given by U,=2.0962J. For case B4 the
ratio U,/Ug=2.0962J/Ug takes a value of 1.177 and is
shown in Fig. 12 as dashed horizontal line. The flat profiles
indicate that the liquid slugs are too short for a Poiseuille
profile to develop. The profiles for the shorter slugs of cases
AQg and B4 show a symmetrical but unusual behavior in the
middle of the channel, indicating that vortical structures of
low amplitude may exist in a small region within the slug
close to the centerline of the channel. Obviously, these vor-
tical structures are different for cases AOg and B4. An im-
portant difference between the velocity profiles for cases AOg
and B4 in Fig. 12 concerns the magnitude of velocity in both
slugs on the centerline. For case AOg the centerline velocity
in the short slug is higher than that in the long slug, whereas
in case B4 it is vice versa. Accordingly, for case AOg the
bubble behind the short slug is faster than the one behind the
long slug and this leads to coagulation. On the other hand,
for case B4 the bubble behind the short slug is slower than
that behind the long slug, leading finally to liquid slugs of
equal length and stable bubble train flow.

In Fig. 13 we show similar profiles, but for cases C1 and
C2. The velocity profiles in the longer slug of both cases are
almost parabolic, while the profiles in the short slug are
much flatter. The normalized maximum velocity of a fully
developed Poiseuille profile takes a value of Uy/Ug=1.181.
For the longer liquid slug of case C2 with a length of
Ls/ D~ 1.2 the maximum velocity is close to this value. This
supports the experimental finding of Thulasidas et al.> that
the Poiseuille profile within the liquid slug is fully developed
for Ly Dp=1.5. In Fig. 13, the axial velocity of the liquid
slug on the centerline is smaller for the shorter slug than for
the longer one, both for cases C1 and C2. However, case C1
is stable while case C2 leads to coagulation. This indicates
that a critical length of the liquid slug may exist, which must
be exceeded so that a stable bubble train flow can develop.
For case C2, the initial length of the shorter slug was only

L2/D,=0.092. Obviously, this value was below this critical
length while for case C1 the value of L2/D,=0.428 was suf-
ficiently large.

Pinto et al.® argued (see also the discussion in Sec. I)
that for a laminar flow in the liquid slug, the velocity profile
in the liquid emerging from the wake of the leading bubble is
decisive for the velocity of the trailing bubble to be smaller
or larger than that of the leading bubble. The authors state
that for the case where the velocity profile in the liquid slug
in the circular pipe is uniform or almost uniform and is lower
than 2U| neqn (the maximum liquid velocity in a pipe when
the velocity profile is parabolic) coalescence does not occur.
On the other hand, when the profile has a region where the
velocity is greater than 2U| peq,, this results in coalescence.
In the present simulations, we have always the first case, i.e.,
Uy < 2.0962J which means that according to Pinto et al. no
coagulation should occur. However, the present results indi-
cate that there can be coagulation or not, depending on dif-
ferent aspects, mainly on the length of the liquid slug and its
local flow structure. One may expect that in short liquid
slugs the local flow structure may depend on the interface
curvature of both, the rear of the leading and the front of the
trailing bubble. The present results give strong indication
that a simple criterion like that of Campana et al.** who
found that for a given value of Ca the stability of bubble
train flow depends only on Re, is not realistic for many
cases. This is supported by a follow up study of the
authors,® which shows the existence of a small stable region
whose size increases as the Laplace number is augmented. In
both latter studies the flow in the bubble is neglected and the
liquid film thickness is assumed to be uniform. These as-
sumptions are also made by Fujioka and Grotberg® who
nevertheless report for finite Reynolds number a significant
interaction between the leading and the trailing menisci and
their local flow effects, when the liquid slug length decreases
below the channel width. In the present simulations we have
a finite viscosity ratio ug/u. and there is—due to the con-
tinuity of the tangential shear stress at the interface—a strong
coupling between the flow inside the bubble and both, the
flow in the liquid film® and the flow in the wake of the
bubble.3* From the analysis of the present velocity profiles in
short liquid slugs, it appears that for the stability of bubble
train flow the complex interaction between the wake of the
leading bubble and the flow field in front of the trailing
bubble is a critical issue which is yet not fully understood.

V. CONCLUSIONS

In this work, a computational study is carried out to
evaluate the stability of a train of gas bubbles of equal size
that translate within a continuous wetting liquid phase
through a straight square vertical minichannel. The compu-
tational setup consists of an axially periodic domain with two
bubbles placed on the centerline of the channel, resulting in
two liquid slugs of variable length, depending on the initial
bubble-to-bubble distance. For cases where the initial length
of the two liquid slugs is identical, the bubble train flow is
always stable. When the initial lengths of the two liquid
slugs differ, a relative velocity between bubbles occurs and



the bubble train flow may be stable (the two liquid slug
lengths become finally equal) or unstable (one liquid slug
disappears and coagulation occurs). Our results show that the
stability of bubble train flow is related to the flow structure in
the liquid slug. In sufficiently long liquid slugs (with a length
larger than about one-fifth of the channel width), a recircu-
lation pattern exists, while for shorter liquid slugs a bypass
flow occurs. The bubble train flow is found to be stable if a
recirculation pattern exists in both liquid slugs, while it is
unstable if bypass flow occurs in both liquid slugs. There-
fore, in bubble train flow, a recirculation in the liquid slugs
prevents bubble coagulation and coalescence. If there is a
recirculation in one liquid slug and bypass flow in the other,
then the bubble train flow may be stable or not, depending on
the local flow field in the liquid slugs close to the channel
centerline. In conclusion, the present results strongly suggest
that a simple criterion, which relates the stability of bubble
train flow to critical values of the capillary and Reynolds
number only, is not valid, in general. Instead, the length of
the liquid slugs is also important and must be taken into
account.

From the present study, several suggestions for future
work arise. One key to understand the stability of bubble
train flow is the dependence of the nondimensional relative
velocity (Ug=J)/J on the liquid slug length for a given
bubble size and driving pressure gradient (without buoy-
ancy). In a future computational study, we will determine
this relation for different values of the length of the unit cell.
Further interesting topics are (i) the influence of gravity/
buoyancy (i.e., the stability of cocurrent downward flow), (ii)
the critical length of a liquid slug for which the transition
from bypass to recirculation flow occurs for a given capillary
number, (iii) the stability of the train flow of long bubbles at
high values of the capillary number where only bypass flow
can exist, and (iv) the critical distance for which interactions
of short bubbles diminish. Of course, the ultimate aim—to
identify criteria for the stability of bubble train flow—must
also be guided and confirmed by experimental studies.
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APPENDIX: NUMERICAL METHOD

In this appendix we give some details about the numeri-
cal method. We first describe our exact plane interface recon-
struction algorithm® (EPIRA). It can be used for a structured
orthogonal nonequidistant fixed grid. EPIRA reconstructs a
plane 3D-interface exactly, regardless of its orientation. We
consider a functional interface of zero thickness, which can
be locally described by a single valued height function &
=h(Z, »), where (£, 5, &) define a local Cartesian coordinate
system. Expanding h(, ) in a Taylor series around the point
(£o,m0) and considering only the linear terms yields

h(¢,m) =hg+ a(l- L) + B(n— 10).

To reconstruct the interface orientation and position, we need
to determine a unit normal vector to the interface and a point
lying on the interface. We illustrate the procedure for a rect-
angular mesh cell (i,j,k) with a liquid volumetric fraction
0<f;;k<1. We denote the six faces of this mesh cell by E
(east), located at Xi,1,0, W (west) at X;_15, N (north) at z,1/,
S (south) at .5, F (front) at y;_;,, and B (back) at yj.1,.
For each face we determine if it is cut by the gas/liquid (g/l)
interface, e.g., face E (east) is a g/l-interface face if 0
<fi41jk<1. Next, we determine for each g/I-interface face a
tangential vector to the interface. This is illustrated for face E
in Fig. 14(a), where we assume that the local coordinate
system (£, i, ¢) coincides with the global coordinate system
(x,Y,2). If the plane h(x,y) does not cut the upper or lower
faces of the cells (i,j,k) and (i+1,j,k), then Ni;i, S
Nis1 )k and S,qj are not g/l-interface faces and it is

1 AXi Ay]
fiz=——— h(x,y)dyd
ijk AxiijAzkfo JO (x,y)dydx,

1 J‘Axi+Axi+1 fAYj
—_— h(x,y)dydx.
AXi41AY[AZ ) ay, 0

(A1)

(A2)

fi+1,j,k:

By inserting Eq. (Al) in Eqg. (A2), performing the integra-
tions, and subtracting f;;, from fi,;,, we obtain for the
interface slope ag and the unit tangential vector t at face E
the results

2Az,
Qe = Q1K= m(fm,j,k‘ fiix) (A3)
1
R 1
te=——= 0 (A4)
V1+ag e

This tangential vector is exact supposed the lower and upper
integration limits in Eq. (A2) are correct, which requires that
Nijk S,k Nissjo and S.q i are not g/l-interface faces. Oth-
erwise, e.g., for the situation displayed in Fig. 14(b), the
integration limits must be adjusted to account for the inter-
sections of the g/l-interface with the lower/upper cell faces,
respectively. This requires the consideration of several dis-
tinct situations which we want to avoid. For this purpose, we
extend the integration domain and consider a pair of double
cells (i,j,k)+(i,j,k+1) and (i+1,j,k)+(i+1,j,k+1), see
Fig. 14(c). For each double cell, Eq. (A4) yields the exact
value for Tz by replacing in Eq. (A3) Az by (Az+AZ,,),
fiik bY (Fij Az i18Z61)/ (AZ+ AZg) and fiug i by
(fi+1,j,kAZk+ 1:i+1,j,k+1AZk+l)/(Azk"'AZkﬂ): respectively. A
similar procedure is used when §;, or S,y are g/l-
interface faces.

When Nije1 Nisgjrens Sjk-1 O Sigjr-1 are gll-
interface faces, one upper and/or lower extension is insuffi-
cient to obtain « exactly. Since we do not want to lose the
locality of the reconstruction, we perform at most one exten-
sion above and/or one below the basic pair of cells. If this is
not sufficient to determine ag exactly, then we set the slope
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FIG. 14. (Color online) (a) A pair of mesh cells (i, j,k) and (i+1,]j,k) with
a plane representing the interface, the liquid being below the plane. (b)
Situation where face N; ; , is a g/l-interface face. (c) Extension of the left and
right integration domain to obtain ag and g for this case exactly.

Bin Eq. (Al) to zero and thereby simplify the 3D problem to
a 2D one. An approximation for the slope ag is then deter-
mined from the 2D FLAIR algorithm of Ashgriz and Poo,**
which we extended for nonequidistant grids. The unit tan-
gential vector is flagged as exact, if the slope is determined
via Eqg. (A3) (with or without extension), and is flagged as
inexact if it is computed from the 2D FLAIR algorithm. For
computational reasons, we set the tangential vector to the
null vector when a face is not a g/l-interface face and flag it

as inexact. Next, we determine for each coordinate direction
a representative tangential vector as follows. If t and tyy are
marked with the same flag (i.e., both exact or inexact), then
tew is obtained by averaging tgyw=(tg+ty)/[te+1w|. Other-
wise, either i or iy is selected as representative, depending
which one is the exact one. We flag g,y as exact if tg or tyy
or both are exact and as inexact otherwise. The representa-
tive unit tangential vectors for the other coordinate direc-
tions, tys and trg, are determined similarly. Using these three
representative unit tangential vectors, a minimum of one and
maximum of three preliminary unit normal vectors are com-
puted,

< tewXins o ts Xt . _ s Xiew
m=——-, Mm="-—, N3=—"—- .
[tew X tys| ltns X trgl ltrg X tewl
(A5)

If necessary, each preliminary normal vector is reorientated
to point inside the liquid. By averaging the preliminary nor-
mal vectors, and by taking into account if the representative
tangential unit vectors are exact or not, we obtain eventually
the representative cell-centered unit normal vector ﬁi,j,k. For
the situation illustrated in Fig. 13(a), the vector tyg is zero,
which implies that only the normal vector A exists, so no
averaging is required. Finally, the interface reconstruction is
completed by determining a point lying in the plane. This is
done iteratively by shifting the plane until the correct liquid
volumetric fraction f; ; , of this mesh cell is recovered.

For time advancement of the f-equation, Eq. (2), from
time step n to n+1, we compute the fluxes of the liquid
phase across the mesh cell faces by a “naive unsplit” method.
Thus, the liquid fluxes in the three coordinate directions are
computed simultaneously, and only one reconstruction step
per time step is performed. For each face of an interfacial
mesh cell, a flux volume in form of a cuboid is computed.
The base of the cuboid is the cell-face area and its depth is
the face-centered (staggered) velocity at time step n multi-
plied by the time step width At. Based on the reconstructed
interface, the volume of the liquid phase within the cuboid is
computed and is fluxed to the neighboring mesh cell which
shares the same face. When the flow is oblique to the cell
faces, cuboids resulting from different cell faces may over-
lap, and liquid volume may be advected more than once. In
such a case it happens that, after the advection step, there
may remain interface-cells with a very small fraction of lig-
uid, 0<f;; <e, or gas, 1-e<f;; <1, and only two g/I-
interface faces. Such a configuration is not meaningful for
EPIRA, so we redistribute the liquid or gas to neighboring
interface mesh cells. The value of ¢ is related to the re-
siduum of the divergence of the velocity field and the time
step width. In our simulations we set =107,

We now describe the numerical method for solution of
the momentum equation, Eq. (3). The solution strategy is
based on a projection method. The predictor step includes all
terms but the pressure term
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It is performed by an explicit third order Runge-Kutta
scheme,

POV = phvi + ALL (o, i Vin T,
PP = 3pnyn 4 1,0
+ AL (), i) v, £ D), (A7)
~~_1 2 (2 2
PmVm = §pnmvnm+ §p5n) _Atﬁ(pm wu’m 1V( i ),
where the intermediate time levels are set as
fO =@ = fn+l’
pS = p2 = pm=rp", (A8)

1) — 2) _ 1
p) = ) = it

Treating the pressure term implicitly, the corrector step is

n+l n+l _

Pm Vm PmVm -

- VP,
At

(A9)

Applying the divergence operator to Eq. (A9) and introduc-
ing the continuity equation (1) yields the Poisson equation

At
V-( VP““):V-V,;,

(A10)

n+1

which is solved by a conjugate gradient method.>®

The spatial discretization of the above equations is based
on a staggered grid, where second order central difference
approximations are used for the convective and diffusive
terms. Velocities at nonstaggered positions are obtained by
linear interpolation. The mixture density and viscosity are,
however, not interpolated but are determined as follows. Tak-
ing into account the actual interface location, e.g., in cell
(i,j,k) and cell (i+1,j,k), we compute the liquid volumes
within the two half-cells [ ; v, Xi+1/2,j] X [Vi j-12.k Vi j+1/2.]
X[2 j k-1/2: % j ke12] and [Xis1/2,j k0 Xi+1,j 1
X[Yij-v2ko Yijrrzud X2 jk-12,Z jker2], - rESPectively.  We
then sum up the liquid volume in both half-cells and divide
the result by the volume of both half-cells. This vyields
fis1/2jk from which pj,5 j can be computed. The quantity
fis1/2,j+1/2,k Needed for g, in the diffusive term is computed
similarly, taking into account four quarter-cells. We finally
illustrate the discretization of the surface tension term for the
first component of the momentum equation, which is

—_— * E ~
Sk We_ i1/ kKisv2,j kNiv12, ke (Al11)
ref

Since the EPIRA algorithm vyields the interface unit normal

vector at cell centers, we compute the staggered one from
averaging

o _ Nkt ik
Nit12,k= 1=

- . (A12)
|ni,j,k+ ni+l,j,k|

Note that in any mesh cell which is not an interface cell, we
set ; j \ to the null vector. The nondimensional interface cur-
vature is computed from the gradient of the unit normal vec-
tor, k*==V-A. For the first component of the momentum
equation, it reads

% __ Myi+1, k™ Myijk
i+1/2,j k= Ax

+ Nyiiv1/2,j+12.k ~ Nyiiv1/2,j-12,k
Ay

N, i — N, -
+ z,i+1/2,j,k+1/2 zi+1/2,j,k 1/2). (Al3)

Az

Again, the staggered values of the unit normal vector are
obtained by averaging

A Co Mkt ikt Mivg et Nivgjrak
Niv12j+12k= TA = " = ,
i+ gk Mg it iy e i

(A14)
A _ ikt ke iy jct Nivgj ke
Niv12jk+12= 7~ < " = )
At A jes + P it By el

The nondimensional interfacial area concentration &y, ;
is computed by summing up the interfacial area in
the two half-cells  [Xi . Xirv2,id X [Yij-12k Yijr12.]
X[Z j k-12:7 jke112] and [Xi+1/2, k0 Xi+1,j k]
X[Yi j-v2.k Yij+rzud X [Zj k-121Z j ke1/2] and by dividing the
result by the volume of both half-cells.
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