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ABSTRACT
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Figure 1. Orignal recogition retwak architectire (Net-P).

data, respectively. Wighted suns of the phone and cor-
responding visene activations are entered in the conbi ned
layer and a one stage DIWal gori t hmfinds t he optinal path
through the phone states that decodes the recognizedletter
sequence. The weights in the parallel networks are trained
by backpropagation. There are 15 hi dden units in both sub-
nets. 'The conbi nation weights are conputed dynam cally
during recognitiontoreflect the estinmatedreliability of each
modality. These “entropy weights” [2], Aa fa the aostic
sick ard Ay far the iswd are gven by

Sy — S
Aa = b4—2¥ 24 (1)

ASrna.r—o'uer—olata

Av. = 1=2Xa

‘The entropy quantities Sa and Sy are conputed for the
acowstic and visual phone/visem activations by normaliz-
ing these to sumto one and treating themas probahility
mss functions. Hgh entropy is found vhen acti vations are
evenl y spread over the wni ts whi chindicates hi gh anbi gui ty
of the decision fromthat particular mdality. The hias b
pre-skevs the vei ghts to favor ore of the mdalities.

2.2. Visual Inta Representation

Wlike for acowstic speech data, there are no generally
agreed-upon parameterization strategies for the visual lip
images. Since ve are wing a comnectionist al gori thmfor

recogni tion ve have foll oved the phil osophy of avol ding ex
feature extraction and segrentation of the image. In-
7 on the netvork to devel op appropri ate 1nter-
higher level features. W have been
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Hgure 4. Conbination resul ts for Net-T and Net-H.

Conpari son of diflerent net structures yiel ds nore equi v
ocal conclusions. Al three are clearly capal e of inproving
recognm tion wth the addition of visual informtion. Hw
Net- P conti nation of the modalities al ways yields a
than el ther modality al one whichis not true of
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