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What information consumesiis rather obvious:
It consumes the attention of its recipients.
Hence a wealth of information creates a
poverty of attention, and a need to
allocate that attention efficiently
among the overabundance
of information sour-
ces that might
consume
it.

Nobel Laureate Economist
Herbert A. Simon.
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Chapter 1 Introduction

1.1 Motivation

Two different developments provide the foundation for this thesis. The first is the growing
importance of knowledge for our economies, which has fueled interest in the practical management
of knowledge. The second is the formation of the World Wide Web, which provides a publicly
accessible, shared global information space - a phenomenon which has never before existed in the
history of mankind. Both topics are briefly introduced here.

1.1.1 Knowledge Management

Classical economics focused on production factors: labor, capital, and land. More recently, another
factor turned out to be critical for our economies. The World Bank has recognized the importance of
knowledge for development and describes its significance as follows:

“Knowledge is critical for development, because everything we do depends on
knowledge. Smply to live, we must transform the resources we have into the things
we need, and that takes knowledge. And if we want to live better tomorrow than
today, if we want to raise our living standards as a household or as a country and
improve our health, better educate our children, and preserve our common
environment we must do more than simply transform more resources, for resources
are scarce. WWe must use those resources in ways that generate ever higher returns for
our efforts and investments. That, too, takes knowledge, and in ever greater
proportion to our resources. For countriesin the vanguard of the world economy, the
balance between knowledge and resources has shifted so far toward the former that
knowledge has become perhaps the most important factor determining the standard
of living more than land, than tools, than labor. Today's most technologically
advanced economies are truly knowledge-based. And as they generate new wealth
from their innovations, they are creating millions of knowledge-related jobs in an
array of disciplines that have emerged overnight: knowledge engineers, knowledge
managers, knowledge coordinators.” ¥

Given the importance of knowledge as an economic factor, the practica management of knowledge
becomes relevant: how to acquire, share, distribute and access knowledge within an organization
and within business processes are questions that need to be answered. IT technologies, among other
fields such as human resource management and corporate cultures, provide significant answers to
these questions in the form of Organizational Memory Information Systems (OMIS). This thesis
focuses on the following problems:

» Enterprise Modeling: OMIS are not built within a vacuum - they exist in lively, evolving
organizations and they need to support knowledge management tasks within business
processes. Support is required for building, introducing and assessing OMIS, which helps to
oversee the enormous amount of detail relevant to the building stage.

1. (World Bank, World Development Report: Knowledge for Development, Oxford University Press, 1998/
99, Chapter 1, Page 1, see also: http://www.worldbank.org/wdr/wdr98/index.htm).
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» Maintaining an OMIS. Centralized approaches require a central authority to maintain an OMIS,
which hampers scalability since it constitutes a maintenance bottleneck. Distributed approaches
to maintenance resolve the bottleneck.

e Text documents vs. formalized knowledge. Most knowledge within an organization is
represented as text documents. Information retrieval techniques may be used to find and search
documents, but they lack the capacity to answer queries which require the content of severa
documents. To answer such queries, a formalization of the knowledge is necessary. In
conventional approaches machine-readable formal knowledge is separated from human
readable text documents. As a consequence, maintenance of formal knowledge is expensive and
does not scale well. Techniques that assist the integration of formal knowledge and text
documents help to resolve this bottleneck.

1.1.2 The Web

Developments in recent years have brought about a revolution in how information is received and
deployed. The World Wide Web has changed the way people spend their work and leisure time. To
cite Tim Berners-Lee, the inventor of the World Wide Web:

“The dream behind the Web is of a common information space in which we
communicate by sharing information. Its universality is essential: the fact that a
hypertext link can point to anything, be it personal, local or global, be it draft or
highly polished.” @

The dream has largely become a reality. With the new infrastructure it is possible to provide
information to and from almost every entity in human society. An enormous pool of information and
knowledge has become available, aiming at human consumption. The variety and mass of available
information has its drawbacks: without additional infrastructures - search engines, web directories,
and Web portals - it would be amost impossible to find useful information on the Web.

Even with the help of search engines, finding information on the Web requires human activities and
attention, as search engines are not able to understand the semantics of the posed query and only
deliver human readable documents.

Framing precise queries and getting precise answers back from the Web is not possible, even when
search engines are deployed. Some of the techniques indicated above help.

1.2 Goals

The central hypothesis of this work is that the Web can be turned into a knowledge base, based on
the current Web infrastructure. This technology is capable of Knowledge Management within
organizations.

To prove the central hypothesis, the thesis needs to establish a number of subgoals:

1. Knowledge Management needs to be supported with an appropriate modeling and assessment
approach, which provides a schema for modeling a particular knowledge management strategy
in a specific situation.

2. See http://www.w3.0org/Peopl e/Berners-L ee/ ShortHistory.html, retrieved 12/20/2001.
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2.

A foundation is required for turning the Web into a knowledge base. The thesis shows that
Ontologies provide this foundation. An appropriate representation technology is required,
which effectively represents and reasons with ontologies in a Web setting.

Formal knowledge needs to be represented, integrated and extracted from Web documents. To
avoid information being represented twice in Web pages - one time as human-readabl e text, the
other as machine-readable metadata - it is beneficial to integrate the two sets of information.

A query mechanism is heeded, which helps to query the formal knowledge extracted from Web
pages, using the vocabulary defined in the ontol ogies.

A case study is required to demonstrate the feasibility of the approach for Knowledge
Management

Beyond Knowledge Management. For validation purposes, the first steps beyond Knowledge
Management (which, in the final analysis, is sill aimed at providing information for human
consumption) are investigated by examining what additional infrastructure is required to make
the Web understandable by machines.

1.3 Approaches

A new modeling approach will be developed to support Knowledge Management. This is effected
by combining different, orthogonal aspects of Knowledge Management. These aspects are: the
human factor, organization, and technology, combining them with a process-oriented view of
Knowledge Management and a view based on management science. The result is the Knowledge
Management Cube.

The core of the thesis is the development of a Knowledge Management system called Ontobroker.
Ontobroker provides a set of languages, tools and techniques, which create a pathway to the
subgoals listed in the last section.

The usage of logic programming techniques for the representation of and reasoning with
Ontologies is investigated. A method will be developed that shows how more expressive,
declarative languages can be compiled into normal logic programs.

An annotation language for HTML and XML documents is developed to annotate these
documents ‘ redundancy-free’ with ontology-based metadata. The metadatais exploitable by the
inference engine. ‘ Redundancy-free' is used here to denote that the actual text is used in the
annotation - if the document is changed then the annotation is also changed.

Novel query interfaces will be developed, which support the formulation of queries using a
large ontology. The query interfaces support browsing and selection of terms using a new
visualization method for ontologies.

A case study will be presented - the Knowledge Annotation Initiative of the Knowledge
Acquisition community. Ontobroker is applied in a large scale Knowledge Management case
study, and assessed using the new Knowledge Management modeling approach. Within this
case study an ontology was developed and deployed for the annotation of Web documents
within the Knowledge Acquisition community.
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Beyond Knowledge Management, this thesis investigates which technologies are required for
building the Semantic Web - a Web not primarily aimed at human consumption, but rather at
intelligent agents. An information foodchain is defined for the Semantic Web by generalizing
the Ontobroker approach and investigating how to build ontology representation languages on
top of semi-structured data.

1.4 Outline

This thesis has three parts: the first part (chapters 2-5) introduces the different dimensions of
knowledge management and develops a unified model for characterizing knowledge management
strategies and tools. The second part (chapters 6-11) develops Ontobroker, the ontologies and
metadata based knowledge management strategy, by exploiting ontology based metadata
annotations of documents. The third part (chapters 12-16) generalizes part 1l by discussing more
advanced Semantic Web topics such as an information foodchain for Semantic Web applications, the
Resource Description Framework (RDF), and how to build Knowledge Representation Languages
on top of RDF. The thesis ends with a summary and conclusions and by posing future research
guestions. In the following, the content of the chapters is described in more detail:

Chapter 2 begins by clarifying the foundations of this thesis. A brief summary is given of
different definitions of Knowledge Management in general and the notion of knowledge. Since
information technology support for Knowledge Management is the focus of this thesis, the
thesis looks at knowledge from a Computer Science perspective. Different knowledge
representation approaches, from a static perspective (ontologies) and a dynamic perspective
(Problem Solving Methods), are briefly discussed and contrasted to the concept of knowledge
in CSCW, where knowledge is usually associated with documents.

Chapter 3 reconsiders the different dimensions of Knowledge Management. Dimensions
discussed are on the one hand the human factor, the organizational, and the technological
aspects, and on the other hand a process oriented view of knowledge management with aspects
such as “knowledge acquisition”, “knowledge assessment” and “knowledge dissemination”.
These dimensions are amalgamated by deriving a unified model for the assessment of
knowledge management strategies - the Knowledge Management Cube (KMC). The KMC is

later used in this thesis to assess Ontobroker as a K nowledge Management approach.

Chapter 4 discusses the technological aspects of Knowledge Management by defining the
notion of Organizationa Memory Information Systems (OMIS) and providing severa
classifications of OMIS (e.g., a process-oriented vs. product-oriented viewpoint). The notion of
an OMISis contrasted with other well-known notions of information systems, like Knowledge
Based Systems.

Chapter 5 develops a modeling schemafor building OMI'S: the chapter shows that task-oriented
modeling is useful for connecting enterprise models on the process level with models
representing concrete tasks suitable for information systems. Concrete notions based on UML
for the enterprise models are provided. The modeling approach is compared with other
approaches such as CommonKADS and ARIS. The chapter argues that PSMs, which were
introduced in Al to capture and structure dynamic knowledge, are suitable for representing and
structuring business processes. The chapter also presents an example application of the
modeling schema by modeling the work processes of industry designers. Based on the created
UML models, Knowledge Management strategies for the industrial design process are
identified.
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The goal of part Il of this thesis is to show that the Web can be turned into an Organizational
Memory Information System that can be queried like a knowledge base. The suggested approach
called Ontobroker is based on ontology-based metadata. This part provides the means to create and
deploy such metadata, which is a first step in transforming the Web into a distributed Knowledge
Based System. Necessary components are identified and described in detail: an ontology, an
inference engine able to reason with the ontology, an annotation language for HTML and XML
documents, tool support for the annotation process, and a query interface for querying the
Knowledge Base.

Chapter 6 demonstrates that conventional search engines (e.g., GOOGLE) don't provide the
exact query capabilities necessary to answer directed queries on the Web. The chapter then
introduces the proposed alternative: the Ontobroker approach and architecture. The rationales
for the architecture design decisions are provided, along with a clarification of how all the
components work together. The next chapters provide detailed explanations of the components
of the Ontobroker system.

Chapter 7 presents the design and implementation of SILRI, the representation language used to
represent ontologies and the inference engine of Ontobroker. The representation language is a
variant of F-Logic, enhanced with the capability to provide syntactical expressive rule bodies
based on full first-order logic. The inference engine of SILRI is based on Horn logic with a
closed world negation at its core. The SILRI representation language is compiled into Horn
logic by negation. The SILRI language can be regarded as a domain specific representation
language. This chapter provides a method for constructing domain specific representation
languages and compiling them back into available inference engines. As an example of building
a new domain specific language, the chapter illustrates the combination of Chronolog, a
language for linear temporal logic and F-Logic, which results in the language C-F-logic, which
is capable of expressing the dynamic behavior of objects over time. In the forthcoming chapters
F-logic is used to represent the ontologies and the instance data within Ontobroker.
Furthermore, the chapter provides a new translation procedure realized using a variant of the
Lloyd-Topor transformation.

Chapter 8 handles the problem of document annotation. The chapter first classifies the
Ontobroker approach to metadata. HTML-A is introduced - the annotation language used
within Ontobroker for the ontology-based annotation of HTML documents. The chapter then
presents OntoPad, a metadata-enhanced HTML-editor that supports the creation of ontology-
based annotations of documents. HTML-A is then generalized to XAL; the XML Annotation
Language (XAL). The additions are: instead of just annotating the anchor tag, XAL may be
used to annotate arbitrary tags; multiple ontologies may be used for the annotation of the same
document. XAL enables the reference and linking to arbitrary information in the document;
regular expressions may be used to filter information inside annotations; XAL also supports the
annotation of regular structures like lists or tables with minimal effort.

Chapter 9 presents the consumer aspects of Ontobroker: the Information Crawler and the Query
Interfaces. The Information Crawler extracts the metadata from HTML pages and translates the
data into a format that is understandable by the inference engine. The query interfaces allow
guerying of the knowledge base and support the interactive construction of queries, guided by
the ontologies.

Chapter 10 presents a case study of Ontobroker. Ontobroker is characterized as a Knowledge
Management System, using the Knowledge Management Cube developed in Part | of this
thesis. A case study of the Knowledge Annotation Initiative of the Knowledge Acquisition
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Community ((KA)Z) is presented, describing how the ontology was developed. The annotation
process is detailed and results of (KA)?from a Knowledge Management point of view are also
presented.

Chapter 11 features related work that provides complete frameworks comparable to Ontobroker.
Ontobroker is compared in detail to SHOE and WebKB. A focus of the comparison is the
reasoning capabilities of the different systems.

The third part of this thesis generalizes the work presented in the second part and introduces the
notion of the Semantic Web.®) The Semantic Web is aimed at machine processable information and
services (in contrast to HTML), with agents performing tasks for their users. This part provides the
foundations for creating ontologies on the Web, based on semi-structured data and knowledge
representation principles.

Chapter 12 suggests an information foodchain for agents on the Web that presents necessary
steps and technol ogies to reach an automated Web and shows how the technologies used in the
foodchain are interdependent. Distinctions are drawn between metadata and ontology creation
technologies, middleware (which articulates different ontologies and provides inference
services), and end-user applications, such as agents or acommunity portal.

Chapter 13 provides requirements for Knowledge Representation on the Web. An introduction
to RDF and RDF Schema is provided. Then, RDF is compared to the Object Exchange Model
(OEM), a semi-structured data format defined for data integration and frame-based knowledge
representation systems.

Chapter 14 compares RDF and XML as a foundation for Knowledge Representation on the
Web. In this chapter it is shown why XML isnot suitable as afoundation for the Semantic Web
and how K nowledge Representation languages are constructed on top of RDF.

Chapter 15 presents two ontology languages built on top of RDF: OIL and DAML+OIL. Both
languages are based on Description Logics. A critical assessment of both languagesis provided.

Chapter 16 provides a summary and conclusions, as well as providing starting points for future
research work.

Figure 1.1 provides a high-level overview of the different topics of this thesis.

3. cf. http://lwww.SemanticWeb.org
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AND ORGANIZATIONAL MEMORIES

“Imagination is more important than knowledge. Knowledge is
limited. Imagination encircles the world.”
Albert Einstein
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Chapter 2 Preliminaries: What is
Knowledge and
Knowledge Management?

This chapter gives a brief summary of different definitions of Knowledge Management and the
notion of knowledge. Since information technology support for Knowledge Management is the
focus of thisthesis, the chapter discusses knowledge from a Computer Science (especialy Artificia
Intelligence and Computer Supported Cooperative Work) perspective.

2.1 What is Knowledge Management?

Interest in Knowledge Management in the business world cannot be pinpointed to a single reason,
but is being promoted by the merging of a number of trends. Under the label of lean management,
the last wave of enterprise reengineering efforts has removed middle management from many
organizational structures. But for decades, just this level of employees were important stakeholders
of know-how and experience about projects, customers, and products. They performed the
important tasks of knowledge gathering, filtering, interpretation, and routing as a preprocessing step
to preparing the decisions of upper management. Knowledge Management tries to compensate for
(1) the loss of stable procedural knowledge by explication and formalization through using e.g.,
organization handbooks or workflow management systems, (2) the loss of project-, customer-, or
project-related experiences and know-how by establishing best-practice or lessons-learned
databases [van Heijst et al., 1998], and (3) the loss of the middle management information analysis
and routing services through new IT solutions, e.g., intranets, data mining, or data warehouses
[O' Leary, 1998c].

Together with the globalization of businesses, an enormous market pressure enforces ever-shorter
product life cycles. On the other hand, modern information technology allows worldwide
geographically dispersed development teams, virtual enterprises [Ribiére & Matta, 1998] and close
cooperation with suppliers, customer companies, and outsourced service providers. All these factors
require complex communication and coordination flows, complex both in technical and in
conceptual terms. Therole of IT is to support the information and document distribution, to enable
worldwide communication and synchronization. CSCW and groupware tools are often used in
scenarios where jointly distributed collaboration is required. Furthermore, new customer-oriented
management and quality principles like Total Quality Management (TQM) promote new styles of
communication and decision-making in company departments. Following the concurrent
engineering paradigm, expertise, information, and feedback from customers, as well as many
previously separated and timely sequential development steps, are thrown together at very early
stages in order to have a comprehensive and holistic view of requirements and design. Thisrequires
complex communication and collaboration by many people with different educational backgrounds,
personal goals and perspectives. It also requires a combination of documents, information flows,
and decision processes originating from previously separated groups of people. Here, IT can support
cooperative work and store decision processes to enable subsequent decision tracing under altered
conditions. It can also support the preparation of well-structured documentation required for quality
certification.
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All these business phenomena produce K nowledge M anagement-related activities comprising:
1. better exploitation of already available but insufficiently used documents,
2. formalization of business rulesin workflows,

3. better usage of human skills and knowledge through CSCW techniques or enterprise yellow
pages and competency databases, and

4, explication of experiences and know-how in best-practice databases, and much more.

Most of these activities can also be supported by information technology, and are in fact aready
partly supported by conventional systems [Davenport et al., 1996], [Bullinger et al., 1997].
However, the specific introduction of the term knowledge creates a different viewpoint: it is no
longer sufficient to deliver huge amounts of information to users, instead it is important to support
them in doing their knowledge work.

Having described the Why of Knowledge Management, some definitions from the literature about
the ‘What’ are given in the following: Knowledge Management (KM) is a halistic approach, which
can be analyzed from different viewpoints. For this reason, it is difficult to give an exact definition.
[Nonaka & Takeuchi, 1995] stress in their definition the importance of the distinction between tacit
and explicit knowledge: “Knowledge Management is the tacit and explicit knowledge framework for
a dynamic human process of justifying personal belief toward the truth.” Explicit knowledge is
knowledgethat is already extracted and consumable in books or other media. Tacit knowledge is not
present in explicit form, and can often not even be articulated by a person who possesses the
knowledge. Thomas Davenport [Davenport & Prusak, 1998] stresses the importance of the process
and supply chain: “Knowledge Management is a formal, structured initiative to improve the
creation, distribution, or use of knowledge in an organization. It is a formal process of turning
corporate knowledge into corporate value.” This corporate value is also emphasized by Karl Erik
Sveiby in [Sveiby & Lloyd, 1990]: “Knowledge Management is the art of making money out of
immaterial assets.”

What remains to be clarified is how the Knowledge in Knowledge Management can be captured and
processed. The following sections examine the technology areas which help to realize a Knowledge
Management strategy, and also investigate what kind of knowledge is managed. Since information
technology support for Knowledge Management is the focus of this thesis, knowledge is examined
from a Computer Science perspective.
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2.2 Knowledge in Computer Science

Figure 2.1, derived from [Aamodt & Nygard, 1995], serves as a basis for understanding the use of
Knowledge in Computer Science. There is no fundamental difference in the representation of data,
information and knowledge: everything is based on symbols. Only when examined together with the
dimensions of Semiotics (syntax, semantics and pragmatics) is it possible to achieve a visible
differentiation. For instance, the number ‘100’ is abstract data, and has a specia syntax (e.g.,
numbers are only allowed to consist of digits, a point and a sign). Data has no meaning, unless
accompanied by added semantics such as ‘km/h’, which makes it a speed number. However, thisis
just information, and no human can act solely on this information. Only the addition of pragmatics
leads to knowledge that is usable for decisions and actions (e.g., to reduce speed if ‘100km/h’
represents a speed limit). Different subfields in computer science developed different interpretations
of knowledge. The following sections discuss relevant subfields of computer science for Knowledge
Management.

2.2.1 Knowledge in Artificial Intelligence

The area in Computer Science that is most influenced by the concept of knowledge is Artificia
Intelligence (Al).

In Al concepts such as Knowledge Based Systems (KBS), Knowledge Level, Knowledge Modeling,
and Knowledge Representation were invented and discussed (for an overview cf. [Studer et d.,
1998], [Studer et al., 2000]). In the early 1980s the development of a KBS was seen as a process of
transferring human knowledge to an implemented knowledge base. This transfer was based on the
assumption that the knowledge, which is required by the KBS, already exists and only has to be
collected and implemented [Musen, 1993]. It is interesting to note that research in Al indeed used
the early definitions of knowledge in philosophy: it followed the ideas of Plato that knowledge is
something inherently true. Eventually, this knowledge was implemented in some types of
production rules, which were executed by an associated rule interpreter [Stefik, 1995]. A careful
analysis of the various rule knowledge bases has shown, however, that the rather simple
representation formalism of production rules did not support an adequate representation of different
types of knowledge [Clancey, 1983]. Such a mixture of knowledge types, together with the lack of
adequate justifications of the different rules, makes the maintenance of such knowledge bases very
difficult and time consuming. Therefore, this transfer approach was only feasible for the

Decision (V Action
Pragmatics (V Knowledge
Information
Semanti ts('
Data

Syntax

Symbol

Fig. 2.1. Knowledge Pyramid based on [Aamodt & Nygard, 1995]



14 Chapter 2 Preliminaries: What is Knowledge and Knowledge Management?

development of small prototypical systems as it failed to produce large, reliable and maintainable
knowledge bases. It was recognized that the assumption of the transfer approach (that knowledge
acquisition is the collection of already existing knowledge elements) was not correct due to the
important role of tacit knowledge for an expert’s problem-solving capahilities.

These deficiencies resulted in a paradigm shift from the transfer approach to the modeling approach.
This paradigm shift was also inspired by Newell’s notion of the Knowledge Level [Newell, 1982].
This knowledge level proposes the modeling of knowledge independent from its implementation
and structuring knowledge models with respect to different knowledge types.

In the modeling framework, constructing a KBS means building a computer mode with the aim of
realizing problem-solving capabilities comparable to a domain expert. Since an expert is not
necessarily aware of some knowledge that is part of his or her skills, this knowledge is not directly
accessible, but has to be constructed and structured during the knowledge acquisition phase. This
knowledge acquisition process is therefore seen as a model construction process.

Some observations can be made about this modeling view of the building process of a KBS.
» Likeevery model, such amodel is only an approximation of reality.

» The modeling process is a cyclic process. New observations may lead to a refinement,
modification, or completion of the already constructed model. On the other hand, the model
may guide further acquisition of knowledge.

» The modeling process is dependent on the subjective interpretation of the knowledge engineer.
Therefore this process is faulty and an evaluation of the model with respect to redity is
indispensable for the creation of an adequate model.

[Clancey, 1983] provided several examples where knowledge engineers encoded implicit control
knowledge by ordering production rules and premises of these rules such that the generic inference
engine exhibited the dynamic behavior they aimed at. Thus, alarge part of the modeling activities
for building KBS is spent on making explicit the control knowledge that is contained in an expertise.
Thisisthe rational e that underlies Problem-Solving Methods (PSMs) [Benjamins & Fensel, 19984,
[Fensel, 2000]. PSMs refine the generic inference engines mentioned above to alow for a more
direct control of the reasoning process. Since this control knowledge is specified independently
from the application domain, reuse of this strategical knowledge is enabled for different domains
and applications. In addition, PSM s abstract from a specific representation formalism in contrast to
the general inference engines that rely on a specific representation of the knowledge. Finally, PSMs
decompose the reasoning task of a knowledge-based system in a number of subtasks and inference
actions that are connected by knowledge roles. Several problem solving method libraries are now
available (see e.g., [Breuker & Van de Velde, 1994], [Benjamins, 1995], [Motta, 1999]) and a
number of problem-solving method specification languages have been proposed, ranging from
informal notations (e.g., CML [Schreiber et al., 1994]) to forma modeling languages (e.g., KARL
[Fensel et al., 1998c], see [Fensel, 1995] for a survey). PSMs are introduced in more detail in
Section 2.2.3.

Besides knowledge modeling a so knowledge representation is also an important field of research in
computer science and Al. Knowledge representation may be divided into two subfields: symbolic
and subsymbolic knowledge representation, as demonstrated in connectionistic approaches.
Examples for symbolic knowledge representation formalism are frames [Minsky, 1975] and
semantic networks. Frames are related to object-oriented formalisms but usually do not have a
formal foundation. Other Knowledge representation formalisms are based on logic. Frames and
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semantic networks led to formalized counterparts, e.g., in the Frame-Logic approach [Kifer et al.,
1995] and in Description or Terminological Logics (cf. [Nebel, 1996]), which grew out of the non-
logic-based formalisms (e.g., from KL-ONE, cf. [Brachman, 1979], [Brachman & Schmolze,
1985]). Looking at the historical roots, McCarthy first proposed the use of logic in 1959 [McCarthy,
1959] as a basis for knowledge representation languages. In [McCarthy, 1989], John McCarthy
wrote:

“ Expressing information in declarative sentences is far more modular than
expressing it in segments of computer programs or in tables. Sentences can be true
in a much wider context than specific programs can be used. The supplier of a fact
does not have to understand much about how the receiver functions or how or
whether the receiver will use it. The same fact can be used for many purposes,
because the logical consequences of collections of facts can be available.”

Classical logic of predicate calculus served as the main technical tool for the representation of
knowledge in Al. It has a well-defined semantics and a well understood and powerful inference
mechanism, and it proved to be sufficiently expressive for the representation of mathematical
knowledge. It was soon realized, however, that for the representation of common sense knowledge,
first order predicate calculusisinadequate for several reasons: although automated theorem proving
has made remarkable progress in recent years, it is still difficult to reason with huge amounts of
axioms and facts. Furthermore, for representing common sense knowledge, first order predicate
logic turned out to be inadequate: common sense is non-monotonic, which means one has to
withdraw deductions that were performed earlier. This leads to non-monotonic reasoning
approaches, e.g., inlogic programming (see [Baral & Gelfond, 1994], [Brewka & Dix, 1999] for an
overview) as knowledge representation formalism.

2.2.2 Ontologies

The term ‘Ontology’ (Greek. on = being, logos = to reason) was originally coined in philosophy.
The Encyclopedia Britannica remarks about ‘ Ontology’:

“ The theory or study of being as such; i.e., of the basic characteristics of all reality.
Though the term was first coined in the 17th century, ontology is synonymous with
metaphysics or "first philosophy" as defined by Aristotle in the 4th century BC.
Because metaphysics came to include other studies (e.g., philosophical cosmology
and psychology), ontology has become the preferred term for the study of being. It
was brought into prominence in the 18th century by Christian Wolff, a German
rationalist,...” (Y

The use of the term Ontology in computer science has a more practical meaning than its use in
philosophy. The study of metaphysics is not in the foreground in computer science, but what
properties a machine must have to enable it to process data is being questioned within a certain
domain of discourse. Here ontology is used as the term for a certain artifact.

Tom Gruber’swidely cited answer to the question: “ What is an Ontology?” is:
“ An ontology is a specification of a conceptualization.” Sl
In [Gruber, 1993] this statement is elaborated on:

1. see Encyclopedia Britannica Online. <http://search.eb.com/bol/topic?eu=58583& sctn=1>, 2001]
2. see http://www-ksl .stanford.edu/kst/what-is-an-ontology.html
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“ A body of formally represented knowledge is based on a conceptualization: the
objects, concepts, and other entities that are assumed to exist in some area of interest
and the relationships that hold among them [Genesereth and Nilsson, 1987]. A
conceptualization is an abstract, simplified view of the world that we wish to
represent for some purpose. Every knowledge base, knowledge-based system, or
knowledge-level agent is committed to some conceptualization, explicitly or
implicitly.”

Soecification means in this context an explicit representation by some syntactic means. [Gruber,
1993] is suggesting the Knowledge Interchange Format (KIF) [KIF, 1998] as a representation
language for ontologies. KIF is a predicate logic-based language, and while predicate |ogic-based
representation formats for ontologies are widely used in the Al community, the definition of an
ontology as a specification of a conceptualization is more far reaching, and does not necessarily
involve a predicate logic based representation language. However, most approaches to ontology
modeling agree on the following primitives for representation purposes:

The distinction between classes and instances, where classes are interpreted as a set of
instances. Classes may be partially ordered using a binary relationship is a, which can be
interpreted as a subset relationship between two classes. The fact that an object is an element of
acertain classis usually denoted with a binary relationship instanceOf or hasType.

A set of properties (also called attributes or slots). Slots are binary relationships defined by
classes, which usually have a certain domain and a range. Slots might be used to check if a
certain set of instances with slotsis valid with respect to a certain ontology.

[Guarino, 1997] distinguishes between several types of ontologies:

Top-level ontologies aim at describing very general concepts like space, time, matter, object,
event, action, etc., which are supposed to be application independent: it seems therefore
reasonable to have unified top-level ontologies for large communities of users and applications.
Figure 2.2 shows three top-level ontologies, restricted to the is_a hierarchy: the first three
levels of the IEEE Standard Upper Ontology (SUO)(l) Version 1.16, the ABC Top Levd
Ontology [Lagoze and Hunter, 2001], and atop level ontology suggested by John Sowa [ Sowa,
2000]. The IEEE Standard Upper Ontology effort is aiming at an upper ontology that will
enable computers to utilize it for applications such as data interoperability, information search
and retrieval, automated inference, and natural language processing.

The ABC Top Level Ontology model has been developed within the Harmony International
Digital Library project to provide a common conceptual model to facilitate interoperability
between meta-data ontologies from different domains.

John Sowas's Top Level Ontology is derived from “ongoing research in philosophy, linguistics,
and artificial intelligence.” These three top-level ontologies illustrate the problem in that they
aim to be useful for alarge number of possible applications, since they are supposed to provide
the foundations for more specific tasks. Although all ontologies are aiming at addressing similar
problems, they are quite different. A top-level ontology mirrors the way the world is
experienced. Given the enormous diversity in the world, it seems highly unlikely that the same
top-level ontology can be used by alarge variety of users. The view of the world, and thus the
construction of top-level ontologies, is much too dependent on such matters as personal

1. http://suo.ieee.org/
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Fig. 2.2. Different Top-Level Ontologies: (a) shows the first three levels of

the IEEE Standard Upper Ontology® v. 1.16, (b) shows the ABC Top Level
Ontology [Lagoze and Hunter, 2001], (c) showsatop-level ontology by John

Sowa [Sowa, 2000].

1. http://suo.ieee.org
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Fig. 2.3. Part of the (KA)2 Domain Ontology describing a scientific community

experience, education, culture, etc. Even such efforts as the IEEE Standard Upper Ontology,
which don’t have much cultural diversity (e.g., most participants listed” are from the US),
show effects of diverging world views.

Domain ontologies and task ontologies describe, respectively, the vocabulary related to a
generic domain (such as medicine or automobiles) or a generic task or activity (such as
diagnosing or selling), by speciaizing the terms introduced in the top-level ontology. Examples
of ontologies for medicine include the Unified Medical Language System (UM LS)(Z) [Tuttle et
al., 1991], arich single corpus of biomedical names used by health care providersin the United
States, or the GeneOntol ogy(a) [Gene Ontology Consortium, 2001], an ontology aimed at the
dynamic, controlled vocabulary that can be applied to eukaryote(4) even as the knowledge about
genes and protein roles in cells is accumulating and changing. Another example of a domain
ontology is depicted in Figure 2.3: the (KA)2 ontology, describing a scientific community, was
used in the Ontobroker project (see Chapter 6 for more details about Ontobroker). A task
ontology for parametric design is presented in [Fensel et a., 1997].

Application ontologies describe concepts dependent both on a particular domain and task,
which are often specializations of both the related ontologies. These concepts often correspond
to roles played by domain entities while performing a certain activity, like replaceable unit or
spare components.

[van Heijst et al., 1997] introduces representation ontologies. These describe a classification of
primitives used by a knowledge representation language. An example of arepresentation ontology is
the Frame ontology [Gruber, 1993], defining the frame-oriented primitives of Ontolingua. A more
recent example of a representation ontology includes the RDF Schema specification of
DAML+OIL® (see Chapter 15 for more details).

1. see http://suo.ieee.org/subscribers.html for alist of participants (retrieved 20 December 2001)
2. http://www.nlm.nih.gov/research/umls/ (retrieved 10 December 2001)

3. http://www.geneontol ogy.org/ (retrieved 10 December 2001)

4. For the biological layman: Organisms with nucleated cells (retrieved 10 December 2001)

5. http://www.daml.org/2001/03/daml +oil.daml (retrieved 10 December 2001)
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Note that the distinction between domain ontologies and other ontology types is sometimes useful,
but by no means a strict classification: by adjusting the domain every ontology can be classified asa
domain ontol ogy.

The following list contains examples of academic explorations into the use of ontologies (derived
from [Erdmann, 2001]):

Natura Language Processing and Machine Trandlation (e.g., Wordnet [Miller, 1990],
[Dahlgren, 1995]).

Knowledge Engineering (esp. Problem Solving M ethods [Fensel, 2000]).

Knowledge Management (e.g., [Abecker et a., 1997], [Staab & Schnurr, 2000], [Sure et d.,
2000)).

Engineering and Construction (e.g., [Borst, Akkermans 97]).

Information Retrieval and Information Articulation (e.g. [Kashyap, 1999], [Mena et a., 1998],
[Mitraet a., 2000], [Mitraet a., 2001]).

Web Catalogs (e.g., Yahoo [Labrou & Finin, 1999]).

Ontology and meta-data based Search Engines (e.g. Ontobroker [Decker et al., 1999], SHOE
[Heflin, 2001], OntoSeek [Guarino et al., 1999]).

Digital Libraries (e.g., [Amann & Fundulaki, 1999])

Enhanced User Interfaces (e.g., [Kessler, 1995]).

Software Agents (e.g., [Gluschko et a., 1999], [Smith & Poulter, 1999]).

Business Process Modeling: (e.g., [Decker et al., 1997], [TOVE, 1995], [Uschold et al., 1998].

Interestingly, there have been many industrial efforts to define vocabularies for different domains,
without necessarily calling them ontologies but still fulfilling Gruber’s general definition. These
effortsinclude:

the Papinet effort, Y which develops, maintains and supports the implementation of global
electronic business transaction standards for parties engaged in the buying, selling, and
distribution of forest and paper products.

the HR-XML Consortium,? an independent, non-profit organization dedicated to the
development and promotion of standardized XML vocabularies for human resources (HR).

the Business Process Management Initiative,® which aims to standardize management of
business processes that span multiple applications, corporate departments, and business
partners over the internet.

the ebXML Effort, which aims to provide an open XML-based infrastructure enabling the
global use of electronic business information in an interoperable, secure and consistent manner
by all parties.

1. see http://www.papinet.org/
2. see http://www.hr-xml .org/
3. see http://www.bpmi.org/
4, see http://www.ebxml.org/
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These efforts use grammars that define document structures for the definition of their conceptual
model. Chapter 14 takes a closer look at XML and other representation mechanisms for defining
ontologies and argues that grammars are not an appropriate representation formalism.

In order to create an effective ontology of a particular domain, the ontology construction should be
supported by (1) the use of a methodology that guides the ontology development process and (2)
tools to inspect, browse, codify, modify and download the ontology. Examples of such
methodol ogies include OntoKick [Sure, 2001a], METHONTOLOGY [Fernandez & Gomez-Perez,
1999a], Uschold's and Gruninger's methodology [Uschold & Gruninger, 1996] and that of
Gruninger and Fox [Gruninger & Fox, 1995]. These methodologies have in common that they begin
with an identification of the purpose of the ontology.

However, methodologies are more effective if they are supported by tools. Currently, two different
types of tools for supporting the construction of ontologies can be distinguished.

» Single-User Environments, where a single user defines an ontology, and

* Multi-User Environments, where support is provided for the collaborative development of
ontologies.

Single User Environments
In the following, different examples are provided for general types of ontology editors.

Class Browser in development environments for object-oriented languages, such as SmallTalk 80
and C++, can be regarded as basic tools for ontology editing. In these environments, developers can
edit class hierarchies graphically. Such editors, however, are designed to be used by programmers
and are not primarily intended for non-programmers.

In addition to these language-oriented tools, there are ontology editors based on knowledge-
engineering and knowledge-acquisition principles. The Ontolingua server [Farquhar et al., 1997] is
a set of tools that supports ontology development on the World Wide Web. These tools alow
developers to browse, edit and publish ontologies using Web technologies (e.g., CGI scripts and
Java).

Rational Rose is a commercial visual-modeling environment for software engineering that allows
developers to modd conceptual structures and to generate source code (stubs) for different
programming languages from them. Rose provides four mgor views. the use-case, logical,
component, and deployment views. The logical view is equivalent to an ontology editor that
supports the drawing of class diagrams.

Protégé (cf. [Eriksson et al., 1999]) is an integrated environment for ontology editing and metadata
tool generation. Thus, an important difference between the above-listed ontology editors and the
Protégé approach is that an essential requirement for Protégé is to generate knowledge-acquisition
or (metadata) tools instead of just supporting ontology editing.

Protégéincludes a set of toolsthat support the devel opment of knowledge-based systems. Therefore,
Protégé consists of two different parts. one part supporting the development of problem solving
methods (see Section 2.2.3) and another part concentrating on the generation of domain-specific
ontology-acquisition tools. Other examples of ontology editors include OntoEdit [Sure & Studer,
2001] and OILEd®.

1. see http://img.cs.man.ac.uk/oil/
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Multi User Environments
If there is no accepted authority that can provide a standard ontology, joint consensual creation of
ontologiesis needed.

Tadzebao and WebOnto (cf. [Domingue 1998]) aim at the distributed development of ontologies.
WebOnto supports collaborative browsing, creation, and editing of ontologies by providing a direct
manipulation interface that displays ontological expressions. WebOnto is easy to use, yet has
facilities for scaling up to large ontologies. Finally, WebOnto complements the ontology discussion
tool Tadzebao. Tadzebao supports asynchronous and synchronous discussions on ontologies.
Asynchronous discussions are necessary because an ontology design team or community may be
spread over large time zones. Synchronous discussions are useful a) when a dialogue is composed of
many small utterances, b) when there is time pressure, or ¢) to give users a sense of belonging to a
team or community.

Tadzebao guides knowledge engineers around ongoing dialogues on ontologies. Within Tadzebao,
dialogues are centered around a notepad, which contains a series of pages. Each notepad page can
contain a mixture of text, GIF images, hand drawn sketches and ontology components.

Other collaborative ontology development tools include e.g., the Ontosaurus browser [Swartout et
al., 1996], which is a Web-based ontology editor similar to Ontolingua. However, Ontosaurus uses
an HTML-interface and does not support other methods of communication as Tadzebao does.

2.2.3 Representing Procedural Knowledge

Problem-solving methods (PSMs) [Eriksson et al., 1995], as already mentioned, are used in most of
the current knowledge engineering frameworks to capture and represent procedural knowledge. The
technologies developed for PSMs are useful in a variety of application areas, where procedural
knowledge has to be captured, described and processed. In the following, the PSM model as
developed in [Angele et al., 1996] is described and its differences to the model described in [Fensel,
2000] are pointed out.
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Fig. 2.4. Embedding the notion of PSM into the Method-to-task Paradigm

Given a specific task, a PSM s the specification of the functionality (or high-level description) of
the problem solving behavior of the system to be built. It is a description of how the functionality
can be achieved. A PSM decomposes atask into new subtasks. According to the divide-and-conquer
principle this is done repeatedly down to alevel of subtasks for which the solution is obvious and
can be written down in a straightforward manner as an elementary inference action. In addition to
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the decomposition, PSM has to specify the control flow of the subtasks (i.e. the ordering in which
the subtasks can be accomplished), and the data flow (i.e. which data is used in which step). There
are several possibilities to represent control flow and data flow.

While the odd levels in the hierarchy of Figure 2.4 are responsible for defining the goals, the even
levels offer solutions for how to reach the goals. Solving particular tasks usualy aso involves
domain knowledge that a particular PSM has to import.

Fensal's approach to specification of PSMs (in [Fensel, 2000]) relates tasks, problem-solving
methods, and the domain model by means of an adapter.

4 N

Task PSM

Adapter

Domain Model

N /

Fig. 2.5. Fensel's Four Component Architecture for Knowledge-based
Systems.

The adapter is necessary to adjust the three other (reusable) parts to each other and to the specific
application problem. This new element is used to introduce assumptions and to map the different
terminol ogies.

2.2.4 Knowledge and Computer Supported Cooperative Work

According to [Nichols and Twidale, 1999] Computer Supported Cooperative Work (CSCW) is a
research area that examines issues relating to the design of computer systems to support people
working together. CSCW acknowledges that people work together as a way of managing complex
tasks, where not all tasks can be automated. [Nichols and Twidale, 1999] argue that the broad
definition is in part a reaction to what has been seen as a set of implicit design assumptions in many
computer applications - that they are intended to support usersto do their work on their own. System
designers usualy minimize the effects of a shared activity and try to create the illusion of the
(presumed ideal) case of exclusive access to resources.

Thus, it is sensible to design systems that allow users to collaborate more effectively. Such systems
can also open up opportunities for collaboration that have previously been impossible, overly
complex or too expensive; for example, working not merely with colleagues in the same office but
viavideo and audio links with colleagues in a different building or on a different continent. CSCW
has a strong interdisciplinary tradition, drawing on researchers from computer science, sociology,
management, psychology and communication (for more details about the context of CSCW cf.
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[Bannon & Hughes, 1993]). Severa possibilities for collaboration exist: people can not only
collaborate in the same place (co-located) or in different places (remote) but also collaborate at the
same time (synchronous) or separated in time (asynchronous). Figure 2.6, taken from [Nichols and
Twidale, 1999], illustrates the different possibilities.
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Fig. 2.6. The CSCW Spatial and Temporal
Quadrants (taken from [Nichols and Twidale, 1999])

The type of knowledge managed by CSCW systems is usually informal and document centered.
Users in typical CSCW scenarios create and edit documents together. There is a noticeable
difference between the definitions of ‘knowledge’ in Al and CSCW: Al is typically dealing with
formalized knowledge, whereasin a CSCW context, since formalization is very difficult and costly,
the time necessary to formalize knowledge contained for example in documents is usually not spent.
In order to enable the usability of Al techniques in CSCW and Knowledge Management systems
this difference will need to be overcome. One possible way is to develop cost-effective techniques
that help to formalize knowledge gradually - especially knowledge contained in documents.
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Chapter 3 Dimensions of
Knowledge

Management

This chapter takes a deeper look at Knowledge Management. The definitions of Knowledge
Management mentioned in Section 2.1 do not provide a practical starting point for how to establish
a Knowledge Management strategy and what viewpoints have to be taken into account. To give a
more practical view of Knowledge Management, this chapter introduces from the literature two
existing models used to set up and classify Knowledge Management strategies. It shows how to
integrate both perspectives and define a new, comprehensive, and multidimensional model: the
Knowledge Management Cube (KM C). The cube enables the modeling of Knowledge Management
entities with its most important facets.

3.1 Elements of Knowledge Management

Knowledge Management cannot be realized by focusing on a single facet, since many aspects are
involved in the creation of a strategy for building a Knowledge Management System. To focus, for
example, on technology (e.g., setting up a corporate intranet) is insufficient, if co-workers are not
willing to share their knowledge with each other. One the other hand, technology has the potential to
enable effective Knowledge Management. An effective Knowledge Management strategy has thus
to take a holistic view of the field. The model depicted in Figure 3.1 is often used to illustrate the
different dimensions of Knowledge Management (cf. [Albrecht, 1993], p.227; [Schneider, 1996], p.
36; [Bullinger et al., 1997], p. 9). Organization, People and Technology are at the center of all
Knowledge Management activities, supplemented by the corporate culture. If a Knowledge
Management Strategy concentrates only on one aspect or pillar (e.g., just implementing an intranet)
this Knowledge Management Strategy is likely to fail. The following sections discuss the
dimensions of Knowledge Management in more detail.

3.1.1 Corporate Culture

Before the three pillars are described in detail, a clarification of corporate culture is provided.
According to Schnyder [Schnyder, 1989], corporate culture is a socia-cultural, immaterial,
corporate-specific phenomenon. Corporate culture includes the values, norms, social contexts,
knowledge and skills which are shared and accepted by most members of the organization.?
Successful companies have created their own unique corporate cultures, which determine how
companies think and behave (cf. [Nonaka & Takeuchi, 1995], p. 42). Probst et al. [Probst et al.,
1997a] p. 360, stresses that effective Knowledge Management can only be introduced within a

1. This chapter is based on [Wolf & Decker & Abecker, 1999] and on [Wolf, 1999].

2. "Unternehmenskultur ist ein soziokulturelles, immaterielles unternehmungsspezifisches Phanomen,
welches die Werthaltungen, Normen und Orientierungsmuster, das Wissen und die Fahigkeiten sowie die
Sinnvermittlungspotentiale umfaldt, die von der Mehrzahl der Organisationsmitglieder geteilt und akzeptiert
werden." [ Schnyder, 1989], p. 61
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Knowledge Management

Culture Culture

Organization People Technology

Culture
Fig. 3.1. Three Pillars of Knowledge Management

company if this company has an awareness of its own corporate culture, and that culture’s influence
on the handling of knowledge. As an example [Probst et al., 1997a], p.258 describes that in a highly
guantitative-oriented corporate culture only financial figures and similar aspects are regarded as
important. Less relevant knowledge areas may not be included in the corporate-wide knowledge
dissemination.

One of the most influential factors on corporate culture is the history and environment of the
enterprise. This history is documented in the common organizational memory, which represents the
grown knowledge expressed through the corporate culture (cf. [Rehduser & Krcmar, 1996] p. 16).
The collective memory is built up over decades or even centuries. Heyl reports in [Hejl, 1991] the
following phenomena: even today it is possible for psychologists, using depth interview techniques,
to identify the frontiers of the Thirty-Years' War (1618-1648). The fears of that time are so deeply
burned into collective memory that even after 350 years they influence the behavior of descendants
(example provided by [Romhardt, 1997]). This gives evidence that a corporate culture can be
ancient and that effort and time are required to effect shifts.

3.1.2 Organization

The first pillar Organization denotes all activities and tasks, in which the processes and structures
insde an enterprise are important. To establish a holistic Knowledge Management strategy,
structures and processes have to be designed such that it is possible to map tasks, responsibilities
and competence within an enterprise in atransparent way. The task of the organization isto establish
the connection between business processes and the asset Knowledge, which needs to be organized
and disseminated (cf. [Bullinger et al., 1997], p. 9f; [ICD, 1997]). To achieve an improvement in
productivity, the knowledge intensive processes especialy must be supported and improved, e.g.,
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Research and Development, Marketing, Design, Education (cf. [Davenport et a., 1996]). Thus,
evaluation of these processes becomes more and more important. That means appropriate metrics
have to be used that help measure the cost/benefit ratio (cf. [Bullinger et al., 1997], p. 9f]).

Davenport [Davenport, 1996] argues that Knowledge Management has to be incorporated in the
organization’s structure. Similar to the organizational sectionsthat are responsible for functions such
as finance and human resources, an organizational section is needed that will be responsible for the
function of Knowledge: “Knowledge won't be well-managed until some group within a firm has
clear responsibility for the job.” [Davenport, 1996]. As a consequence, Davenport demands the
explicit implementation of Knowledge Managers. The tasks of these Knowledge Managers are
Knowledge Acquisition, Knowledge Structuring, the introduction of knowledge-oriented
information technology and the monitoring and control of knowledge utilization. It is not sufficient
to implement Knowledge Management within the job descriptions of certain employees in the IT
department, rather new positions must be created to explicitly support Knowledge Management.
Knowledge Management must also be supported from above. In the following, some of these new
Knowledge Management-related job positions and management roles are introduced, mostly taken
from ([Probst et al., 19974], p. 358ff):

» Chief Knowledge Officer (CKO) and Knowledge Managers. The CKO is already an established
management role in some companies. Their task is to develop, to organize and to control the
organizational knowledge base. They have to sensitize the overall organization. The CKO
supervises the Knowledge Manager. The task of the Knowledge Managers is to operationally
implement the goals developed in the knowledge strategy by the CKO. Knowledge Managers
are often regarded as absolutely necessary to the implementation of a Knowledge M anagement
strategy: “ Knowl edge management requires knowledge managers.” [Davenport, 1996].

» Knowledge Broker [Waddington, 1996]. A 350-page report based on a survey of 1,313 junior,
middle and senior managers in the U.K., U.S,, Australia, Hong Kong and Singapore reported
that:

» two-thirds of managers report tension with work colleagues, and loss of job satisfaction
because of stress associated with information overload,(l)

» one-third of managers suffer from ill health as a direct consequence of stress associated
with information overload. This figure increases to 43% among senior managers.

» amost two-thirds (62%) of managers testify that their personal relationships suffer as a
direct result of information overload.

»  43% of managers think important decisions are delayed, and the ability to make decisions
is affected, as aresult of having too much information, and

» 44% of managers believe the cost of collating information exceeds its value to business.
As a conseguence, new job descriptions emerge:

» Knowledge Brokers use new technologies (e.g., Inter- and Intranet) to obtain necessary
information. Especially important for Knowledge Brokers is their meta-knowledge: they have
to know where to look up necessary knowledge. This enables fast look-up and dissemination
within an organization (cf. [Schippel, 1996], p. 201]).

1. [Kirsh, 2000] examines the notion of ‘information overload’ in more detail and provides a definition as
well asaclassification.
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» Competence Field Managers design, control, and develop an area of competence within an
important knowledge area. The task of a Competence Field Manager isto build up a network of
expertise within a knowledge field, and to group these experts together. This includes also the
establishment of an appropriate infrastructure, containing news groups, conferences, Best-
Practice-Workshops €tc.

» Boundary Spanners establish connections between different areas of competence and detect
previoudy unused knowledge assets. The exploitation of these knowledge assets is delegated to
the appropriate Competence Field Manager (depending on the area). Boundary Spanners have
international and interdisciplinary contacts and are identified as the people to talk to when
issues involving more than one department are identified. Furthermore, they are the appropriate
people to build up internal and external contacts.

3.1.3 People

Human beings are at the center of al economic activities. A goal-oriented human resource
management is therefore essential, because in the end only human beings can own and use
knowledge (cf. [Bullinger et al., 1997], p.9). Thus the knowledge (and the ability to access
knowledge) of the employees constitutes the organizational knowledge base. If employees are not
involved in Knowledge Management activities, if they are not motivated and their needs are not
respected, then successful Knowledge Management is not possible.

To deploy Knowledge Management inside a company the stage must be set for knowledge sharing
among employees, departments and domains. Also, an awareness must exist of how important an
effective and efficient usage of the production factor Knowledge is - for the individual as well as for
the company’s success (cf. [ICD, 1997]). Thisisin strong contrast to statements like ‘knowledge is
power’ and ‘who shares his knowledge, loses power and can be replaced’. To counteract these
opinions is a difficult task for leading managers. They have to convince the knowledge owners of
the value and usefulness of their knowledge to the collaborators and that the knowledge is only
useful if it is shared with others. The task is to develop experts in knowledge brokering, whose
customers are the users of their knowledge, and to offer incentives for knowledge sharing and usage.
To establish a system that supports knowledge sharing as part of the corporate culture, knowledge
sharing must be rewarded with more than just knowledge owning. In the beginning of the
establishment of a Knowledge Management strategy seeds have to be planted, e.g., by charismatic
leaders, which convey Knowledge Management as something positive (cf. [Davenport, 1996]).

During the change from an industrial society to a knowledge society, new job areas are being
created. Knowledge-based companies such as consulting and software companies are growing fast.
Therefore, there is a huge change in working methods and content: knowledge-based companies
employ knowledge workers. Typical representatives are e.g., consultants, software developers,
lawyers, employees in research and development. Drucker [Drucker, 1988] detected this trend in
1988: “The center of gravity in employment is moving fast from manual and clerical workers to
knowledge workers who resist the Command-and-Control model that busi ness took from the military
100 years ago.” The break with the Command-and-Control model isrealized by the implementation
of new forms of organizations, usually accompanied with reengineering efforts: flat organizational
hierarchies or a shift of competence from management to the knowledge worker, who is better able
than management to make decisions because of his or her expertise, is required. This shows the
dependency between workers and organizations in a holistic approach to Knowledge M anagement
(cf. [Karner, 1996], p. 95).
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3.1.4 Technology

Technology means information technology as well as communication technology and similar
technology areas. The relationship to the previous section is illustrated by Tom Davenport
[Davenport, 1996]: “Effective Management of knowledge requires hybrid solutions of people and
technology.” Some tasks are better done by human beings, others are better done by technology.
Using knowledge to make a decision is usually better effected by humans. Transformation and
storage of information is usually better effected by an appropriate technology. However, looking up
useful knowledge using technology <till requires a huge effort by human beings if the knowledgeis
not formalized and is only represented in documents. But formalization of knowledge is also a
costly process that requires skilled workers and a huge effort.

3.2 Elements of Knowledge Management Il

In the following section, the 8 building blocks of Knowledge Management according to [Probst et
al., 1997a] are described. Figure 3.2 depicts two areas. the outer areas (Knowledge Goals,
Knowledge Srategy |mplementation, Knowl edge Assessment) are related to the classical managerial
cycle. The inner area (comprising a network) consists of 6 building blocks: Knowledge
Identification, Knowledge Acquisition, Knowledge Development, Knowledge Sharing/
Dissemination, Knowledge Preservation, and Knowledge Utilization. This dissection of the
Knowledge Management process has several advantages. the complex process Knowledge
Management itself becomes more manageable; the focus on single process steps allows division of
responsibilities; and the structuring of the management process allows for easier assessment of the
overall process; detection of problems in this process is more focused and detection of problems
which interfere with the overall Knowledge Management process is simplified. The following
sections describe the single building blocks in more detail according to [Probst et al., 19974].

3.2.1 Defining Knowledge Goals

The definition of knowledge goals aims at guiding the whole Knowledge M anagement process. The
other process steps should support the knowledge goals defined in this step. Depending on the level
of detail, the following types of knowledge goals may be distinguished.

* Normative Knowledge Goals aim at the creation of a framework (e.g., at the creation of
corporate culture that supports Knowledge M anagement).

» Srategic Knowledge Goals define the future knowledge demands of the company, by defining
core knowledge areas.

» Operative Knowledge Goals are defined by addressing the normative and strategic knowledge
goals at an operative level.

3.2.2 Knowledge Identification

During this process step an analysis of the knowledge available in a company is performed. Know-
how, knowledge provider, information systems and personal networks need to be identified and to
be made transparent, so that the knowledge can be accessed when needed. Often the problem is not



30 Chapter 3 Dimensions of Knowledge Management

4 N

. Feedback
Defining < Knowledge
Knowledge Assessment
A
Y
Knowledge | |......_._._.. Knowledge
Identification .- | Utilization
Knowledge L __________ _________ ____| Knowledge
Acquisition SR PR .| Preservation
K nowledge — Knowledge
Development Sharing/

KK nowledge Strategy Implementation

Fig. 3.2. Building Blocks of the Knowledge Management Process
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so much the lack of information sources, but that information sources are not structured
appropriately to obtain the relevant knowledge in time. Thisis made clear by complaints such as, ‘if
we knew, what we know' (cf. [Davenport, 1997]).

For the localization of knowledge inside an organization, several tools may be used: popular tools
are knowledge maps, which are graphical dictionaries of knowledge providers, knowledge sources,
or applications (cf. [Eppler, 1997]). A non-graphical version of knowledge mapsis Yellow Pages for
Expertise, which helps to locate an appropriate expert in an enterprise (cf. [Probst et a., 19974, p.
107). Knowledge providers, together with their domains of expertise, are collected in a dictionary
which may be searched by electronic means.

However, knowledge maps and yellow pages help to find a knowledgeable expert inside an
organization. It is desirable to have the knowledge itself in a machine-processable and deployable
form (if experts leave or retire). Technology known from Knowledge Engineering (see Section
2.2.1) can be used to formalize this knowledge (cf. [Wielinga et al., 1997], [Milton et a., 1999]).

3.2.3 Knowledge Acquisition

Since Knowledge Acquisition within an organization deals first and foremost with knowledge
acquired by human beings, the learning behavior of humans is investigated first. Human beings
learn through the sense organs.
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Figure 3.3 illustrates the percentage for sense involved in the human knowledge acquisition,
however, it doesn't say anything about long-term learning. There are numerous educational
possihilities for acquiring knowledge, with different effectiveness regarding long-term learning.
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Fig. 3.4. Memorization Effect for Different Knowledge Acquisition Types
(taken from [BOning, 1994])

Figure 3.4 from [Boning, 1994] roughly depicts the effectiveness of selected learning possihilities.
E.g., workshops can be classified as very effective learning events, classic lectures (Hearing +
Seeing) arein the middle.

Another possibility to acquire knowledgeis to purchase it - enterprises may buy required knowledge
in external markets. The following sources can be distinguished:

1. Single, external knowledge sources. Examples for taping single knowledge sources are
recruiting methods or hiring of external consultants.



32 Chapter 3 Dimensions of Knowledge Management

Case-by-case \

Cooperation

Merger Investments Joint Ventures

Buy

Networks
Case-by-Case

Information Request

high low

Degree of Cooperation

Access to Knowledge

Capital Expenditure

\_ /

Fig. 3.5. Continuum of Cooperation
(see [Probst et al, 1997b]

2.  Knowledge of other organizations. The usage of the knowledge bases of other companies helps
to acquire competencies faster. Fig. 3.5. [Probst et a, 1997b] shows different possibilities for
cooperation and their influence on the degree of cooperation, access to knowledge and
necessary capital expenditure.?

3. Knowledge of stakeholders. According to [Bleicher, 1992] and [Probst et al., 19974
stakeholders (groups with particular interests in an organization) can be useful knowledge
sources. The knowledge of customers, suppliers and shareholders can be beneficia in acquiring
new ideas and suggestions for improvement.

4. Knowledge Products. By buying knowledge products like patents, CD-ROMs and software an
enterprise does not automatically acquire new knowledge benefits. The interaction between
employees and these knowledge products generates new usable knowledge. Software has ahigh
potential as a knowledge medium, since by using software complete business processes are
often implemented.

The most important success factor is integration of the new knowledge into the existing knowledge
base. New, acquired knowledge is often not accepted, however, and learning barriers appear
[Schippel, 1996]. Common also is the so-called ‘Not-Invented-Here-Syndrome’ - if it was not
developed inside the company, it is not accepted.

3.2.4 Knowledge Development

Elimination of identified knowledge gaps can either be done by knowledge acquisition (as described
in the previous section) or by knowledge development. Knowledge development requires goal-
oriented management, which enables the organization to produce knowledge which is not available
on site or does not even exist. Since the organizational knowledge base has an individual and a
collective dimension, this division is aso inherent in the knowledge development procedures.

1. Only the case of voluntary or legal cooperation is discussed. Other possible forms may be e.g.,
espionage.
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» Individua knowledge development is based on two components: creativity and the ability to
systematically solve problems. However, a large part of the personal knowledge is neither
obtained by innovation nor from explicit problem-solving techniques, but due to implicit
abilities. Implicit, tacit knowledge can often be modeled and by this modeling new (explicit)
knowledge is created.

» From the discussed individua development procedures, the collective differsin the sense that it
is not the individual, but rather a team that is the focus of learning. This usualy requires the
creation of complementary abilities in the team as well as the definition of group targets.
Openness and trust are at the forefront in particular, paired with healthy group dynamics, in
building superiority of the collective knowledge development over the individual. An
instrument particularly applicable for the improvement of work in projects is lessons |earned
[van Heijst et al., 1998]. After the termination of a project the team reflects on the project. The
reflection makes explicit which critical experiences were gained and which experiences are
useful for future teams with similar tasks. Furthermore, the reflection a so helps team members
to learn about their own performance. Lessons learned thus represents the essence of a
collective learning process and can be a crucial factor for work improvement if represented in
an accessible (usually electronic) form.

3.2.5 Knowledge Sharing and Dissemination

Nobody needsto (or is able to) know everything - it is usually sufficient for employees to have fast
and simple access to the knowledge needed and that the knowledge distributions mechanisms work.
Not only isthe distribution process of knowledge to the place of work important in this context, but
so also is a willingness to share knowledge with others. Knowledge sharing can be supported by
different tools, which do not necessarily have an electronic nature.

Indispensable for a productive team is that its members share their knowledge; the individual is not
only evaluated for hisfher abilities in problem solving, but for their contributions to the team and its
capabilities regarding cooperation. Virtual teams (and organizations) help to overcome the locality
problem of skills being only available at a specific location. Skills are available world-wide, and
knowledge sharing is usually handled by electronic means.

In teams where the members are located close to each other, knowledge dissemination can be
simplified by appropriate space management. Usually office organization reflects the department or
group organization. Space management promotes the organi zation of work places along the business
process - the organization of the office locations is oriented towards the business process. By the
relative proximity of the co-workers, who depend on each other, knowledge exchange is simplified
[Probst et al, 1997b], p. 226.

To distribute knowledge effectively and efficiently requires an infrastructure of personnel and
electronic networks. Two different approaches may be distinguished: the pull and the push
strategies. With the push strategy a central place delivers the appropriate knowledge to the
individual co-workers. The central place decides which multiplication concepts (e.g., training,
learning-by-doing or e-learning) are used. The pull approach requires the employee to be motivated
to procure the required knowledge by him- or herself, usually supported by the means to rapidly
access relevant information. Computer networks and systems especialy offer many possibilities to
distribute data, information and knowledge. The construction of employee networks for certain
topics helps to use and distribute required knowledge and to react quickly to new trends in the
marketplace.
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3.2.6 Knowledge Preservation

To reuse past experiences in the future and to generate new knowledge, a carefully established and
goal -oriented knowledge preservation processis necessary. The knowledge preservation process has
three steps [Probst et al, 1997b], p.289.

1. Sdection. Large amounts of data, information and knowledge are generated every day, and
many employees suffer from information overload. The crucia point is the selection and
separation of the ‘keep-worthy’ knowledge. This selection step is a large challenge for an
enterprise. The selection must be based on knowledge targets, which help to identify core areas
in which information is stored.

2. Sorage. Three different levels of storage are distinguished: a) the individual, b) the collective
(or group), and c) the electronic or physical level. At the individual level human beings are the
knowledge carriers, whose know-how must be retained. Death, retirement and changes to other
enterprises create ‘ knowledge flow-off’. Through incentive schemes, know-how carriers can be
held within the enterprise. Knowledge can be distributed redundantly to several persons by job
rotation. The collective level covers the storage of experiences, which were gained in the group
and knowledge, which was received through the procedural processes of the organization.
Individual persons only store fragments of these collective experiences. The safest form of
storage of data, information and knowledge is electronically in computer systems or on paper.
However, it is very difficult to capture implicit knowledge and storeit in electronic form. Also,
indexing of knowledge is an important problem: stored files are of no use to anybody unless
they can be readily located. Electronic storage usually offers a huge advantage here.

3. Update. Keeping knowledge up-to-date is a continuous process. Information systems
containing old, invalid information are not useful but equally knowledge on the individual level
needs to be updated. [Schippel, 1996] defines the half-life period of knowledge as the time
length in which the relevance of knowledge has shrunk to 50%. In general, the half-life for a
knowledge period is dependent on the type of knowledge (e.g., knowledge about physics is
valid much longer than knowledge about a particular software product).

Since much knowledge becomes increasingly less relevant over time, directed forgetting is
necessary. According to Karner [Karner, 1996], p.116, learning is easier than dropping old habits
and opinions, especidly if they (asis often the casein Europe) are based on deep history.

3.2.7 Knowledge Utilization

Knowledge Utilization is a process for transferring knowledge into deployment. [Gueldenberg,
19938] distinguishes Knowledge Utilization from Knowledge Realization, which can either be direct
(e.g., by acquiring the knowledge itself through such avenues as licenses or training) or indirect
(acquiring Knowledge through products or services).

According to [Gueldenberg, 1998], knowledge is utilized in three different ways. communication,
decision, and action.

New knowledge causes changes in communication behavior, e.g., in changed communication
processes.



3.3 A Synthesis: The Knowledge Management Cube 35

Knowledge utilization in actions is expressed e.g., in attitude change of the organization itself,
usually brought about by individual learning effects. However, sometimes the organization as a
whole learns, which brings about Knowledge Utilization in ways not directly reducible to a single
individual.

Knowledge utilization involving decisions is the most basic knowledge utilization method -
knowledge utilization involving communication and action usually requires a decision to be taken.

[Probst et a, 1997b] stress that Knowledge Utilization may be disabled by utilization barriers: e.g.,
mistrust of foreign knowledge or fear of embarrassment can hamper successful knowledge
utilization.

3.2.8 Knowledge Assessment

Finally, Knowledge Assessment is the last ingredient in Probst’s model necessary to close the
management cycle depicted in Figure 3.2. Difficulties exist in measuring the performance gain by
Knowledge Management. [Probst et al, 1997b] cites several companies that try to measure the
performance gain caused by the introduction of Knowledge Management. However, [Probst et al,
1997b] stresses that there is no exact way to measure the gain, but still hint that knowledge
assessment should be the foundation of knowledge controlling. Starting with a task definition and
separating them in different parts, effects become measurable.

3.3 A Synthesis: The Knowledge Management Cube

The previous sections presented two models for classifying and structuring Knowledge
Management. The three-pillar model (Section 3.1) classifies Knowledge Management according to
the dimensions Organization, People, and Technology, which also represent the three main
components of companies. The components, according to Probst, focus on the Knowledge
Management process with the single elements as processes. The elements contain organizational,
people-oriented and technological aspects. The combination of both modes results in a two
dimensional intermediary model. Every management activity involves generic, strategic and
operative components, which impact on the Organization, People and Technology, as well as the
steps in the Knowledge Management process chain. Thus, these steps are the third dimension of a
compl ete Knowledge Management.

The synthesized model, the Knowledge Management Cube (KMC), is the result of the combination
of its subparts and isillustrated in Figure 3.6. Every project aiming at Knowledge Management can
be captured, analyzed and assessed with the KMC model. The KMC model is illustrated with an
example: the implementation of an intranet feature which visualizes all employees of a department
and their kills in atree structure. The data is maintained by the employees themselves. In this case,
al three dimensions of the KMC are required to describe the project. The project involves the
structure of the organization and the employees, and requires a certain technology. The knowledge
identification process step is particularly important, but Knowledge Goals, Knowledge Assessment
and Knowledge Preservation are also required process steps. The project has to be integrated into
the generic and strategic goas of the organization, and the operative management (from the
determination of project goals to operative management aspects) determines the project’s success or
failure.
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The KMC model isused in thisway to define all facets of Knowledge Management projects, and to
define interfaces between different subparts of the projects. This helps to manage the complexity of
introducing and building Knowledge Management systems within an organization. The following
chapters concentrate on the information technologies part of the KMC model.”Y’ The KMC model is
used in Section 10.1.1 to analyze the Ontobroker system, and to determine the different aspects that
were involved in the (KA)2 project, where Ontobroker was used as a enabling technology for
Knowledge Management.

1. It turned out that companies have already adopted the KMC modd in practice since its first
publication - see eg., http://www.pass-consulting.com/internet/html_d/presseservice/pdf 499/
bestandteile_ wmg.pdf (accessed December 2002).
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Chapter 4 Organizational Memory
Information Systems®

This chapter takes a closer look at I T support for Enterprise Knowledge Management (KM) and the
notion of Organizational Memory Information Systems (OMIS), thus focusing on the technology
aspects of the Knowledge Management Cube. The chapter provides several classifications of OMIS
(e.g., a process-oriented vs. a product-oriented viewpoint). OMIS are contrasted to Knowledge
Based Systems.

4.1 IT-Support for Knowledge Management

Managers have recognized that, for a number of reasons, effective development and management of
an enterprise's organizational knowledge base will be a crucia success factor in the knowledge-
intensve markets of the next century. Identification, acquisition, development, dissemination,
utilization, and preservation of knowledge in the enterprise have been identified as basic KM
activities (cf. [Davenport et a., 1996], [Probst et al., 19974)]).

IT support for KM is addressed in e.g., [Borghoff & Pareschi, 19984], [Liebowitz & Wilcox, 1997],
[Wolf & Reimer, 1996]. However, al such comprehensive volumes are characterized by an
enormous heterogeneity of goals and techniques, which makes it aimost impossible to identify a
common technical core and philosophy. Even worse, in many articles it is not possible to see why
the achievements described should be called “Knowledge Management” although exactly the same
research topics were categorized as information systems, expert systems, CBR technology, CSCW
systems, workflow engines, data warehouses, data mining, document management, etc., a short time
ago. [Kihn & Abecker, 1998] proposed distinguishing two basic categories of IT contributions
according to their main focus and approach:

» The process-centered view mainly understands KM as a social communication process, which
can be improved though I T-means by various aspects of groupware systems. It is based on the
observation that the most important knowledge source in an enterprise is the employees.
Furthermore, solving really wicked problems [Conklin & Weil, 1997] is merely a process of
achieving social commitment than one of problem solving. Basic techniques for this approach
come from Computer-Supported Cooperative Work (CSCW) and from Workflow Management
[Prinz & Syri et al., 1998], [Simone & Divitini, 1998].

» The product-centered view focuses on knowledge documents; their creation, storage, and reuse
in computer-based corporate memories. The view is based on the explication, documentation,
and formalization of knowledge as possession of a tangible resource. The user's individual
knowledge development and usage shall be supported by presenting the right knowledge
sources at the appropriate time. Basic techniques come from Document Management,
Knowledge-Based Systems, and Information Systems [Kihn & Abecker, 1998], [van Heijst et
al., 1998].

1. This chapter is based on [Abecker & Decker, 1999] and [Abecker, Decker & Kiihn, 1998b]
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The following identifies where the diversity of technical approaches originates. This results in the
observation that there is no single goal and approach to Organizational Memory, but merely abundle
of motivations and technical aims. Requirements are identified, which should nevertheless (in the
ideal case) be fulfilled by Organizational Memory Information Systems (OMIS).

Al and especially expert systems have an important role for processing knowledge in Computer
Science. Expert Systems, however, exhibit serious deficiencies in industrial practice. Analyzing the
problems of expert systems has led to the development of OMIS approaches. instead of fully
automating specific tasks in an enterprise (like diagnosis or configuration) by completely new IT
approaches (problem-solving methods and formal knowledge-bases), the goals are now more
focused on supporting the user in performing arbitrary processes leveraging and exploiting the
knowledge already contained in manifold representations in the enterprise.

However, to realize such support the given representations are enhanced incrementally for further
applications. And here, it turned out that the numerous Al techniques (ontologies, inference systems,
CBR, etc.) are entirely applicable. The integration of product-centered and process-centered systems
is viewed here as the abstract goal to be addressed by OMIS research and development. The
following sections deal with:

» arguments that this diversity of approachesis not a problem for IT people, but is natural if one
considers the diversity of reasons and aims of KM from the business perspective.

» arguments that the two above approaches are not contradictory, but complementary. Thus, a
useful OMIS will emerge from a synergistic amalgamation of both approaches.

» essential elements of an OMIS definition and necessary conditions to develop a comprehensive
technological approach.

4.2 Crucial Points for Realizing OMIS

Consideration is concentrated here on technical aspects of OMIS. Of course, for building and
deployment of operational systems in practice, the non-technical aspects are specifically of crucia
importance. For athorough system-theoretic analysis of functions and properties of an OMIS, please
refer to [Stein & Zwass, 1995] and [Dieng et al., 1998].

Asaworking definition of what an OMIS constitutes, this thesis proposes the following:

“An Organizational Memory Information System (OMIS) integrates basic
techniques into a computer system, which - within the enterprise’s business activities
- continuously gathers, actualizes, and structures knowledge and information and
provides it in different operative tasks in a context-sensitive, purposeful and active
manner in order to improve cooper ative, knowledge-intensive work processes.”

Figure 4.1 gives an impression of which existing enabling technologies may be used for building
OMIS. The three steps given in Figure 4.1 are related to the the KMC model dimensions. Based on
industrial studies (e.g., [Kihn & Abecker, 1998], [Tschaitschian et al., 1997]) it is possible to
identify requirements on each of the three levels of any information or knowledge system (capture,
storage, and usage). These conditions help to establish specific requirements for designing and
building an OMIS.
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Fig. 4.1. Basic Technologies for Building an OMIS
(taken from [Abecker et al., 1998c])

All threelevels must be able to cope with a huge variety of possible knowledge sources and formats,
ranging from databases, to text or multimedia documents, to some formal knowledge representation.
Especially for the knowledge repository at the core of the OMIS, coping with technica as well as
conceptual heterogeneity is a demanding task. The following paragraph will discuss the three levels
in more detail.

4.2.1 Knowledge Acquisition and Maintenance

Knowledge acquisition and maintenance are as crucial for the successful deployment of an OMIS as
for any knowledge-based system (see [Davenport et al., 1996]). In an ideal case, an OMIS would be
self-adaptive and self-organizing, gathering information within the usual business operations for
later reuse without disturbing the normal flow of employee work. The Ontobroker approach
presented in part Il of this thesis deploys a distributed, non-centralized approach to knowledge
acquisition.

In many best-practice projects in consulting companies [O’ Leary, 1998b], as well as in the area of
Experience Factories for learning software organizations [Basili et al., 1994], [Basili & Rombach.,
1993g], the role of a Knowledge- or Experience Manager has been proposed. Such a Knowledge
Manager acts as a kind of knowledge clearinghouse and is responsible for preparing knowledge for
reuse, bringing it into auseful form and adding appropriate metadata to ease later reuse. Though this
makes sense for rather complex and valuable pieces of enterprise knowledge (as best practices are),
it is quite an expensive strategy, especially in large and diverse organizations. Furthermore, it is not
appropriate for many less complex, less important, and less ambitious knowledge acquisition and
maintenance tasks. It is also not appropriate when confronted with huge amounts of data and
information to be scanned and analyzed for useful knowledge. [Wiederhold, 1992] argues from a
mediator perspective that a single center cannot deal with all the varieties of information that are
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useful for corporate decision-making. Thus, Knowledge Acquisition would best take place in a
distributed manner. The Ontobroker system, the main contribution of this thesis and presented in
part 111, performs Knowledge Acquisition in that way.

In such cases, acquisition tools and automated approaches are hel pful. Consequently, the knowledge
capture level in Figure 4.1 shows several input streams, which feed the OMIS with knowledge
extracted from texts and from databases.

[O’ Leary, 1998a] describes examples of specialized analysis tools and knowledge discovery agents
constantly searching the enterprise internal and external web and knowledge sourcesin order to feed
interesting input into the OMIS.

Another necessary part for knowledge acquisition in OMIS is a user-friendly system interface,
which collects user feedback, comments, and memos in a context-sensitive and unobtrusive manner.
Although there have been interesting results in document analysis and understanding (DAU) for
more than a decade (see, e.g., [Dengd & Hinkelmann, 1996]), the application scenarios for methods
such as document structure analysis, information extraction, and automated summarization are till
quite limited. The Price Waterhouse systems show that already simple text analysis technology can
produce useful results. Steps towards the analysis of Web pages have already been done (see, e.g.,
[Catarci et al., 1998]) and are currently known as “Wrapper generation” (cf. [Wiederhold &
Genesereth, 1997]) or Wrapper Learning [Kushmerick et al., 1997].

Ontologies (as introduced in Section 2.2.2) are proposed as a means for retrieving and structuring
knowledge. They provide: “an explicit specification of a conceptualization,” [Gruber, 1993] and are
discussed in the literature as a means to support knowledge sharing and reuse [Farquhar et al.,
1997]; [Fridman Noy & Hafner, 1997].

[Abecker et al., 1998c] describe three kinds of ontologies, which are useful for organizational
memory information systems.

These three ontologies are:

» Information ontology: the information ontology describes the information meta-model, e.g., the
structure, and format of the knowledge sources. Thisisthe lowest level ontology.

» Domain ontology: the domain ontology is used to describe the content of the knowledge source.

» Enterprise ontology: the enterprise ontology is used in modeling business process. Its purpose
is to model the knowledge needs in business processes to describe a process context, which
enables active knowledge delivery.

Knowledge acquisition tools for Knowledge Management have to:

» support the creation and maintenance of these types of ontologies (especially the domain
ontology), and

» support usage and structuring of knowledge according to these ontologies (especialy the
information and enterprise ontology).

Specia tools often use just one type of ontology, mostly the domain ontology, because enterprise
demands are frequently neglected and tools are commonly focused on one special input format.
Also, knowledge acquisition tools are usually tailored for building and acquiring knowledge for Al
applications. However, approaches to knowledge in Al often make the assumption that knowledge is
completely formalizable. In a corporation thisis usually not the case. As[Essers & Schreinemakers,
1996] state:
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“An important difference between the approaches in philosophy and CKM (=
Corporate Knowledge Management) to knowledge in this respect is that the
responsibility of CKM cannot be restricted to knowledge that is of an incontestably
scientific nature but must extend to all alleged knowledge a company accepts
consciously or unconsciously as a capacity for corporate action.”

For the full formalization of knowledge, complex representation formalisms are necessary. This
would lead to weak competencies and high maintenance and building costs for knowledge-based
systems. For this reason many Knowledge Management approaches are document-centered,
representing knowledge informally as texts or drawings.

4.2.2 Knowledge Integration

The core of an OMIS s a (possibly distributed) repository system, which must - technically viewed
- grow out of the integration of several legacy systems (which usually cannot be replaced), enriched
by information and metadata that allows retrieval of useful knowledge and documents in a given
application situation. This repository is characterized by heterogeneity with respect to severa
dimensions.

Concerning meaning and content of knowledge, categories such as product and process related
knowledge, reasons for decisions, individua competencies and skills, etc., can be found in an
enterprise. Contemporary systems usually manage just one kind of this knowledge. Thus, the issue
of information integration and semi-structured data as a means to capture and represent al the
different kinds of information available in an organization becomes important.

Given a dynamic environment, the concept of Modularized Mediation becomes critical.
[Wiederhold, 1992] remarks that a single center or mediator cannot deal with all the varieties of
information that are useful for corporate decision-making. The consequence is that an OMIS will
finally be distributed, possibly implemented as a dynamic set of mediators.

The power of KM comes exactly from the interplay and synergistic view of multiple kinds of
knowledge in their usage and creation context. Looking at representation, text and hypertext
documents, e-mails, graphics etc. are often already at the workplace and are much more comfortable
and expressive for the human user than any formal knowledge representation. On the other hand,
only formalized notions allow for inferences and precise retrieval. So it is beneficial to aim at a
meaningful combination of formal and informal knowledge items. A good example of the beneficia
synergy between several kinds of knowledge are Issue-based Information Systems (IBIS) [Kunz &
Rittel, 1970]. The QuestMap tool [Buckingham Shum, 1998], an IBIS, enables embedding of design
artifacts (like graphics, minutes of meetings, or requirement texts) into a graphical notation of the
discussion and decision process of the design group which led to these artifacts. So, one can retrieve
al pros and cons encountered in a discussion, or can trace all decisions influenced by some
preconditionsin the case that the preconditions change.

Also in the design area, additional, complementary views for business process modeling (BPM)
were tested for their efficacy in analyzing and controlling document and knowledge creation,
utilization, and flow. Extending Business Process Modeling (BPM) toward representing knowledge,
documents, and expertise seems to be a promising approach. Chapter 5 shows the results of
extending BPR and applying it to a case study involving industrial design.
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4.2.3 Knowledge Retrieval

From the point of view of knowledge utilization, two features distinguish an OMIS from
conventional information and knowledge systems:

(1) the active, context dependent supply of knowledge and information useful for the user in agiven
situation, and (2) the application independence of the OMIS knowledge base, which should be
useful for manifold task-specific assistant systems. To this end, task specific OMIS exploitation and
retrieval services can act asintelligent assistants to the user that:

» accompany the execution of tasks, and
» present relevant information that hel ps employees to do their work effectively.

Consequently, such an intelligent assistant must have some notion of the work process it supports
and must be able to perform a precise content retrieval from the OMIS archive. First steps in this
direction are user, group, or task specific knowledge push mechanisms, constantly filtering and
actively delivering interesting OMIS contents to their subscribers. [Staab & Schnurr, 2000] present
an approach, based on the Ontobroker tool set, to retrieve information based on ontologies associated
with tasks in a business process.

Activeness and task independence are somewhat conflicting goals. Highly ‘intelligent’ approaches
to active support require so much domain and task knowledge that they can hardly be built in an
application-independent manner. [Kihn & Abecker, 1998] describe an early OMIS prototype, the
KONUS system for conservation of crankshaft design rules. KONUS already actively suggests
design decisions or generates a warning if the user violates stored rules. However, these services
require a completely task and domain-specific architecture. Moreover, the services are based on a
fairly expensive knowledge acquisition and modeling process.

In [Reimer, 1997], the EULE/2 prototype is presented, which supports employees at Swiss Life
Corporation on the basis of a declarative, knowledge-rich formalization of business processes,
business rules, and relevant laws and regulations. These forma models are employed for controlling
workflows, for automated data gathering for open cases, and for semi-automatic consistency-checks
for user decisions with relevant business rules and laws. In the case of violations, the system can
actively warn the user and offer the relevant pieces of rules and legal texts. Though it is a specific
business solution for Swiss Life Corporation, EULE/2 made an important contribution: it introduces
some notion of business process modeling for controlling the KM process.

The DFKI KnowMore project [Abecker et al., 1998c] goes a step further and proposes conventional
business process models (BPMs) as a first step to KM solutions. The process of building and
analyzing BPMs is used as a vehicle to organize enterprise KM in the same stream of work.
Knowledge-intensive tasks are identified as integral parts of business processes. Standard BPMs are
extended by variables, which carry decisions from previous business activities, thus defining the
kind of context and input for subsequent knowledge-intensive tasks. Workflow enactment controls
the overall business process and thus gives the user a chance to activate specific task assistants as a
hook to the conventiona workflow engine. If a particular knowledge item is created within such a
business process, the actual workflow context already defines its creation context, which might be
automatically assessed for its later reuse in other business processes.

Cased Based Reasoning (CBR) can provide robust and effective techniques for retrieval. Metadatais
added to knowledge resources. Queries are processed employing an appropriate measure, which
estimates the similarity between query situation and stored experiences. An experience-factory
approach along these ideas is described in [Althoff et al., 1998]. The advantage is the possibility of
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incremental formalization: at first, cases can be described very roughly; more sophisticated meta
data can be added if required by the application. Retrieval isbased on an ontology for formulation of
resource metadata.

The above-mentioned workflow-embedded activation model for knowledge retrieval agents is till
in its very first stage. Agent-based approaches for exploiting the OMIS content seem definitely
appropriate in order to tackle the manifold integration problems in a scalable manner. Since these
agents have to integrate various, heterogeneous information sources, they are similar to wrapper/
mediator architectures as proposed by Wiederhold and others in the database area (cf. [Wiederhold,
1992], [Wiederhold & Genesereth, 1997]).

4.2.4 Differences between OMIS and other Information Systems

Heterogeneity of knowledge and data sources with a predominance of informal representations, and
task-independence of the architecture are the main chalenges for Organizationa Memories.
Ontobroker, as detailed in part |1, primarily addresses the above challenges in the areas of intelligent
assistants exploiting the OMIS repository. A mgor difference is adso that OMIS also require
knowledge-intensive, contextually-enriched information modeling at the core of the repository
system, and learning and self-adaptive knowledge discovery agents for capturing knowledge and
filling the archive.

Innovative approaches often grow out from the integration of known technologies at the borders of
different technologies and dimensions, e.g., the Ontobroker system amalgamates forma and
informal representations of data. [Borghoff & Pareschi, 1998b] observe that most approaches to KM
concentrate either on storage and retrieval of documents (this is what this chapter introduced as the
product view on KM), or on collaborative support for people (the process view). Next generation
systems will come from the integration of both views via some knowledge-flow mechanism on the
basis of some knowledge cartography. This view is consistent with [Nonaka & Takeuchi, 1995]
analysis of kinds of enterprise knowledge and knowledge transformation processes; it is also
reflected by O'Leary, whose analysis argued that KM essentially amounts to making connections
[O Leary, 1998c]: connecting people, connecting knowledge and people. Another point arises when
building an enterprise-wide OMIS from several previously independent archives. since it is not
realistic to expect an enterprise-wide, consistent organization schema and terminology, the questions
of ontology mapping and ontology merging for organizing the overall system are crucial [Noy &
Musen, 1999], [McGuinness et a., 2000], which also results in a set of mediators.

Since formal models are only built for stable and important knowledge (e.g., for the organization of
an archive), and are usually very expensive to generate, most of the information inside an OMIS
consists of informally represented knowledge in the form of documents. Interpretation of this
informally represented knowledge is done by humans. As browsing a document collection isatime
consuming activity, it is desirable to support the document delivery and retrieval task with task-
oriented assistant systems.

To build task oriented assistant systems, it is necessary to devel op techniques for adding information
to documents to enable an intelligent information retrieval. These techniques require the usage and
dicitation of formal knowledge. The dlicitation of formal knowledge is one of the main tasks dealt
with in Knowledge Engineering, which is mainly concerned with building Expert Systems. In the
next section an investigation of the relationships between OMIS, Expert Systems and Knowledge
engineering is undertaken.
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4.2.5 OMIS and Expert Systems

Although OMIS and Expert Systems (or Knowledge Based Systems (KBS)) are aimed at the
preservation and usage of knowledge, the following differences between an OMIS and a KBS exist:
A KBS focuses on the solution to a single task, usually automated by a Problem Solving M ethod
(see Section 2.2.3). Thisisnot true for an OMIS: it supports at least a collection of different business
processes and thus has to support different tasks. A KBS contains knowledge at a high level of
formalization, whereas an OMIS consists of knowledge at different formalization levels. Examples
include unstructured documents, semi-structured hypertext (cf. [Euzenat, 1996]), and formal
knowledge bases. Typically, informally represented knowledge is usually much more important than
formally represented knowledge inside an OMIS, and formalizing the knowledge represented
informally is infeasible and too expensive. In Knowledge Management the final consumers of the
knowledge are usualy human beings, not the system itself. An OMIS integrates different kinds of
knowledge (e.g., Best Practices and Experiences (cf. [Althoff et al., 1998], [Landes et al., 1998]).
Design Rationales [Buckingham Shum, 1998] process knowledge at different levels of
representation. Since a KBS's aim is to solve a single task, the knowledge requirements are very
homogenous.

Groupware and knowledge dissemination techniques are often not part of a KBS, but are essential
for an OMIS because the knowledge stored inside the system has to be communicated to the
employees using the system. In addition an OMIS has to integrate many different pre-existing
system components and legacy applications, which are selected for a specific Knowledge
Management strategy.

A KBS can be part of an OMIS. Then it supports the knowledge-based solution of single business
tasks. Furthermore, several techniques developed in Knowledge Engineering (KE) can contribute to
a methodology for building an OMIS and supporting a Knowledge Management Srategy. For
instance, the CommonK ADS-Methodology [Schreiber et a., 1999] can help to identify and analyze
a company’s knowledge-intensive work processes. So we conclude that KE not only provides tools
and methodologies for building KBSs based on PSMss, but also servesto alarge extent as a general
framework for building an OMIS.
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Chapter 5 A Modeling Schema for
Integrating Enterprise
Processes and OMIS
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This chapter develops OMMM (Organizational Memory Modeling Method), an Enterprise
Modeling Framework for building OMIS. OMMM isinspired by Problem Solving Methods (PSMs)
used in Al to represent dynamic knowledge. Concrete notations based on UML are proposed for
enterprise models. The modeling approach is compared to other approaches like CommonKADS
and ARIS. The Modeling Framework was evaluated during a project aimed at a Knowledge
Management system for industrial design.

5.1 Motivation

There are several possihilities for improving or partially automating business processes: this can be
done by e.g., restructuring the business process, by applying standard software (e.g., SAP R/3), or
by developing individual software components. To be able to model business goals and to analyze
problems which occur within business processes, these processes include organizational structures
and activities that have to be modeled, since larger organizations tend to have complex business
processes, which are not easily understandable. Since the modeling domain, the enterprise, is
usually complex, a schemata or meta-model is useful. Davis [Davis, 1993] summarizes the need for
ameta-model (for the domain of software engineering) as follows:

“ Because there are so many relationships that can exist between items under
analysis and so many levels of possible detail, analysts need [...] a knowledge
structure, which is just a structured collection of concepts and their
interrelationships.”

Enterprise models serve three purposes. first, in the requirements-icitation phase through
modeling business processes (cf. [Kirikova & Bubenko, 1994]); second, to study the impact of a
system on an organization (cf. [de Hoog et al., 1996]); and third, to model the software system to
implement it (cf. [Jaeschke, 1996], [Decker et al., 1996]).

L ooking into Knowledge Based Systems (KBS) now, a KBS is a specific kind of individual software
component, aimed at improving business processes in an organi zation.

Taking modern approaches to knowledge engineering for KBS (like CommonKADS or MIKE
[Angele et al., 1998]) into account, it should be possible to identify modeling primitives for
enterprise modeling approaches, which help to relate a KBS and Organizationa Memory to an
enterprise model. This chapter integrates the primitives and develops the Organizational Memory
Modeling Method (OMMM).

1. This chapter is an extended and revised version of [Decker et al., 1996], [Decker & Studer, 1998],[Decker
eta., 1997], [Daniel & Decker et al., 1997].
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Although there are many existing approaches for enterprise reference schemes (e.g., [de Hoog et dl.,
1996], [Kirikova & Bubenko, 1994], [Ramackers & Verrijn-Stuart, 1995], [Scheer, 1994],
[Jaeschke, 1996]), none is completely appropriate for our purposes. Most approaches do not
consider KBS technology as a possibility for improving an enterprise’s processes or the enterprise
model itself is not sufficiently elaborated. To be able to define an integrated framework including
other possibilities for improving business processes, the standard views of an enterprise are
determined (also common to other approaches) and a common notation for all views is suggested.
To reach this goal, relevant views of an enterprise are defined and the integration of the enterprise
modeling with the model for a Knowledge Based System is declared. The next sections starts with
an analysis of the relevant models of CommonKADS, which provides the basis for determination of
the missing pieces: the exact relationship between business process models and problem solving
methods, and a graphical modeling language to define these models.

5.2 CommonKADS

CommonKADS [Schreiber et al., 1994] is a methodology for the development of KBS, which isthe
result of the Esprit-11 project (P5248) KADS-II. CommonKADS supports most aspects of a KBS
development project, including project management, organizational analysis, knowledge
acquisition, conceptual modeling, user interaction, system integration, and design. The methodology
is result-oriented rather than process-oriented. It describes KBS development from two
perspectives:

» Results perspective: a set of models of different aspects of the KBS and its environment that are
continuously improved during a project life cycle, and

» Project management perspective: a risk-driven generic spira life-cycle modd that can be
configured into a process adapted to the particular project.

For the purposes of identifying the relationship between an organization and a KBS, OMMM
focuses on the models. The models defined in CommonKADS to represent different aspects of the
KBS are:

» Organization modd: the CommonKADS organizational model captures an organization from
five major perspectives: the activities, the structure, the processes, the power/authority, and the
resources in the organization.

» Task model: the Task model shows the tasks carried out in the course of a particular process. If
the organizational model indicates a particular function, which might usefully be automated, a
task model can be produced, which provides a detailed description of the tasks which carry out
that function. The task model may also identify the inputs and outputs of each process (or task),
and the decomposition of tasks into more specific sub-tasks. Its purpose is to alow
identification of tasks which could usefully be performed by an automated system, or by a
program and a user working in conjunction.

» Agent model: the Agent model represents the capabilities required of the agents who perform a
process, and constraints on their performance. The agent model represents all the agents who
participate in a problem solving process.

e Communication model: the Communication model shows the communication required among
agents during a process; it may also specify the form of messages, and specify who takes the
initiative in a transaction. The communication model indicates al the transactions which take
place between different agents.
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Fig. 5.1. The CommonKADS Model Overview
(taken from [de Hoog et a., 1994])

» Expertise model: the Expertise model describes the knowledge used by the KBS to solve its
task. A distinguishing feature of the expertise modd support in CommonKADS is the use of a
library of generic modeling components, e.g., task specific problem solving methods (PSMs)
and domain ontologies. This model is divided into three components:

» declarative knowledge about the domain,
» theinference processes required during problem solving, and

» atask structure specifying the hierarchical decomposition and ordering of the inference
processes.

» Design model: The Design model provides the link between the conceptua models (task,
expertise, agent, communication) and the computer implementation. It describes the
architecture and detailed functionality of the system to be implemented (The implementation of
a design modd is not directly supported by CommonKADS, since it is dependent on the
particular implementation environment).

Figure 5.1 shows a high-level overview diagram of the models and their relationships (cf. [de Hoog
et al., 1994]). For the purpose of defining a schema, which services as guidance for how to model
the relationship between a KBS and the business processes of an organization, the next section takes
adeeper look at the Organization Model, the Task Model and the Expertise Model.

5.2.1 CommonKADS Organization Model

The CommonKADS Organization Model [de Hoog et al., 1994b], [de Hoog et al., 1996] (see Figure
5.2) was developed to serve three main purposes.

» identification of promising areas for knowledge-based systems applications,

» identification of theimpacts of knowledge-based systems on the organization, and
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» help for the knowledge engineer to develop a‘feeling’ for the organization.

The Organization Model consists of severa constituents, e.g., function, knowledge, and process.
However, no internal structure is defined for the constituents. Modeling tools that support the
CommonK ADS methodology represent the constituents of the Organization Model as plain text
parts. Furthermore: “the model is definitely not meant as a general model that can be used for
organizational analysis|..]. Features that would normally be part of such a general model, but are
most of thetime irrelevant for KBS projects, are therefore missing” [de Hoog et al., 1996].

: )

Context

________________ I o e e el e oo, \ Agent Model

X belongs
| Current to
: Problem

Computing
Resources

' )
. requires

: ( Function
! Ag
defines

\ Task Task M odel
= ) J

Fig. 5.2. The CommonKADS Organization Model
(taken from [de Hoog et al., 1996])

Of particular interest are the process and knowledge constituents, since these constituents need to be
connected to the fina KBS. No special structure or formalism is suggested to model these
constituents. It isjust required that:

 the process constituent refersto the overall workflow of the organization’s primary process. The
major topics that are addressed in the process constituent are: “what are the dependencies
between the organizational functions that have been identified”, and “how are the
organizational functions realized in time ordered tasks?’

» The knowledge constituent represents the general and high-level knowledge that might
influence the definition of the current problem or (the feasibility of) solutions to the current
problem. Example issues that are studied in the knowledge constituent are: “what types of

knowledge are present”, “how is knowledge maintained”, and “how important is knowledge for
the organization?”
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More recently, [Schreiber et al., 1999] suggest worksheets for the dlicitation of the CommonKADS
models (see Figure 5.3 for an example). [Schreiber et al., 1999] also suggest a diagrammatic
representation based on UML.

Organization Model Process Breakdown Worksheet OM-3
NO. TASK PER- WHERE? KNOWL- INTEN- SIGNIFI-
FORMED EDGE SIVE? CANCE
BY ASSET
Task Task name A certain Some List of Boolean Indication of
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OM-2) L,People”in structure task considered considered
OM-2) or a (see OM-2) knowledge- to be (e.g.,
software intensive? on a five
system (see point scale in
,Resource* terms of
in OM-2) frequency,

costs,
resources or
mission
criticality

Fig. 5.3. Worksheet OM-3: Description of the Process in terms of
the Tasks of which it is composed
(taken from [Schreiber et al., 1999])

5.2.2 CommonKADS Task Model

The CommonKADS Task Model [Duursma et al., 1993] (see Figure 5.4) is a template used to
describe functions of an organization in terms of tasks. The analysis of the tasks helps the
knowledge engineer organize his or her view on an expert’s major tasksin a given area, and helpsto
set the scope of the KBS solution. In contrast to the Organization Model, the Task Model provides
some more guidance to the knowledge engineer by providing more structure to the constituents. For
example, the task constituent of the Task Model has 9 attributes, which provide information on what
may be necessary for the tasks model to be useful. For the purposes of developing a language to
represent and modd a KBS within an organization model, the most relevant constituent is the task
constituent itself. [Schreiber et al., 1999] suggest severa different worksheets for knowledge
elicitation.

5.2.3 CommonKADS Expertise Model

The Expertise Modd [Wielinga, et al 1994] (see Figure 5.5) distinguishes between application-
related knowledge and problem-solving knowledge. The application knowledge encompasses
domain knowledge, inference knowledge, and task knowledge. The problem-solving knowledge
consists of problem-solving methods and strategic knowledge.

» The domain knowledge captures knowledge about a particular domain in static terms.
CommonKADS provides a modeling methodology based on extensible ontologies (aiming at
conceptualizing and formalizing adomain by means of concepts, expressions and relations) and
a domain model. A domain model describes knowledge on the part of the domain, from a
specific point of view. For example, one can describe a causal model of a system, a behavioral
model, structural decomposition, etc.
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Fig. 5.4. The CommonKADS Task Model
(taken from [Duursmaet a., 1993])

Inference knowledge abstracts from the domain knowledge and describes the basic inferences
applicableto a certain domain. An inference may operate on input data and may produce output
data. Input and output data are provided using roles. Two kinds of roles are distinguished: static
and dynamic roles. Static roles provide domain knowledge to the inferences and can only be
used to provide input. Dynamic roles can provide input and output.

Task knowledge contains the specification of the tasks. A task definition consists of agoal, input
and output roles, a task specification, subgoals and related subtasks, and a task control
structure. Three different kinds of tasks are distinguished: composite tasks (the tasks are
decomposable into subtasks), primitive tasks (tasks that can be directly related to inferences),
and transfer tasks (tasks of interaction with the world, i.e. the user).

Problem-solving methods describe how to organize the domain, task and inference knowledge
(see Section 2.2.3, in which an introduction to the notion of problem solving methods was
given).

Srategic knowledge describes what kind of model of an application is adequate for a given task
environment.
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The task and inference levels aim at modeling reasoning and problem solving. These levels are
supposed to be as independent as possible from the domain: they should be described in a task
specific way. For example, if the task and inference levels describe diagnosis of electric
components, they should talk mainly about diagnosis and not (much) about el ectrical matters.

5.3 Relationship between Process Meta Models and
Models for Knowledge Based Systems

This section examines process-modeling frameworks and determines the relationship between the
notion of a business process and the notion of problem-solving methods (PSMs), as introduced in
Section 5.2.3 and Section 2.2.3. In a PSM a (non-atomic) task is decomposed into multiple
subtasks, which may be instantiated by other PSMs. A question needing to be answered is whether
or not the kind of representation used to model PSMs is similar to the representation used for
modeling business processes. If they are similar then the technology developed to represent,
express, and process problem-solving methods can be reused for combining and exchanging
business processes.

A review of the literature shows that other modeling frameworks have aso adopted the
decomposition approach used for PSMs. Figure 5.6, taken from [Marin, 2001] shows the meta-
model of the Workflow Process Definition of the Workflow Management Coalition (WFM C).(l) A
business or workflow process is defined in a process definition, which can be decomposed in sub-
processes and activities. Thisdirectly corresponds to the tasks and methods decomposition of PSMs.

1. see http://www.wfmc.org/



52 Chapter 5 A Modeling Schema for Integrating Enterprise Processes and OMIS

Furthermore, the document [Marin, 2001] also defines data flow and control flow primitives - thus
the workflow model of the WFMC could be regarded as an extension of PSM's modeling |anguages,
and most of the technologies for composition of PSMs are applicable.

Other suggestions for a standardized business process exchange include the Business Process
Modeling Language (BPML) proposed by the Business Process Management Initiative (BPM1.org)
[Arkin & Agrawal, 2001]. The BPMI specification supports the decomposition of processes into
simple and complex activities. A complex activity is decomposed into sub-activities, which again
may consist of complex activities. Control-Flow is defined with complex activities, e.g.,
sequence Of repeats. DataFlow is defined using input/output messages - a its core, this
model is aso very similar to the structure of PSM modeling languages.

Another example of a process definition language is the Process Specification Language (PSL).(l)
PSL is an interchange format aiming to help exchange process information automatically among a
wide variety of manufacturing applications such as process modeling, process planning, scheduling,
simulation, workflow, project management, and business process re-engineering tools. In contrast to
the BPML specification and the WFMC’'s Workflow Process Definition, PSL is axiomatized using
KIF. PSL possesses a sub-activity element, allowing for decomposition of activities into sub-
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Fig. 5.6. Workflow Process Definition Meta-Model of the Workflow
Management Coalition (taken from [Marin, 2001])

1. http://www.mel .nist.gov/psl/
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activities. However, PSL allows specification of non-deterministic activities, which means the
execution order is non-determined. This is clearly an extension to the model used to specify
languages for PSM s, where usually a clear execution order is assumed. Data-flow is specified using
a participates-in modeling primitive, which indicates that an object is involved in an
activity. PSL is more expressive then current PSM specification languages - however, the e ements
data-flow, control-flow and task decomposition appear again.

5.4 Deriving the Schema of OMMM

A meta-model for OMMM, which mirrors the CommonK ADS specification and provides a concrete
diagrammatic syntax for the creation of models for business processes and PSMs, needs to fulfill the
following requirements:

» The diagrammatic language should provide means to capture the static and dynamic aspects of
business processes and problem solving methods. As argued in the previous section, the same
modeling primitives should apply to both.

» The schema should closely integrate the various components of business-process models as
well as expertise models.

» The language has to support modeling at various levels of details and with incremental
formalization in mind. A Business-Process Model might be used just as a visualization and
communication platform or as executable specifications for Workflow Management Systems.
The ability to incrementally formalize a given model from a high level view to an executable
specification reduces cost, since the model process can stop at an appropriate level of detail and
formality. Incremental formalization has the advantage that the errors in the modeling process
can be corrected early on, without much effort wasted if, at the beginning, a wrong direction
was chosen.

It is generally accepted that for an operational description of a system three views are sufficient (see
Figure 5.7 taken from [Ramackers & Verrijn-Stuart, 1995]). These three perspectives have

Data

L structure
p. T & dynamics

Behavior |<e—| Process

Fig. 5.7. Model Perspectives
(taken from [Ramackers & Verrijn-Stuart, 1995])

principled relevance for modeling: they are generally used to model static and dynamic information.
Dynamic aspects can be identified in several parts of an enterprise (e.g., in the business processes
and in the processes that are executed in a software system). Although the level of abstraction is
different in these two processes and they are probably modeled in different layers of an enterprise
model, the same notation can be used for both. A notation for modeling an enterprise should be (1)
widdy accepted, (2) useful for different types of software systems (e.g., information systems and
knowledge based systems) and, (3) powerful enough to model all relevant aspects. Lastly, it should
bridge the gap between the user world and the developer’s world, so that models are usable for
software development or adaptation, but can still be communicated to non-software developers.
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UML,® created for software devel opment, has also proved its usefulness in other areas. design of
knowledge-based systems [Schreiber & Wielinga, 1993] and enterprise modeling ([Bauer et al.,
1994], [Kaschek et al., 1995] (based on the OMT notation (cf. [Rumbaugh et a., 1991))).
Furthermore, the diagram types defined in UML correspond closely to the different constituents of
Figure 5.7. The data constituent in Figure 5.7 corresponds to the static object diagrams of UMT, the
behavior constituent corresponds to the statecharts and the process constituent corresponds to
dataflow diagrams, which resemble activity diagramsin UML or the functional model in OMT. In
the OMMM approach statecharts are used for the behavior constituent and DFDs (dataflow
diagrams) are used for the process constituent. Statecharts, aswell as dataflow diagrams, account for
incremental formalization:; a simple statechart contains only nodes and (unlabeled) arcs between the
nodes. By adding formal conditions the statecharts becomes executable.? The last requirement is
the integration of the different viewpoints of the Organization Model and the Expertise Moddl. The
domain model and the data view are unified, since for the organization the available data is what
constitutes the input of the KBS. Furthermore, OMMM regards the tasks of the KBS as a refinement
of the business process tasks contained in the process constituent of the CommonKADS
Organization model. In the following, the schemafor the integration of organizational modeling and
knowledge engineering is presented. The schema is an ontology in itself, since it defines the
concepts and relationships of the concepts that OMMM enables to be modeled. The explicit
definition of the schema and the connection of the Organization and the Expertise Moddl are the
main differences between the OMMM approach and CommonKADS.

5.5 Views of OMMM

The view presented first isthe Data View of OMMM (see Figure 5.8), aview that is very common in
enterprise modeling. It allows the modeling of documents, database schemata etc. used in an
enterprise and in its business processes. CommonKADS does not explicitly model this view, but can
be captured by the Other Resources constituent (see Figure 5.2) in the Organization model. The data
view is also related to the domain knowledge captured by the Expertise model. OMMM deploys the
UML class diagrams for modding of the data view, which provides the necessary ontological
modeling primitives to represent the domain model.

|Value has ttribute| |E°,I%%C|al|sa-| |?i%%rega-| ﬁg%ocia- |

Fig. 5.8. Data View

1. See http://www.omg.org/technol ogy/uml/ for downloadable specification documents of UML

2. Note that the metamodels (views) don’t contain the modeling primitives of statecharts and data flow diagrams. They are
left out deliberately, since they don’t provide any additional insight into the structure of business processes. For OMMM
purposes familiarity with statecharts and dataflow diagrams is assumed.
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The Process View (see Figure 5.9) is another very common view of enterprises. In this view certain
business processes are modeled using defined primitives, e.g., ARIS uses EPCs (event-driven
process chains), which are claimed to be akind of high-level petri net. In CommonKADS no further
modeling primitives are suggested for this view.

OMMM uses the following modeling primitives for this view: OMMM distinguishes between
business goals and processes. For each business goal, task decomposition is expressed through UML
class diagrams. For the dynamic aspects (control-flow and dataflow), OMMM uses statecharts and
dataflow graphs. Furthermore, OMMM distinguishes between three levels of detail in processes:
business level, job level and job-part level. Business process (BP) tasks are done at a high-level
view, they abstract from single positions, and typically a BP task describes a high level task of a
department (e.g., sales). Job tasks are related to a particular position, and give a high leve
description of the tasks of an employee. One BP task may involve several employees, but ajob task
always involves just one employee. The next category are job-part tasks, job-part tasks decompose
job tasks even further, and describe single functions necessary to do a job task. The dataflow
diagrams are used to describe the dataflow inside the process, and statecharts are used to describe
the state of the process. Each task is therefore identified within a state of the overall process. Note
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Fig. 5.9. ProcessView

that the OMMM schema does not contain the modeling primitives of statecharts and dataflow
diagrams.These definitions described in the UML specification documents.®!

The Organizational Sructure View (Figure 5.10) is intended to capture the static organizational
aspects of an enterprise, e.g., the structure of the organizational units. The first entity to model isthe
structure of the organizational units. Therefore, OMMM models a decomposition of the
organizational unit class into smaller organizational units. Another relationship exists between
organizational units and jobs or collection of jobs. A job is aso related to a collection of tasks,
which is a connection from the organizational structure view to the process view. An organizational
unit is also related to a set of tasks (modeled in the process view) which it fulfills. OMMM
differentiates between jobs and job places because both are important to take into account for the
needs of employees (and pose possible problems to solve). To alow statements about larger
enterprises, the job type and organization unit type class enable statements about collections of
objects. ARIS supports this view through organizational charts; CommonKADS suggests ‘a tree-
like diagram’ for the structural constituent. OMMM deploys UML class diagrams for modeling this
view.

1. See http://lwww.omg.org/technol ogy/uml/
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Fig. 5.10. Organizational Structure Schema

The Saff View (Figure 5.11) allows incorporating a human-centric view into the modeling process.
This covers several aspects. e.g., the engineering of human-centric business processes as well asthe
design of ergonomic software products. For this purpose the two classes Role and Ergonomic
Requirements are defined. Role objects capture the relationships between employees and their jobs.
In some modeling approaches, the Saff View and the Working Tool View are mixed together into a
Resource View. This is not an appropriate choice: modeling should always be done with
requirements of the staff in mind, since employees are primary knowledge carriers - unlike other
resources. ARIS subsumes the staff view with the Organization View of ARIS, whereas
CommonKADS has a people constituent, but does not define any further structure for it. OMMM
regards this as a separate view, because from aKM perspective, the staff of an enterprise is the most
important asset. OMMM uses UML class diagrams as the modeling language for this view.
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Fig. 5.11. Staff Schema

TheWorking Tool View (Figure 5.12) allows for modeling relations between atask and the tool s that
are required to complete the tasks. To design business processes one should know which tools used
in the process to detect e.g., media breaks. Therefore OMMM requires additional attributes to
characterize working tools. The type may be e.g., computer (general), KBS (more specific) or evena
typewriter. The attribute media says something about the media used in or with that tool, e.g.,
electronic documents (for a computer system). So there exists a link from the Working Tool to the
data view, which is used to model the documents and electronic data. With the attribute use
constraints, restrictions of the working tool may be expressed; e.g., a computer system is not usable
during system maintenance. The function attribute should give information about the role of the
working tool in the business processes, e.g., give answers to the following questions: “Is the tool
essential? For which tasks is the tool usable?”
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ARIS captures this view in the different stages of the ‘ARIS house’ (Figure 5.16). However, KM
depends heavily on the tools and techniques for building, maintaining, and using knowledge.
Therefore a separate view was introduced. CommonKADS has a Computing Resource constituent,
but defines no internal structure. OMMM uses UML class diagrams as the modeling language for
thisview.

Working Tool
Type

Media

Use congraints
Function

Fig. 5.12. Working Tool Schema

For the development of an information system as well as for a knowledge based system it is
necessary to determine at which point in the work process the employee needs additional
information to perform his/her task. The Communication/Cooperation View (Figure 5.13) describes
communication and cooperation that occurs in a business process. The design of the
Communication/Cooperation View is similar to known techniques for describing human/computer
interaction (interaction diagrams) [Rumbaugh et al., 1991]. The communication/cooperation
objects may be instances of the classes employee, job, process and working tool defined in the other
views. These instances are the objects that communicate and cooperate with each other. This
modeling decision provides the opportunity to model severa levels of detail. The lower part of the
diagram defines a relationship and corresponds to a simple link between two of these objects. the
link is annotated with attributes, which make assertions about the owner, the contents etc. of the
communication/cooperation. If two persons communicate/cooperate with each other, they do this
usually within atask. To model the information flow, this task/process dependency can be noted in
an attribute. ARIS does not possess a communication view, instead the communication aspects are
regarded as part of the business processes. This has the drawback that communication which occurs
aside from the business processes cannot be modeled. CommonKADS has its own model for this
view, the Communication Model [Wielinga et al., 1993] that is primarily intended to capture the
interaction between the staff and a KBS. As a notation OMMM uses UML class diagrams, or
(equivalently) interaction diagrams.

These are the views that OMMM regards as usable for many types of systems. Because Knowledge
Management is a very diverse field, other views on an enterprise may be important for different
techniques used to implement Knowledge Management. In the following, the views of OMMM are
proposed that are important for building KBSs as part of a general Knowledge Management

strategy.

The Source View (Figure 5.14) models relevant sources for the knowledge dlicitation process of
building Knowledge Management systems. It is one of the model constituents necessary for the
development of a knowledge based system. The Source View supports the planning of the
knowledge dlicitation process, where e.g., different staff members have to be interviewed.
Therefore, OMMM distinguishes between sources of knowledge and the knowledge itself. Sources

57
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Fig. 5.13. Communication/Cooperation Schema

may be e.g., employees (who are active) but also books, which are passive. After taking the decision
about what kind of knowledge is relevant for a business process improvement, it needs to be
determined which knowledge should be elicited and modeled and what sources are relevant for the
knowledge. The knowledge can be further classified: “Which field does it belong to? Is it directly
available and understandable (how much effort has the knowledge engineer to put into the
eicitation)?” The answers to these questions are mode ed using the different attributes.

ARIS does not support the notion of knowledge, and thus does not support this kind of modeling.
OMMM uses UML class diagrams as the modeling language for this view.

Knowledge

Field has |Source
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Clarity Relevance
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Fig. 5.14. Source Schema

The Expertise View of OMMM (see Figure 5.15, part ¢) is similar to the structure model of MIKE
[Angele et a., 1998] and the model of expertise in CommonKADS: atask is solved by a problem-
solving method, which needs domain knowledge. The problem-solving method defines a task
decomposition (‘divide and conquer’) of the original task. The PSM also defines data, the control -
flow and dataflow among the subtasks. The Expertise View is a specia view: it is the only one
which contains all different model views presented in Figure 5.7. This is because it represents a
complete description of a knowledge based system, which requires al three model components.

ARIS does not have the notion of KBS and PSMs. As in the Process View, class diagrams,
statecharts and dataflow diagrams are used: dataflow diagrams describe the datafl ow, and statecharts
are used to describe the state of the process (the control-flow). Each task is therefore identified
within a state of the overall process.
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Several connections exist between these views, most of which are standard. The most important
connections are those between the process view, the expertise view and the data view. These
connections capture where a KBS may support an employee at the job-part task level. At this level
an employee works on a closed task, in which his knowledge mainly determines how to solve the
task. This is the point where a KBS or Organizational Memory becomes important. The tasks
performed by problem-solving methods are just subtasks of the task the employee performs. The
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connection suggests how enterprise-modeling tools are able to support the creation of KBS: based
on aparticular task (at the job-part level) the enterprise modeling tool can connect to a modeling tool
for expertise models.

5.6 Related Work in Enterprise Modeling

A modeling approach (including tool support) for business process reengineering and description of
information systems is ARIS (Architecture of Integrated Information Systems [Scheer, 1994]). The
architecture or basic orientation frame of ARIS s given by two dimensions orthogonal to each other
(see Figure 5.16). In one dimension, views on the object worlds to be modeled are distinguished.

» In the Organization View the relations between enterprise units and their classification into the
organizational hierarchy are modeled.
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» The Data View describes objects, their attributes and inter-object relations. Furthermore, the
dataview contains events that may initiate and control processes.

» The Function View embodies functions, which are part of processes and determined through the
creation and change of objects and events. A complex function can be decomposed into more
elementary ones.

Another dimension in ARIS is the level of implementation, e.g., requirements definition level,
design specification level, and implementation description level. The starting point is the
managerial/economic description of the enterprise domain, the requirements definition. These
concepts are formulated in business terms, but are strongly influenced by technical possibilities. The
resulting models of thisfirst level are noted in semiformal diagrams. The design specification isalso
modeled semiformally, but uses terms of the envisioned information systems solution (i.e., it may
speak about modules and transactions). The last part consists of the physical implementation
description of the upper levels.

For modeling, several diagrammatic notions are proposed: e.g., Event-driven Process Chain (EPC)
for modeling processes, Entity Relationship diagrams (ER) for data modeling. Shortcomings of
ARIS for building Knowledge Management systems are: ARIS has no notion of knowledge, soitis
not possible to identify knowledge assets and furthermore, the distribution of tasks between human
beings and computers cannot be modeled explicitly.
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Fig. 5.16. The ARIS house

Apart from approaches like ARIS and CommonKADS, the presented approach is also related to the
Enterprise Ontology presented in [Uschold et al., 1998]. The Enterprise Ontology is a collection of
terms and definitions relevant to enterprises, and thus has ams similar to OMMM. However,
OMMM is amed at business modding from a knowledge perspective: to identify the sources
relevant for business processes and to model the relevant knowledge processes, even on and below
the employee level. Consequently, the source view and the communication view are not present in
the Enterprise Ontology. Also, the expertise view and the detailed description of processes are not
present in the Enterprise Ontology. The Enterprise Ontology also does not provide a graphical
representation for the defined vocabulary.
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The reference scheme defined in [Kangassalo et al., 1995] is similar to the one presented here: they
define a reference scheme with a non-standard notation for business modeling and show an
operationalization with high level petri nets. OMMM focuses on the standard notation UML and the
interface between knowledge engineering (especialy problem-solving methods) and business
process modeling.

In [Kirikova & Bubenko, 1994] the notion of an Enterprise Model isintroduced. Such an Enterprise
Model is composed of several sub-models: objectives model, activities and usage model, actors
model, concept model, and information systems requirements model. In that way, the Enterprise
Model aims at capturing all aspects that are relevant when developing an information system in a
business context, i.e. it defines a meta-level framework, which specifies the type of knowledge
which has to be modeled within each of the sub-models. The OMMM approach can be interpreted as
aconcrete instance of such ameta-modd, i.e. asa proposal of how to represent such sub-models and
their relationships.

A meta-model approach for modeling business processes is described in [Jarke et al., 1997]. Jarke et
al. propose the definition of alanguage meta model, which can be used to describe different views
on business processes. Their proposal for a meta language aims at modeling quality-oriented
business processes and puts emphasis on supporting the negotiation process needed to achieve
coherent views. On the other hand, their approach does not consider the development of a KBS and
does not pay much attention to the persons working in an organization.

The Brahms-Framework (cf. [Clancey et al., 1996]) aims at the informa modeling of scenariosin a
situational way: every activity of an employeeis collected and described in a so-called work frame.
A work frame contains a semi-formal description of an activity, which can be further analyzed.
Regarding the level of detail, Brahms models are between cognitive models and business process
models. The main differences to the OMMM approach are that OMMM doesn’t focus on informal
aspects of an enterprise: instead OMMM models severa views of an enterprise aiming at a smooth
transition from business process models to problem-solving methods using a standard graphical
notation from software engineering. Also Brahms is not especially directed to the development of
Knowledge Management Systems.

A related approach to OMMM is presented in [Kingston et al., 1997]. The CommonKADS Task
Mode is extended by IDEF3 and the CommonKADS Communication Model is extended by Role
Activity Diagrams. [Kingston et al., 1997] does not provide an integrated modeling schema for
business processes and knowledge based systems - IDEF3 is only used on the task level, not for the
expertise model. It seems possible though to extend the coverage of IDEF3 to the expertise model.

INCOME/Star (cf. [Oberweis et al., 1994]) is an environment for the cooperative development of
distributed information systems based on high-level Petri nets (Nested Relation/Transition nets (NR/
T-nets)). NR/T-nets allow for the modeling of concurrent processes and related complex structured
objects in distributed business applications. INCOME/Star supports a stepwise top down approach
for Entity/Relationship based object modeling, and posseses an evolutionary process model for
information system development; ProMISE. In [Weitz, 1999] INCOME/Star is extended with XML/
SGML Petri nets. XML-Petri nets can be interpreted as an extension of XML to represent the
dynamics of Workflow Management, and enable the description of change of (parts of) documents
within a business process. INCOME/Star is related to the OMMM approach as follows: Petri nets
capture the dataflow and control flow structure of processes. OMMM relies on the separate
description of control-flow and dataflow, since integration of PSMs and business process modelsis
simplified by using the same representation mechanisms for both.
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It is scarcely surprising that the entities and concepts dealt with in other modeling approaches (e.g.,
the Toronto Virtual Enterprise (TOVE) project [Fox et al., 1996]) are very similar to OMMM. It
would be highly surprising if this was not the case. However, none of the approaches has paid
attention to the following: integration of the development of KBS in a business process
reengineering methodology for enterprisess. OMMM achieved the intregration by defining a
common model for enterprise modeling and knowledge engineering.

5.7 An Application: ERBUS

5.7.1 Introduction

The section describes a case study of the OMMM approach. OMMM was deployed in the WORK S
(Work Oriented Design of Knowledge Systems) project. The project started with the goal of building
a KBS cadled ERBUS (Ergonomie-Beratungs und Unter stiitzungs-System) to support industrial
designers in answering gquestions regarding ergonomic issues. The motivation for ERBUS wasthat a
large amount of ergonomic knowledge existed but this knowledge was often neglected by designers
of industrial products. However, during this project it turned out that a KBS was not suitable: large
portions of knowledge could only be represented informally, knowledge was created through lessons
learned, and many tasks in the design process had to be supported and integrated to avoid media
breaks (e.g., data from documents had to be retyped into the support system) and to encourage the
designer to use the system. Furthermore it was not clear at the beginning which tasks needed
support.

Therefore ERBUS was redesigned as a Knowledge Management system, incorporating many
techniques for information and knowledge representation and delivery. The design process and the
documents and data that a designer produces were modeled. The created model helped to identify
two tasks that may be supported by knowledge based systems and severa other tasks that may be
supported otherwise. The model also helped to connect the documents created during the design
process to the problem solving methods of the knowledge based system. In the following the derived
models are described, but the implemented system is only sketched out. More details on the
implemented ERBUS system are available in [Hoffmann et al., 1999].
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5.7.2 Modeling the Design Process of Industrial Designer

[KUhn & Abecker, 1998] sate that for designing a Knowledge Management system, the first
guestion that needs to be asked is. “What are the tasks to be supported?” To provide an answer to
this question the process of industrial design was modeled and analyzed for support needs in design
enterprises. The results were used in the requirements elicitation of the overall system. The design
process was described using the OMMM approach, with the views described in Section 5.5.
Because only small companies were examined, only a small subset of the views was modeled . The
project was restricted to the modeling of the processes and started with the task decomposition
(Figure 5.17) of the design process. The control flow of the process was represented using a
statechart (Figure 5.18). A dataflow diagram was created to capture the dataflow between the

4 )

Design Task
1 2 3 4 5 6 7 8 10 11
Problem Realization Review Technical Presentation
Conception Dimensioning Selection Specification Documentation

N _/

Fig. 5.17. Task Decomposition of the Design Process
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subtasks (Figure 5.19). The design process is creative and highly cyclic, however, it was possible to
identify certain behavior patterns. Depending on the type of overall design task some process steps
within the process model may be left out or may require less emphasis.

5.7.3 ldentifying Tasks to Support

Using the data model and the process model, possibilities for supporting the design task may be
identified. Realizing these possibilities introduced new data objects (which are necessary in the new
process) or new process steps.

Throughout stages 1 and 2, support should be given for the elaboration of briefing and requirements
documentation as well as for conceptualization. Support may be provided by referencing design
documents, collected in former projects and possibly reusable in a new project. Similar properties
and problem solutions need to be identified and delivered by ERBUS. At the same time, ergonomic
issues (problems) are identified and solutions proposed based on the reference designs and rules
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established for the ergonomic consultation. Eventually, a list of requirements is drafted, containing
properties of the design artifact and their respective values. Created documents are managed by a
document management system and are available for use in future projects.

The designer's required knowledge and skills are particularly complex during stages 4 - 8. In some
areas, such as ergonomics or production technology and construction, specific information is
difficult to obtain and probably not contained in ERBUS. Therefore, consulting an expert is
necessary and is supported by the system.

During tasks 4 to 6, detailed information and refined knowledge for the elaboration of the tasks is
required. The information is derived from the available reference designs and from the properties
defined in stages 1 and 2.

The technical elaboration is usually arather cumbersome task, since the overall structure is defined
but the details are still open. Since components and requirements of the design object (the goal) are
well known in stages 7 and 8, it is possible to support the elaboration with a KBS for parametric
design (cf. [Motta, 1999]).

Support throughout stages 1, 2, 9 and 10 was provided mostly in the form of provison of
information and processing of documents (especially old designs). The need for ergonomic
consultation arisesin stage 1 and 2 in the context of the definition of requirements.

During all other stages the need for ergonomic knowledge may emerge. This knowledge is complex
and in part highly sophisticated. A comprehensive processing, which focuses on practical needs,
covers most of the knowledge required by the designer. The demand for the knowledge-based
component depends upon the depth of consultation desired during the various stages.

The industrial design process, in general, is very sensitive to input from the outside world.
Therefore, means of support - ranging from information research to consultancy - should be
adaptable to changesin the real world.

A task not directly modeled in Figure 5.17 is the maintenance and revision of the design object,
which occurs after completion of the design process. The collection of the major design decisions
during the whole design process together with documentation helps to avoid doing work twice.

5.7.4 Experiences and Assessment

OMMM has proven to be very useful for the modeling of the design processes. It was particularly
useful to communicate the modeled processes to domain experts. Initially OMMM was aiming to
enable the domain experts to moddl their processes themselves. This approach turned out not to be
feasible; the domain experts (industrial designer) were not able to represent their work processes
with a formal language, and the graphical language (UML) that OMMM deploys was still too
formal.® The representation and process dicitation had to be done by a knowledge engineer, who
conducted a guided interview of the domain experts.

After the processes were elicited, the OMMM models were useful to identify the tasks to support the
genera flow of ERBUS.

1. The designer reacted with the following statement: “We don’t want to press our creativity into small
boxes.”
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5.8 Summary

This chapter presented the OMMM (Organizational Memory Modeling Method) approach, an
Enterprise Modeling Framework for building OMIS and defining a Knowledge Management
strategy. OMMM was inspired by Problem Solving Methods (PSMs) used in Al to represent
dynamic knowledge, and arguments were presented that the PSM notion is indeed useful to
represent business processes. OMMM separates staff resources from other resources, since the staff
is the primary knowledge carrier. Concrete notations based on UML were given for enterprise
models. The modeling approach was compared to other approaches like CommonKADS and ARIS.
OMMM was evaluated during a project aiming at a Knowledge Management system for industrial
design.
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“This 'telephone’ has too many shortcomings to be seriously considered
as a means of communication. The device is inherently of no value to
us.”

Western Union internal memo, 1876.

69



70




6.1 Motivation 71

Chapter 6 Introduction to
Ontobroker

6.1 Motivation

Before the Web and the Internet were widely deployed, information was created, stored and
distributed only by a limited number of people and institutions. Print media played a major role as
an information distributor. The progress in cheap and reliable storage and network technologies
changed this picture dramatically. Figure 6.1 shows the development of the costs per gigabyte and
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Fig. 6.1. Drive Cost per Gigabyte and Capacity Shipped (IDC reports.)
(Source: http://www.sims.berkeley.edu/research/projects/how-much-info/)

projected shipped capacity of hard drives; the costs per megabyte are approaching zero and the
shipped storage capacity hasincreased dramatically.

The invention of the World Wide Web by Tim Berners-Lee in 1989 [Berners-Lee, 1999] triggered
the growth of the Internet. Figure 6.2 shows the increase of host computers connected to the
Internet in recent years. Both factors, the progress in network and storage technology, changed the
landscape of information providers dramatically. As a consequence, information may be published
by a much larger number of people and institutions at a much lower cost than was possible a couple
of years ago. As an example, [Odlyzko, 1997] claims that the cost of publishing in an electronic
journal is about $75 per paper, compared to the $2,000-4,000 per paper that print journals require.
This has led to an increase in the information available on the Internet and especially on the World
Wide Web.

Taking a closer look at the information available on the Web, it is possible to distinguish between
two kinds of Web content. One, the surface Web, is what everybody knows as the ‘Web' - Web
content that consists of static, publicly available Web pages. While an exact measurement of the
surface Web isimpossible, a study performed by NEC Research [Lawrence & Giles, 1999] in 1999
estimates the ‘surface’ Web to have 1.5 billion Web pages, an 88 percent increase from 1998. This
suggest 1.9 million Web pages are created each day. A more recent study estimated the surface Web
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to consist of approximately 2.5 billion documents in October 2000, with a rate of growth of 7.3
million pages per day (see [Lyman et al., 2000], citing a study of Cyveilance(l)). Extrapolating these
numbers would mean the Web consisted of approximately 5 hillion documents in October 2001.
IDC expects the number to reach 8 billion in 2002.?

Another group of Web content is called the ‘deep’ Web, and it consists of specialized Web-
accessible databases and dynamic Web sites. It is estimated that the information available on the
deep Web is 400 to 550 times larger than the information on the ‘surface Web [Lyman et al.,
2000].

To provide access to this amount of information, indexes are necessary. Search engines are trying to
index the information, however [Lawrence & Giles, 1999] reported in 1999 that the coverage by the
largest search engine of the publicly indexable Web is 16%, and the combined coverage of all search
engines is just 42%. Since then the capability of search engines has grown considerably (see
Figure 6.3 for a graph showing the growth of the indexes of some popular search engines). Google
recently reported indexing 1.6 billion pages - which is so far the largest index available. However,
this would be just 32% of the indexable Web and just 0.01% of the ‘deep’ Web. Combined coverage
measures are not available at this time, but given the unavoidable overlap between the search
enginesit is not expected to be much higher than the 42% reported by [Lawrence & Giles, 1999] in
1999.

Navigating amongst this amount of information is a challenging task, which search engines try to
overcome by implementing a relevancy ordering. For instance, the search engine Google deploys a
strategy called PageRank (cf. [Brin & Page, 1998], [Page et al., 1998], [Haveliwala, 1999]), leading
to the ‘most important’ page for a given query. PageRank uses the Web's link structure as an

1. http://www.cyveillance.com/web/us/downloads/Sizing_the_Internet.pdf
2. see http://www.thestandard.com/article/0,1902,12329,00.html

3. The estimate might be too large - creating and maintaining the data necessary for the deep Web is a costly
process [Wiederhold, 2002, personal communication].
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indicator of an individual page's value. Google interprets a link from page A to page B as avote, by
page A, for page B. Votes cast by pages that are themselves ‘important’ weigh more heavily and
help to make other pages ‘important’.

Important, high-quality sites receive a higher PageRank, which Google remembers each time it
conducts a search. Google combines PageRank with text-matching techniques to find pages that are
both important and relevant to a particular query. However, Googl€e's definition of relevance might
not be always the most suitable one. As an example, the result set of the query Sefan Decker given
to Google showed the following: the first result links to the homepage of the author, the first 19
results relate somehow to the author of thisthesis. From the first 100 results, only 16 do not relate to
the author of this thesis.Y However, we are aware of other persons with the name Sefan Decker.?
These persons are nearly impossible to find.

A more reasonable query result would return all homepages of persons with name Sefan Decker,
sorted according to some relevance ordering. Just by using keyword-matching technology it is not
possible to achieve a listing of all homepages, since background knowledge is necessary. E.g. it
would be necessary to state that the query is supposed to return only homepages of persons with the

1. Queries performed in September 2001. Since Google constantly updates it's index, changes are
unavoidable.

2. A small sdlection of pages which mention other persons with the name Sefan Decker is: http://
www.lstm.uni-erlangen.de/ma2/sdecker.html, http://home.t-online.de/home/StefanDecker/, http://
www.schlangenfan.de/Uber_mich/uber_mich.html, http://www.invent-computing.de/english/company/
team.html, http://www.bull.co.at/text_navi/frames _btm_kon_at.html, http://web.intru.de/schwal ben-club/
index1.htm, http://www.item.uni-bremen.de/aktuell/kohlfahrt/kohlfahrt99.html,... A recent query using a
database which contains all phone numbersin Germany resulted in 246 hits for Sefan Decker.
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name Sefan Decker. But a query to Google using the terms Person Sefan Decker Homepage does
not return the desired results, since often in homepages the word Person does not appear (often even
the word Homepage is not present in a homepage).

These problems not only arise on the Internet but also in corporate intranets. The possihility to ask
more focused queries, resulting in exactly the right answers, would speed up search processes
considerably. However, Web pages are not database tables.

An even more important aspect of intranets is the possibility of corporate portals. Portals integrate
heterogeneous, distributed information sources of an enterprise at a centra place. They present
transactional data and other forms of personalized content, and act as a nexus of control, distribution
and integration for information, content, applications and business processes among corporations
and their employees, customers and business partners. Integrating different data sources and
providing a uniform interface to these data sources is a major challenge. Text retrieval based search
engines cannot help with this task. Other approaches are necessary.

In summary, text-based search engines have the foll owing disadvantages.

» To retrieve a document, the keywords mentioned in the query have to be present in the
document that is searched. Background knowledge capabilities, such as synonyms (e.g., human
= person) or the recognition of homonyms, are typically not provided.

» Centralized search engines do not keep up with the growth of the Web. No search engine
indexes more than 32% of the surface Web and less then 0.01% of the ‘deep’ Web.

» Current information seekers are very likely to find information about a specific topic (since on
1.6 Billion Web pages it is very likely that a few will match the expectations of the searcher).
However, they are unlikely to find a specific Web page, since thereisareal chance that it is not
indexed by the search engine or does not have a high ranking.

» Ranking of documents according to a certain metrics might not provide the intended result and
still return too many non-intended pages. This leads to the situation that although just 32% of
the Web is indexed, information seekers get too many resullts.

» Retrieval results are not focused answers, but a collection of document URLS, where the user
has to look up the desired information by him- or herself. Queries like: ‘give me the research
topics of all members of the research group’ are not possible, since the information is usually
distributed on several pages.

 The keyword-document search metaphor is not sufficient for providing access to
heterogenously distributed information sources, e.g., to provide access to a company’s
information databases.

6.2 The Architecture of Ontobroker

This section describes the architecture of Ontobroker, which is resolving the drawbacks of pure text
retrieval deployed by other search engines.
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6.2.1 The Approach

Instead of using text-based approaches to information search and retrieval to get exact answers, it is
more useful to query the Web like a database. Annotation of static information is a way to provide
additional information, which helps to find other information. To maximize the usefulness of the
provided information and to simplify access to it means it is worthwhile to provide information in
HTML format aswell asin a machine-readable way.

Given published information, e.g., research interests or collaboration information, it should be
possible to ask queries like: “What are the research interests of all members of the OntoAgents
research group?” or “Who collaborates with Sefan Decker?”, despite the fact that there isno single
page on the Web that lists all the research interests or all the collaboration partners of Stefan Decker.
The Web might contain the information, but it is usually distributed, scattered among many sources.
The Ontobroker system enables exact query answering and overcomes the issues mentioned. In the
following an overview of the Ontobroker system is given:

The database community has suggested semi-structured data as a data format suitable for
information integration and exchange. However, to publish just the data in this format is not
sufficient, since for a query-answering agent it is necessary to understand the semantics of the data.

Ontology based metadata is proposed as a means for specifying the semantics of, retrieving and
using data from the Web (cf. [Boll et al., 1998], [Sheth & Klas, 1998]). It is unlikely that there will
be a common ontology for the whole population of the WWW and every subject. This leads to the
metaphor of anews group or domain specific ontology [Kashyap & Shet, 1996], [Menaet al., 1998]
to define the terminology for a group of people who share a common view on a specific domain.

Using ontologies for information retrieval has certain advantages over simple keyword-based access
methods; an ontology provides a shared vocabulary for expressing information about the contents of
(multimedia) documents. In addition, it includes axioms for specifying relationships between
concepts. Such an ontology may then in turn be used to formulate semantic queries and to deliver
exactly the information we are interested in. Furthermore, the axioms of the ontology provide a
means for deriving information which has been specified only implicitly. These advantages come
with the price of having to provide information and semantics in an explicitly formal and machine
understandable manner. Since a large portion of the WWW is formulated using HTML or XML,
which does not possess the means to expresses semantics, the following questions need to be
answered:

» How can ontologies and associated metadata be represented (in a sufficiently formal way) in
the WMW? This question will be answered by implementing ways to represent data, metadata,
and ontologies on the Web.

» How can information be extracted and maintained in the WMW? Possibilities include wrappers
that extract information regarding a certain ontology.

» How can we query the data and use it for reasoning, and what inferences are possible? Query
interfaces and an inference engine that takes advantage of the defined ontologies will be
implemented.
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6.2.2 The System

Ontobroker (cf. [Fensdl et al., 1998a], [Decker et al., 1999]) combines techniques from Logic
Programming and Deductive Object-Oriented Databases, Semi-Structured Data, Hypertext
Information Systems, Artificia Intelligence, and Information Visualization to improve access to
heterogeneous, distributed information sources with a special focus on the World Wide Web or
corporate intranets. The central idea is to provide an ontology as a way to organize distributed
creation of data and to provide aquery interface, which uses the ontology as a guidance to formulate
gueries about the data. According to the metadata classification of [Kashyap & Shet, 1996],
Ontobroker deploys domain-specific metadata that is content-descriptive and utilizes a domain
specific ontology. Additionally, the metadata represented and deployed is also direct content-based,
thus alowing semantics-based access to Web information. In addition, the reasoning service
provides a means for deriving information which has been specified only implicitly in the Web
SOUrces.

The architecture of Ontobroker is depicted in Figure 6.4, and consists of the following parts:

» Thecentra part of the system are the Ontologies, since the ontologies influence the creation of
the data as well as the inference engine, which is used for reasoning about the collected data,
and the query interface, which is used for the communication with the system by the user. For
expressing ontol ogies a Representation and Query Language is needed.

» The ontologies are guiding data creation and querying. Ontobroker concentrates on three data
SOUrCes:

 Annotated HTML and XML-documents, which are enriched with ontology-based

annotations. For annotating HTML documents Ontobroker provides alanguage, HTML-A.
A specialized tool, the Ontology enhanced HTML Editor OntoPad, supports the annotation
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of hypertext with ontology based metadata by providing a user interface for generating
metadata. The HTML-A approach was generalized and extended for XML documents to
XAL (XML Annotation Language). The documents are collected by a crawler and the
annotation datais extracted. The parts of Ontobroker are presented in detail in Chapter 8.

» Explicitly represented metadata in the Resource Description Framework (RDF) format.

»  Wrapper-based data. Wrappers are used to connect legacy systems to the Ontobroker
system.

The Inference Engine SLRI (see Chapter 7) is able to reason with the ontology and the metadata
in the repository. The inference mechanism of the inference engine is based on aminima model
of a set of Horn clauses with a negation based on closed-world semantics. However, the
language for representing ontologies is syntactically richer than pure Horn logic. First, ideas of
[Lloyd & Topor, 1984] are used to extend Horn logic syntactically without requiring a new
inference mechanism. Second, languages with richer epistemological primitives than predicate
logic are provided. Frame logic [Kifer et al., 1995] is used as the representation language for
ontologies. It incorporates objects, relations, attributes, classes, and subclass-of and element-of
relationships.

The Query Interface (see Chapter 9) enables ontology-guided composing of queries. The Query
Interface hides the complexity of the Representation and Query Language and allows for
generation of queries about the metadata collected from the distributed sources and enables the
interactive formulation of queries while browsing the ontology and selecting the terms
constituting the query.

The strength of Ontobroker is the close coupling of informal, semiformal, and formal information.
The annotation languages enable the incremental generation of metadata within informal text
documents, based on formal ontologies.

All parts of the architecture have been implemented and were deployed in a case study - the

Knowledge Annotation Initiative of the Knowledge Acquisition Community ( (KA)Z).
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Chapter 7 SILRI: The
Representation Language
and System

This chapter introduces the design and implementation of SILRI (Simple Logic-based RDF
Inference Engine), which implements the representation language used to represent ontologies in
Ontobroker. The representation language is a variant of F-Logic, enhanced with the capability to
provide syntactical expressive rules bodies based on full first-order logic. The inference engine of
SiLRI is based on Horn logic with a closed world negation in its core. The SiLRI representation
language is compiled from Horn logic with negation. The SILRI language can be regarded as a
domain specific representation language. In this chapter amethod is provided for the construction of
domain specific representation languages and their compilation back to available inference engines.
As an example of building a new domain specific language an illustration of the combination of
Chronolog is given, a language for linear temporal logic and F-Logic, which results in a language
called C-F-Logic, capable of expressing the dynamic behaviour of objects over time. In the
forthcoming chapters F-logic is used to represent the ontologies and the instance data within
Ontobroker. Furthermore, an example of an ontology is provided, along with a new translation
procedure realizing a variant of the L1oyd-Topor transformation.

7.1 Introduction

One of the goals of the Ontobroker system is to enable inferencing with the information from
different Web sites. Inference capabilities are useful for the integration of information - especially as
the ontology provides domain knowledge, which can be exploited for responding to queries. A
simple example of the usefulness of inferencing is the symmetry of certain properties, e.g.,
cooperatesWith. The property cooperatesWith is usualy a symmetric property, i.e., if
person A cooperates with person B, then person B also cooperates with person A. But just from the
fact that A cooperates with B it is not possible to conclude that B cooperates with A. The
specification of explit domain knowledge about the cooperatesWith relation helps here. A
flexible way to exploit the domain knowledge about cooperatesWith for answering queries
requires that this property be modeled as symmetric within an ontology, and uses an inference
engine to draw the conclusions using the declarations in the ontology and the available information
from the Web. Inference engines are able to handle much more sophisticated definitions (e.g.,
transitivity of arelation).

A representation language for Ontologies has to fulfill the following requirements: it should be
computational and epistemol ogically effective. Computational effectiveness guarantees that thereis
an effective computational environment that can reason with ontologies. Epistemological
effectiveness guarantees that the modeling process is efficient and effective, since the primitives of
the language allows the entities of the domain to be expressed. Different logic-based representation
languages and inference engines have been described in the knowledge representation and reasoning
literature. In the following sections a brief review of existing approaches will be presented and their
usability for inferencing with ontol ogies and metadata assessed.
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7.1.1 Higher-Order Logics

Higher-order logics have the greatest expressive power among al known logics. In mathematicsitis
often necessary to talk about properties and relations as well as about entities, since this ability is
required for certain reasoning and modeling tasks. For instance, to uniquely characterize one
relation as the transitive closure of another relation higher-order logics are required. By higher-order
languages, logicians usualy mean a language in which variables are alowed to appear in places
where normally predicate and/or function symbols appear.

However, there are two different facets of higher-order languages: a higher-order syntax and a
higher-order semantics. For the same higher-order syntax different definitions of the semantics are
possibleY. These semantics differ in the interpretation of their higher-order quantifiers. Since in the
knowledge representation literature some confusion about these distinctions exists, the matter is
investigated here in more depth.

» One possible interpretation of second-order quantifiersisthe set of all relations, i.e., all subsets
of the first-order universe (also called the power set of the universe). This interpretation is
usually taken for second order logics by mathematicians. Unfortunately, no logical calculus can
be complete with respect to this semantics, since the power set of a countable universe is
uncountable. Many properties of the integers are uncountable - which cannot be checked by any
procedure. For inference engines this results in unpleasant behavior: there are true statements,
which are unprovable (This is a consequence of Goedel’s Incompleteness Theorem [Kerber,
1994]), and thus these engines are not very useful in situations in which completeness is
required.

» Another possible interpretation of second order quantifiersis the set of all definable properties,
i.e., those which could be defined using an expression of the language (Henkin semantics for
HOL). Thisisonly a subset of the power set, and not further investigated here.

» Yet another possible interpretation of second-order quantifiersisthe set of al named properties.
The named properties are the properties which have been assigned to predicate names by the
interpretation. Thisis an even smaller subset of the power set. The resulting logic is equivalent
to First-Order Logic in terms of semantics. The trandlation is also possible for higher-order
logic in general (cf. [Goedel, 1965]).

[Chen et al., 1993] exploit the different semantics to provide a first-order semantics for a higher-
order logic-programming language, resulting in a syntactically rich language which is not restricted
by the computational problems of higher order logics.

Higher-order languages with higher-order semantics are often not acceptable as knowledge
representation languages, since no complete inference procedures exist. Fortunately often a first
order semantics is sufficient for real world applications - the resulting language provides the
syntactic expressiveness of higher-order-logics, while sound and complete inference procedures can
still be used.

1. See http://suo.ieee.org/email/msg00345.html for an email from Pat Hayes explaining the different
semantics to the Standard Upper Ontology Mailing list.
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7.1.2 Full First-Order Logic-Based Inference Engines

Classical full first-order logic (FOL) (cf. [Ebbinghaus, 1994], [Enderton, 1992]) is one of the most
well-known logics for knowledge representation tasks. Inferencing with FOL-axioms requires a
fully-fledged automated theorem prover (cf. SETHEO [lbens, 1998], OTTER,Y SPASS
[Weidenbach, 1997]). For FOL sound and complete inference procedures exist, but FOL is still
semi-decidable and inferencing is computationally not tractable for large amounts of data and
axioms (see [Goubault, 1994] for an in-depth complexity analysis). This is reflected by TPTP?
(Thousands of Problems for Theorem Prover, see [Sutcliffe & Suttner, 1998]), a collection of test-
cases for theorem provers, used by the automated theorem proving community. The TPTP library
contains many small, tricky problems, and theorem provers trying to solve these problems often fail
[Sutcliffe, 2001].

In an environment like the Web, these programs would not scale up for handling large amounts of
data. Besides, using full first-order theorem prover would require the maintenance of consistency
throughout the Web, which is considered to be impossible, since the Web accommodates many
different viewpoints and opinions.

An alternative isto use subsets of FOL with more suitable properties.

7.1.3 Description Logic

Description Logics (DLs) allow specifying a terminological hierarchy using a restricted set of first
order formulae. They usually have good computational properties (often decidable and tractable,
and often with equally good average computational complexity), but the inference services
restricted to classification and subsumption. Given a set of formulae describing classes, the classifier
associated with a certain description logic will place them in a hierarchy, and given an instance
description, the classifier will determine the most specific classes to which the particular instance
belongs. From a modeling point of view, DL corresponds to monadic/dyadic FOL, restricted to
formulae with three variables (cf. [Borgida, 1996]). This restriction suggests that modeling is
syntactically bound. Available modern systems include FACT [Horrocks et al., 1999] and RACER
[Haarslev & Mdller, 2001].

Description Logics are strong in their intentional specification of ontologies (cf. [Brachman et d.,
1991]), but don’t provide solid support for rules and other kind of reasoning, especialy for alarge
volume of instance data.

Another possibility for KR tasks is languages based on Horn-logic, which is another fragment of
FOL.

7.1.4 Logic Programming and Deductive Databases

Horn-logic and Datalog (Horn-logic only with O-ary function symbols) was studied in the area of
deductive databases and logic programming and a number of efficient evaluation strategies are
available. Evaluation strategies can be distinguished by bottom-up and top-down variations. Top-
down evaluation is usually used by Prolog systems (e.qg., S\NI-ProIog(a)). However, top-down

1. see http://www-unix.mcs.anl.gov/AR/otter/#doc
2. http://www.cs.miami.edu/~tptp/
3. http://www.swi.psy.uva.nl/projects/SWI-Prolog/
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evaluation has certain disadvantages; it emphasizes the programming aspect, since a user of the
system always needs to keep the evaluation strategy in mind. For instance, the prolog clause
‘p(X,2) :- p(X,Y), p(Y,2Z)’ causesaProlog system toloop.

Bottom-up evauation strategies known from deductive databases (e.g., naive or semi-naive
evaluation) do better; they always terminate when the set of formulae has a finite model. Goal
directed bottom-up evaluation strategies (e.g., based on tabling or dynamic filtering) terminate when
the modd of the formulae necessary to answer the query is finite.

Logic programming has been suggested as a means to Knowledge Representation (c.f. [Bara &
Gelfond, 1994], [Brewka & Dix, 1998], [Baader et al., 1991]). The research has focused on
extending logic programs with capabilities for non-monotonic reasoning (e.g., default negation,
explicit negation, preferences) and disjunction [Brewka & Dix, 1998].

Since Horn-logic based KR is more practical than KR based on FOL and the present interest isin
other inference services than just classification and subsumption, the current approach uses Horn-
logic. The notation used in [Lloyd, 1987] and [Brewka & Dix, 1998] is adopted.

However, for knowledge representation tasks, it is not only the underlying logical formalism that is
important, but also the epistemological primitives that help to represent e.g., a domain ontology.
Results in object-oriented deductive databases (cf. F-Logic [Kifer et a., 1995]) provide
representation primitives that can be used for knowledge representation tasks. F-Logic aims at the
representation of objects, classes and relationships between objects.

7.2 F-Logic in SILRI
Frame Logic (abbr. F-logic) was introduced in [Kifer et al., 1995] as:

“ A novel formalism that accounts in a clean and declarative fashion for most of the
structural aspects of object oriented and framebased languages. These features
include object identity, complex objects, inheritance, polymorphic types, query
methods, encapsulation, and others. In a sense F-logic stands in the same
relationship to the object oriented paradigm as classical predicate calculus standsto
relational programming. F-logic has a model theoretic semantics and a sound and
complete resolution-based proof theory. A small number of fundamental concepts
that come from object-oriented programming have direct representation in F-logic;
other, secondary aspects of this paradigm are easily modeled as well.”

Usualy, ontologies are defined via concepts or classes, is-a relationships, attributes, further
relationships, and axioms. Therefore, an adequate language for defining the ontology has to provide
modeling primitives for these concepts. Frame-Logic [Kifer et a., 1995] aready provides such
modeling primitives and integrates them into a logical framework providing a Horn logic subset.
Furthermore, in contrast to most Description Logics, expressing the ontology in Frame-Logic allows
gueries that directly use parts of the ontology as first class citizens. That is, not only instances and
their values but also concept and attribute names can be provided as answers via variable
substitutions.

F-logic has clear roots in object-oriented databases and logic programming. Existing systems (e.g.,
FLORID [Frohn et al., 1997] and FLORA [Yang & Kifer, 2000]) are tailored towards object-
oriented logic programming, incorporating metaphors from PROLOG.



7.2 F-Logic in SiLRI 83

However, defining ontologies is a modeling and specification task, and a programming task.
Defining an ontology is not programming, and the knowledge engineer should neither worry about
the particular order in which literals are executed nor about other idiosyncrasies usually present in a
progamming language.

So starting from the original F-logic specification, F-logic was modified, so that it supported the
modeling of ontologies. In the next section the syntax of the SILRI®W-version of F-Logic is
introduced.

7.2.1 Syntax of F-Logic in SiLRI®

For a detailed description of F-logic [Kifer et al., 1995] should be consulted. F-logic is described
here to the extend necessary for following sections.

From a syntactic point of view F-logic is a superset of first-order logic. To define the language we
introduce the F-logic aphabet consisting of the set of predicate symbols P, function symbols F and
variables V. An id-termis a first-order term composed of function symbolsin F and variablesin V.
The set of al ground id-termsis denoted by U(F), aso called Herbrand Universe, which is the set of
all objects.

Leto,m,r,c,Cq, Cpt, V,, TJ— id-terms. A molecule in F-logic is one of the following expressions:

» 0:c (instanceOf assertion) (Object o is an instance of the class ¢).
* C;::C, (subclassOf assertion) (Class ¢, isasubclass of the class c,).

* o[m@v,,....v, — r] (functional method application) This expression denotes that the result
of the application of the single-valued method m with the arguments v,, ..., v,, on the object
o isr. n (the number of parameters) might be zero - in this case the ‘@’ sign is omitted.
Instead of the smple arrow ‘ —’ the symbol ‘*—’ might be used. In the latter case the result
issaid to be inheritable, and the value acts as a default value.

s o[m@v,,....V, —>»{rq,-..rm}] (set-valued method application) This expression denotes that
the result of the application of the set-valued method m with the arguments v, ..., v, on the
object oistheset {r,,...,r,} . n (the number of parameters) might be zero - in this case the
‘@' sgn is omitted. If m=1 it is also permissible to omit the parentheses in the result
specification. Instead of the simple arrow ‘—» '’ the symbol ‘*—»> ' might be used. In the
latter case the result is said to be inheritable.

* c[m@V,,...V,, =(Ty,....,T,)] (single-valued signature-molecule) In the signature molecue
the T; are id-terms that represent types of the results returned by the method m when m is
invoked on an object of class ¢ with arguments of types V,. The result of the method must
be an instance of all the T;. n might be zero - in this case the parentheses may be omitted.

s c[m@V,,...V,, = (T4,....T,)] (set-valued signature-molecule) This case is analoguous to
the above.

» Inside the square brackets it is permissible to have multiple method application, separated
by an*“;". Every id-term can itself be an object, upon which other objects are applied.

* p(F4,....,F,) (predicate molecule) A predicate molecule (P-molecule) corresponds to an
atom in First-Order predicate logic. The predicate symbol p isan element of P.

1. SILRI isan acronym for Smple Logic-based RDF Interpreter
2. For acomplete EBNF specification of the syntax of SILRI’s F-Logic variant, see appendix A.
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Example: The following expression defines a complex object with id r1 as an instance of the class
Researcher with the two attributes authorOf and cooperateswWith. Both attributes are set-valued,
but only one value is defined. The value of the cooperatesWith attribute is a complex object with id
r2 and an attrribute author Of.

rl:Researcher[authorOf—»> articlel; cooperateswWith —» r2[authorOf —> bl]]
The complex objects expressions can be flattened. Then the expression above is equivalent to:

rl:Researcher A ri[authorOf —» articlel] arl[cooperateswith —> r2] A
r2[authorOf —» b1].

From the molecules, complex expressions may be built. We distinguish between the following
complex expressions: facts, rules, double rules, and queries. Facts are ground molecules. A rule
consigts of a head, the implication sign <-, and the body. The head is a conjunction of elementary
expressions (connected using AND). The body is a complex formula built from elementary
expressions and the usual predicate logic connectives (implies: ->, implied by: <-, equivalent: <->,
AND, OR, and NOT. Variables are introduced in front of the head (with a FORALL-quantifier) or
anywhere in the body (using EXISTS and FORALL-quantifiers). A double rule is an expression of
the form: head <-> body, where the head and body are conjunctions of molecules. So full first-order
formulae may appear as bodiesin F-logic rules and require variables to be explicitly introduced - in
contrast to other available F-logics dialects. So SILRI is also (syntactically) more expressive than
Prolog, since Prolog does not allow expressive rule bodies. Since negation in rules is not part of
Horn logic, appropriate semantics for the negation need to be found. Semantic issues will be
discussed in the next section.

Ontologies, asintroduced in Section 2.2.2, consist mainly of three parts:
» The concept hierarchy defines the subclass rel ationship between different classes,
» Attribute definitions for classes, and
» A set of rules defining relationships between different concepts and attributes.

Table 7.1 shows an example for each of the thee parts of an ontology in SILRI’'s F-logic variant - a
simple class hierarchy, where classes like Person and Researcher are defined, attribute
definitions (likename or email), and axioms defining, e.g., the symmetry of cooperatesWith
for instances of classResearcher.

7.3 Semantics of F-Logic

[Kifer et a., 1995] give a direct semantic characterization of F-Logic in terms of F-structures.
However, for Ontobroker this approach was discarded in favor of a trandation semantics, i.e., a
translation from F-logic to logic programs has been provided. Then the usual semantic
characterizations of logic programs (cf. [Brewka & Dix, 1999]) are directly applicable. Since more
expressive rule bodies than are usually available in logic programming systems have been allowed,
a multi-step translation is applied here. Figure 7.1 presents the different steps of the tranglation
procedure: initially, the SILRI-F-Logic specification is reduced to a general logic program (cf.
[Lloyd, 1987]). In the next step a Lloyd-Topor transformation [LIoyd & Topor, 1984] is applied,
which results in a normal logic program. The end result can be interpreted by logic-programming
systems. In the following the two steps are investigated in more detail. In Ontobroker only the F-
logic tranglation is used. In the following section the F-logic translation is presented and generalized
to the translation approach by providing a methodology for building domain-specific knowledge



7.3 Semantics of F-Logic

Class Hierarchy

Object [] .
Person :: Object.

Employee :: Person.

AcademicStaff :: Employee.
Researcher :: AcademicStaff.
PhDStudent :: Researcher.

Student :: Person.

PhDStudent :: Student.
Publication :: Object.

Book :: Publication.

Article :: Publication.
TechnicalReport :: Article.
JournalArticle :: Article.

Journal :: Publication.

Attribute Declar ations

Person [name => STRING; email => STRING; phone => STRING;
publication => Publication; editor => Book].

Employee [employeeNo => STRING] .
AcademicStaff [supervises => PhDStudent].
Researcher [cooperatesWith => Researcher].
Student [studentID => NUMBER] .

PhDStudent [supervisor => AcademicStaff].

Publication[author => Person; title => STRING;
year => NUMBER; abstract => STRING] .

Book