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1. Introduction: FPGA versus GPU Programming

g Applications - Platforms

- Easier and faster design

Low level, Difficult to debug, Programmed in C-like

: Optimized Designs, Full S Programming flow than for FPGAs
VHDL, Verilog : seldom used by application languages such as NVIDIA's o
control over the design ;
Y 10 engineers —> Language CUDA or OpenCL geCﬁg;eiorrr]\%reevzgmlﬁg to
VHDL / CUDA OpenCL PP P
Graphical Tools Verilog Based on an implicit data- Write scalar code and
(e.g.MATLAB HDL- | High level, Restricted to a specific IP \/ Proaramming Model parallel programming model | execute on thousands of
Coder, System Easy to use: Drag and Drop | library < S > - J J (single instruction, multiple | threads / data elements, no
Generator) 3 < threads) support for task-parallelism
| | - ’Additional IP-Blocks or @@
Fast design space Special C, C++ coding style ' VHDL Modules required Limited and costly inter- Most efficient if no global
C, C++ (e.0. exolorat : required for good results, Communication & | thread communication and | communication between
: ploration, automatic L . :
CatapultC, Autopilot) eneration of IP-blocks generates only IP blocks not _ , Synchronization synchronization threads and independent on
J full FPGA designs e mechanisms order of processing
2. Design Methodology for FPGA-based Multiprocessor Accelerators
C/C++ Application M-codeAppIicationJ a) Communication Analysis
with/without MPI *
[M-to-C Code Compiler] C files
7 No MPI application Search allfiles for MPI application
Profiling ) Results: VP Init
%; Tracing . Suglgestt.ed partitioning for the Al
= a ication earcnalltiesi1or . .
P h asS€ 1 i — _ PP _ Search all files for function declarations, Listof functions
< Communication Analysis Suggested MPSoC architecture List of functions function declarations multiple keyword and _with MPI- o
* (number of processors, and multiple keyword MPIcommands and information__r=
] i " " parameters
ek — lteration communication infrastructure) .
Allocation {— SW/ SW Partitioning <------s
J % ! . . | Add parameters Search allfiles, store function parameters and Add parameters
. S | and information generate the call graph andinformation
[[[ ‘ to list of functions to list offunctions
Ph 5 g ing ] Results:
ase “' 0 - Identified hotspots for each Find related MPI- Add MPI-
HW/ SW Partitioning - ! processor commands, e.g. informationtolist
- - - - - - - E MPI_SendeMPI_Recv offunctions =
:‘:j\___ljl_v_v C_O_q _e___‘ . ________E i Results: S e with Summary-file with
Ph 3 } | : E— ummary-tie wi callgraph and MP!I
a.se - | . . : callgraph
[[[ C-to-FPGA RAMPSoC MPI !  Partitioned application graph __
Cogiler ] Library : Including an application task TR
i raph - .
: Jrap b) SW/SW Partitioning
X ¢ | Full and partial FPGA
= a [HW-Synthesis] [ Compiler ] : configuration bitstreams Step 4 1 Processor [ . MPI _COM (X, Y) o Call_COM(x,y)
\Z [ - g MPI Call
< | software executables Step 3 2 Processors COOY) =1 N (x v) T(x.y) T(xy)
¥ _ ] e V) else if MPI_COM, Call_COM unknown
! Step 2 3 Processors l T(X,Y)
System integration: GenerateRCS ~  [------- - - OO0 N | |
Step 1 4 Processors T(X, Y) : Sum of the profiled runtimes of the two tasks to be clustered
* * * * KeM *********************************************************************************************************************************************** MPI_COM(x, y) : Communication costs between two tasks communicating via MPI
= ” B tial w . N Fm—mmmmm—m—mm——m— - . 5 Processors Call_COM(x, y) : Communication costs between two tasks in the callgraph
XML lavout & u artia < : ! ! NH(x,y) :  Proximity of two tasks based on the call graph
Task ?/a h Bitstream g Partial H SW \CommerC|aI tOOISJ ‘--M?-n -U-?IEE?P-S --- 1 f2 13 4 fs Oyp; Weighting factor for MPI communication
grap F Partial H SW | 0 e Euncti k@ it J rari hical Clusteri Ocy: Weighting factor for call graph communication
Bitstream Executable Custom tools nputs utputs J . Function x, (Tas ranularity used for the Hierarchical Clustering)
3. Application Exploration 4. Results
a) 3D Ultrasound COmpUter Tomography b) ObJeCt ReCOQHItIOH a) Performance 3D USCT b) Performance Object Recognition
us ms
250 =k Real-time: 25 fps
193 40 :
Input Image s 200 150 31,15
(ROI: 64x64) © 150 30
100 20 13,37
10
50 3.23 1,85
. 0 0
Histogram : :
Hotspot CPU m GPU ® RAMPSC CPU EBGPU ®RAMPSC
Detector c) Energy Efficiency 3D USCT d) Energy Efficiency Object Recognition
Squared [1/] [1/]
Normalized Cross 4000 . 15
Correlation 10,88
3000
10
2000
1147 5
1000 2,35
OutputImage 37 0,45
X 0 0
Energy efficiency Energy efficiency
CPU mGPU ®RAMPXC CPU mGPU ®RAMPXC
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