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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

The Grid Computing Centre Karlsruhe GridKa

Requested as a Regional Data and Computing Centre by 41 HEP
user groups in 19 German universities and research institutions.

Founded in 2001 as part of the computing centre of
Forschungszentrum Karlsruhe.

Main goals

test environment for LHC (ALICE, ATLAS, CMS, LHCD)

LHC Tier-1in 2007+

production environment for non-LHC (BaBar, CDF, DO, Compass)
environment for Grid R&D (CrossGrid, LCG, EGEE, ...)

user support, services, education & training

grid environment for other sciences (astrophysics, bio-informatics...)
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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

High Energy Physics experiments served by GridKa

(FNAL ,USA) (CERN)

LHC experiments non-LHC experiments

Other sciences later
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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

GridKa Project Organization

Overview Board
Board

* Alice GridKa BMBF

* Atlas * Physics Committees

" CMS ' * HEP E ' t

e LHCD Planning Xperiments

e BaBar * Development * LCG

* CDF * Technical realization * FZK Management

* DO * Operation * Head FZK Comp. Centre
* Compass * Chairman of TAB

* Physics Committees * Project Leader

* DESY

* Project Leader
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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

German uUsers
of GridKa

Aachen (4)e e
Bielefeld (2)® é:}; \)?\_
Bochum (2)e ’
Bonn (3)e
Darmstadt (1) A
Dortmund (1)e
Dresden (2)e®
Erlangen (1)e
Frankfurt (1)e
Freiburg (2)e
Hamburg (1) A
Heidelberg (1) A (6)® ¥
Karlsruhe (2)e®
Mainz (3)e
Mannheim (1)e
Minchen (1)e(5) A
Minster (1)e®
Rostock (1)e
Siegen (1)e
Wuppertal (2)e

22 institutions
44 user groups

350 scientists

® University
A other research institutions

() Number of working groups
=1
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GridKa in the network of international Tier-1 centres
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Canada: TRIUMPF, Vancouver

France: IN2P3, Lyon

Germany: Forschungszentrum Karlsruhe Taiwan
Italy: CNAF, Bologna

North Europe: NDGF, Nordic DataGrid Facility

Spain: PIC, Barcelona

Taiwan: Academia Sinica, Taipei

The Netherlands: NIKHEF/SARA, Amsterdam

UK: Rutherford Laboratory, Chilton

USA: Fermi Laboratory, Batavia, IL

USA: BNL

(EE
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_J. desktops small
LCG portables centres

The fifth LHC subproject

LHC Computing Model (simplified!!)
: Tier-0 - the accelerator centre
— Filter 2 raw data

— Reconstruction - summary data
(ESD)

— Record raw data and ESD
— Distribute raw and ESD to Tier-1

. Tier-1 -

— Permanent storage and management

004

of aw, £50, calaton e, mola cgine" 10 dota acquistin process
> grid-enabled data service -- high availability (24h x7d) =
— Data-heavy analysis -- managed mass storage 8
— Re-processing raw > ESD -- long-term ng.‘,/m”mﬁm 3
— National, regional support ~ _r"_iees::.li'ses. o of aver'age:s

GridKa School 2005, September 26-30, 2005, Karlsruhe, Germany



desktops small

";{ c G. portables centres
-

. Tier-2 -
— Well-managed disk storage
— grid-enabled
— Simulation
— End-user analysis — batch and
interactive

— High performance parallel
analysis (PROOF?)

. Each Tier-2 is associated with a Tier-1 that

— Serves as the primary data source

— Takes responsibility for long-term storage and
management of all of the data generated at the
Tier-2 (grid-enables mass storage)

— May also provide other support services (grid
expertise, software distribution, maintenance, ...)

Les Robertson, GDB, May 2004

GridKa School 2005, September 26-30, 2005, Karlsruhe, Germany



Forschungszentrum Karlsruhe

in der Helmholtz-Gemeinschaft

Stepwise extension of GridKa resources

Oct 2004 Apr 2005 Oct 2005 % of 2008
Processors 1070 1280 1550 40 %
Compute power / kSI2k 920 1200 1500 18 %
Disk [TB] 220 270 310 8 %
Tape [TB] 375 475 500 11 %
Internet [Gb/s] 10 10 10 50 %

® extension of resources every 6 months (2001-2005)

® heterogeneous environment, PlIl@1,26 GHz, ..., PIV@3,06, ... Opteron 246

® 310 TB Disk is usable disk space, ~2550 disk drives

® installed with SC3.0.4,LCG 2 6 0
® available via Grid together with ~140 other installations in Europe (EGEE)
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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

Requested resources at Gridka (LHC + non-LHC)

2005 2006 2007 2008 2009
CPU [kSI2K] 1440 2020 3080 8300 12780
Disk [TB] 310 640 1390 3860 5880
Tape [TB] 500 960 1830 4460 8700
WAN [Gb/s] 10 10 10 20 20
2005 2006 2007 2008

SC2 — S S* s

SC3

cosmics

SC = Service Challenge (between Tier-0/1/2)

First physics

First beams

Full physics run
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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

Distribution of planned resources at GridKa

100%

80% +
60% +
40% +
20% +

0%

NOoN-

LHC

100%

80% <
60% +
40% +
20% +

non-

2004

LHC

2006 2007 2008

2009

CPU

Disk
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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

Usage of GridKa 2004

34%
66%

DO
Compass 9%
17%
14% Dteam
CMS 0%
3% IWR
0%
Alice
CDF g0
159 LHC
NLHC
Babar
25%
Processor usage [h] 4.183.000
Number of jobs 1.442.000
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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

Work done at GridKa as a computing centre

Infrastructure planning (floor space, electricity, cooling)
Resource planning, procurement, installation, exchange
Development of tools (installation, monitoring, inventory db,...)
Software installation & upgrades (OS, micro codes, ...)
Connection of disk & tape systems (TSM, dCache,...)
Batch system management
Security
User support
Access & throughput optimization

LCG installations and Service Challenges

... plus huge effort for grid operation
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Global (Grid) operation

Virtual Organisation (VO) ,, ALICE" VO , ATLAS®

e e,
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Global (Grid) operation

User Management

C #- ﬁi Cl [C

2 EN)

Interoperability [ | A<~ - - | Reliability
) 4

C

C4

N7
’C

C
: C
i

. — User Support

Virtual Organisation (VO) , A | - . ATLASH

This thing should be global, dynamic and virtual

= = o
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CHEE Project Goals

Enabling Grids for E-sciencE

Within a four year programme (started in April 2004):

Build, deploy and operate a consistent, robust and secure grid
that attracts new computing resources

Improve and maintain the middleware in order to deliver a
reliable service to users

Attract new users from science and industry and ensure training
and support for them

-l oprofit EGEE

. 49 W Enabling Grids for
.,__ E-science in Europe

ber 26-30, 2005, Karlsruhe, Germany
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Cy Activities Definition

Enabling Grids for E-sciencE

[ ]

Network Activities
— NA1: Project Management
— NAZ2: Dissemination and Outreach *
— NA3: User Training and Induction * 249,

— NA4: Application Identification and Support Joint 4
— NAS5: Policy and International Cooperation * Research 'Hd.‘.‘n‘l'll

[ ]

Service Activities
— SA1: Grid Support, Operation and Management * '§ 48%
— SA2: Network Resource Provision Services

Joint Research Activities
- JRA1: Middleware Reengineering + Integration
— JRAZ2: Quality Assurance

&

— JRAS3: Security * Emphasis in EGEE is on
— JRAA4: Network Services Development operating a production
grid and supporting the
* Forschungszentrum Karlsruhe involved end-users




Cy EGEE Organisation

P A
P S
/ fﬂ--*“;} . 70 leading institutions in 27
A o : k countries, federated in regional
;| ) CERN 4 Grids
oo Central Europe .
g France 9 » ~32 M Euros EU funding for first
' '“'* . Germany and Switzerland ‘ 2 years starting 1% April 2004
: 5 Ireland and UK ¥
. Italy “ « Leveraging national and regional
Northern Europe | grid activities
ik Russia P
e South-East Europe / - Promoting scientific partnership
= ~ South-West Europe J , outside EU
‘ USA % pe
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Operations Management Centre (OMC)
At CERN - coordination etc

Core Infrastructure Centres (CIC)

Manage daily grid operations —
oversight, troubleshooting

Run essential infrastructure services
Provide 2™ level support to ROCs
UK/, Fr, It, CERN, + Russia (M12)
Taipei also runa CIC

Regional Operations Centres (ROC)

Act as front-line support for user and
operations issues

Provide local knowledge and
adaptations

One in each region — many distributed
Resource Centres (RC)

The sites providing resources
User Support Centre (GGUS)

In FZK — manage PTS — provide single
point of contact (service desk)

INFSO-RI-508833 GridKa School 2005, September 26-30, 2005, Karlsruhe, Germany
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Centres in D/CH contributing to the EGEE infrastructure

U Wuppertal

RWTH Aachen

FhG ITWM, Kaiserslautern

TU Karlsruhe, IEKP

CSCS, Manno

@® DESY

/

@ @ FhG SCAI

\. @ Distributed ROC

@ RC
O RC to be certified

HU Berlin

LRZ Minchen

ceee

Enabling Grids for
E-science in Europe
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Resource allocation policy in D/CH cec

E-science in Europe

/ ROC management

CSCS | DESY FZK | GSI | FhG | FhG
SCAI ITWM
HEP yes yes yes yes
Bio Medicine yes
Earth Science yes on
Computational demand
Chemistry
Astrophysics yes
(MAGIC)
Others Synchrotron
XFEL
CPUs 20 88 1550 336 30 48
® 19 supported global and regional VOs
® about 97% of resources for HEP |
/;‘r_c:t
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Tasks for Grid Operations in the federation

ceee

Enabling Grids for
E-science in Europe

Development of policies for

® User registration

® Registration and certification of new sites
® Resource allocation

® Grid security & incident response

Development of methods and tools

® Implement the above policies and refine them
®* Middleware roll-out

® Site functional tests

® Resource monitoring

® User & Operations Support

®* Weekly operations meetings

|
b
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a Site Functional Tests report - Microsoft Internet Explorer e eel

Datei Eearbeiten  Ansicht  Eavoriten  Exkras ¥ Enabling Grids for
. " — n ; — E-science in Europe]
. - - j L . -l [ L] 0 - J’
d ZUriick: e \ﬂ @ ._lj ‘ - Suchen * ~ Favoriten ﬁ‘} = F * ‘i
fdresse :EI https: filog-sft.cern, chy 9443/ sFt-develflastreport, coi j Wechseln zu

Liriks @ HIK PiC - BK @ Speiseplan @ Zentraler Druckservice

FS
—

Site Functional Tests report Hc—wl =
2005-09-25 -- latest reports o

Test abbreviations

csh CoH test
swdir | VO software directory

rgma |E-Ghid
Colours definition WD W host name
SD Scheduled downtime #a3a3a3| "°© glmie Ver;on
JL  Job list match faled  #aab3ff| °o CER YEEOD
e : Tm Eeplica Management
IS Job submizsion faled #£4876h

votag | VO Tag management

Test summary CT Chritical tests falled #f9d48e is Telh albrmesian
I SD JL JS CT OK total | NT|Nen-critical tests faled #£2£98e| | pi BrokerInfo
| dteam |22 7 8 11 120 163 | OK CK #b2£98e| | apel |Apeltest
St. Region Site Name Site CE : YO dieam _
St. |js wnver|ca \rgma) bi |csh rm/|apelivoiag |swdir
1. |OE|>SouthEasternBurope |AEGIS01-PHY-S5CT ce.phy bg ac.yu OQE|Q 1|00 O 20 (0[W| O |0
2. |JS [ Canada ATBERTA-LCG2 legee0 1 ualberta ca JS (K| T |00 O |00 0|W|W | O
3. |OKE|China BEITING-LCG2 lcg02 thep ac.cn OK|O| I |00 X |O0|O(%| 0| O
4. |OKE|SouthEasternEurope |BG-INEINE celinme bas bg QKO T (OO O (OO |0|W| O | O <
€ T T[S [ mtemet
Iﬁ'Startl J EF-FEECN AN Wi J ©) Microsoft active... | |~ D:\Eigene Dateie...l ] IwR-Pres-Gridka, .. |2 Micrasoft Out...v”@ Site Functional... J W« @ 1443




Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

GermanGrid CA (GridKa-CA)

Delivers X.509 certificates for German users, hosts & applications

2001: supported / connected to DataGrid ﬁ
2002: continued within CrossGrid CrG55G5d
2004: contributes to EGEE Eeamggs?
E-science in Europe
Became member of EUGridPMA '@ﬁﬁpma

EUGridPMA — European Grid Policy Management Authority

“Coordinates the European Public Key Infrastructure (PKI) for use with
grid authentication middleware”

® develops PKI and CA policies; provides root CAs

® >35 member CAs in Europe

® collaborates with APGridPMA (Asia-Pacific) and TAGPMA (America)

‘T‘?w
4
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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

number

GridKa-CA - German(Grid
Quarterly sums

[ Certificates-total [[] User B Host/Service )] Revoked

1200
1100
1000
900
800
700
600

1201 0302 0602 0902 1202 0303 0603 0903 1203 0304 0604 0904 1204 0305 0605
time
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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

GGUS GGUS
Support Center USA Forschungszentrum Academia Sinica
since ? Karlsruhe, Germany Taipei, Taiwan
GGUS
(Global Grid

User Support)

WWW.ggus.org

Combine this W|th regional and VO specific support units

=

Pacific Time CET: UTC +1 Taiwan CST
uTC -8 CEST: UTC +2 UTC +8

Time difference between the GGUS Centers enables extended availability (target: 24*T).

V= ==
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(14 . 1 b = e ee
User support: “classical” communication model gwinss o

E-science in Europe
- g
| need help! | ; Hij‘ 3
send e-mail to %})
GGUS team %

Request
for help

Mail to /_ Mail:
Germany- Solution
Switzerland ready !
CIC on duty
ROC suppg ROC support

cd ad

CI—ClCICCI—Cl
ad

Support ROC F
teams
or Lunitg”

Mail to x
RC 2

Mail to

DECH T VO rt Middleware support

VO support

BioMed
ASTRO

ANMin » g|_|te
Admins RC 2 FTS

Quattor
i~arhe
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User support: GGUS application model S

E-science in Europe
| need help! | send ; T
e-mail to % J
E-Mail automatically converted to

support@ggus.org

T GGUS ticket.
Mail with
Sollu\tlzlcl)n Problem registered in central DB.
— GGUS support
Central Automatlc_tlcket
SUPDO_ft conversion Central GGUS Web portal + Workflow engine with
application L application problem and solution DB
. CIC on duty
(
ROC su
| Sy cd cdl
Regional %
support < ROC DECH ROC F ” o

applications

- ofe
Assign ticket Reassign
~ to VO
R ECH Tools support Middleware support
Quattor gLite
E-mail lists < [ AdminsRC2 | dCache FTS
(.
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Advantages and challenges of the GGUS appl. model

ceee

Enabling Grids for
E-science in Europe

Advantages

® All steps of the support process are registered centrally

® User and all involved units can monitor the support process
= communication always synchronised

®* Workflow can be optimised (automatised)

® Problems and solutions stored for re-use (solution DB)

Challenges

® to define the support units (find the people)

® to develop and implement the workflow

® to develop the central GGUS application

® to develop interfaces between the GGUS application and those
applications used by the ROCs, CICs, VOs, ...

GridKa School 2005, September 26-30, 2005, Karlsruhe, Germany



GGUS application system architecture eee

E-science in Europe

AN
-

Resources
and Status

User

~_

R
N

Central
User
DB

Web-Interface for user interaction c%
o9
Middleware & Interfaces | = § w 2
@) o _g CZDL o M
2|2 88 o
GGUS Helpdesk |2 | & |2 ¢© %_cn
. . (0]
Application LR = < 9 0
(Remedy) S 1285 )
3 |S 9
. . (@) (0]
Reporting & Analysis o =1
VO Universal
DB Database for GRID

related problems
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User support: GGUS application model S

E-science in Europe
| need help! | send ; T
e-mail to %}) _ _
VO-SUDport@ggus.org E-Mail automatically converted to

o GGUS ticket.
Mail with
ai wi Problem registered in central DB.

solution
( GGUS support
Central
support < Central GGUS Workflow engine with
application application problem and solution DB
N~
~ CIC on duty
ROC support ROC support -
| R ad ad
Regional %
support < ROC DECH ROC F ‘.
applications
-
~ :
RCs DECH Tools support Middleware support
Admins RC 1 Quattor gLite
E-mail lists <~ AGMINSRCZ el Ak
-
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. Jelde
User support: alternative path

E-science in Europe

| need help! & i
| use the portal @

of my ROC

( GGUS support
Central
support < Central GGUS Workflow engine with
application application problem and solution DB
N~
~ CIC on duty
ROC support ROC s Interfaces among —I —I
Regional applications L S
support < ROC DECH ROC F CIC
applications CI_CI CI_CI
N cd)
~ :
RCs DECH Tools support Middleware support VO support
Admins RC 1 Quattor gLite BioMed
-
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©)ROC DE/CH SUPPORT PORTAL - Mozilla Firefox

Datei Eearbeiten  Ansicht  Gehe  Lesezeichen

Extras  Hife

Qzl - [> . @1 @ ‘w -support Fzk, defpages/home, php

A O |G

nabling Crids

for E-scienc

Welcome to DEICH Support

What is a ROC?
Sorne words about ROC DECH?

Secure access via grid certificate

Latest news

Mews fram GEUS
Mews portal for German/Zwiss federation online

Mewys from Gridks

Upgrade of warkemades to LG 26

Tickets @ ROC DE/CH
» Submit new ticket

Tickets from Holger Marte(;access via [:Eﬂiﬁ[:atED
IC Status Info

“ou don't have tickets in the system

Open tickets of all users

I Experimert  Date Info
159 atlas 2005-09-21
£2  none 2005-07-28  LCG site registry

» Search solved ticket

a4

Monitoring Infos

v Jobstatus Gridia

problem with mutti globus-url-copy paral...

| A

| Fertig

| dech-support. fzk.de = y

ceee

Enabling Grids for
E-science in Europe

User view

http://dech-support.fzk.de
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£)ROC DE/CH SUPPDRT PORTAL - Mozilla Firefox -0l x|
Datei  Bearbeitem  Ansicht  Gehe  Lesezeichen  Extras  Hilfe u

QEI - ED‘ - @ @ ||_| https: fidech-support, Fzk, defpages/ticket, php ﬂj @ G0 I@,

@ Erste Schritte |20 Aktuelle Nachrichte. ..

Home | Submit ticket | Support staff | Contact | Masthead

e-ee e

nabling Crids

for E-scienc

ceee

Enabling Grids for
E-science in Europe

User view
“submit ticket”

Submit ticket
User information Certification Autharities
Mame: Holger Marten E-Mail; |
CC to: I \f’lrtl.lal . Ephgase select j
Crganisation: alice

Ticket information atlas
Date / Time of Problem: |2|:|[|5 jl 09 jl a5 j ! |14 jl 29 j UTC Iml-rmatiun
=hart description (requirad) | cdf

cms
Describe your problem: COMpass

dd

dteam

lhch

madgic

nane

. lease select

Type of problern: I please select j Priority: |F|jeas argent vl
%0 specific problem? Cyes @ g

Upload attachment: I Durchsuchen... |(n|:| exe/phpihtmi]) files please)

Submit

Fertig | dech-support. Fzk.de (= i

http://dech-support.fzk.de
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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

Concluding remarks

= TN
PC-Cluster : Ana
Storage Supercomputer !
J Archive
°F T Apart from middleware development

—

there is a lot of work to make this
a user friendly environment.

N

PC-Cluster

w

Nl

Supercomputer
S

N

Sl 7
)52

Archive

T

"Virtualisation® of Resources
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Forschungszentrum Karlsruhe
in der Helmholtz-Gemeinschaft

Concluding remarks

Thank you !

EGEE is funded by the European Community under grant

IST-2002-508833. @ Bundesministerium
. E & | fiir Bildung

Information Soder: Ve appreciate the continuous interest and support by the und Forschung
Bt . Federal Ministry of Education and Research, BMBF.

==
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