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e The Support Model

Enabling Grids for E-sciencE

The support model in EGEE can be captioned
“Reqgional Support with Central Coordination"
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Sl Coordination: ESC

Enabling Grids for E-sciencE

m Chaired by Flavia Donno/Alistair Mills
(Kick off meeting of ESC at Karlsruhe - 27 January 2005)

m Goal:
To ensure an effective, efficient, scalable Grid User Support Service.
It coordinates operations, follows/cures infrastructure problems, takes
users/supporters input.

m Members:
people from CERN, UK, France, Italy, Germany, Czech, ROCs,
representatives from VOs, NA3, other Grids (OSG and NorduGrid),
Taiwan, ROC_US

m ESC meets monthly to discuss organization issues and problems.



Sl Problem reporting

Enabling Grids for E-sciencE

Users can make a support request via their Regional
Operations' Center (ROC) or their

Virtual Organisation (VO).
Within GGUS there is an internal support structure for

all support requests.

Local
Helpdesk

Central
Application

www.ggus.org (GGUS)

Problem

Vo-user-support@ggus.org

‘ helpdesk@ggus.org




Sl Support Workflow

Enabling Grids for E-sciencE

For VO users and VO specific problems

Mail to <\VO>-user-

support@ggus.org -

| i
- gi)lve_s%_ ‘ "‘: """ Automatic
- Classifies . :
Ticket Creation

- Monitors TPM

Grid+VO

experts
VO-specific Central Application

(GGUS)

VO Suppor
Units




Sl Support Workflow

For general Grid problems: beginners,
Operations, Deployment, etc.

Mail to
helpdesk@ggus.org

Automatic
Ticket Creation

- Solves
- Classifies
- Monitors SEniliEl CeUs
Application
VO Support ROC Operations Middleware Deployment Network
Units Support Units  Support Support Units Support Units  Support




Sl Support Workflow

Enabling Grids for E-sciencE

...3
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TPM
- Solves I—/

- Classifies
- Monitors Central GGUS
Application
VO Support ROC Operations Middleware Deployment Network

Units

Support Support Units Support Units  Support

Support Units




Sl Support Workflow

Enabling Grids for E-sciencE

Local Helpdesk a

Automatic
Ticket
Creation

TPM
|
- Solves ‘

Local
Helpdesk

Local
Problem?

- Classifies — -
Central Application

: MonltOW (GGUS)

VO Support ROC Operations Middleware Deployment Network
Units Support Units  Support Support Units Support Units  Support




GGUS Portal: user services

Enabling Grids for E-sciencE

Datei EBearbeiten Ansicht Gehe Lesezeichen Extras  Hife o

= &) @ @ @ @ @ @ ] hittpsi{gus. Fzk.de/pagesihome.php QQ @

| @susE Wmozila.org @ Zentraler Druckservice - Kantine @ HIKPC - B M FreeMail BispiEceL onme BRocus Biacus - Test DF warterbuch [Glaoogle

FAQ/Wiki - Documentation - Contact - Masthead
. T HE |
| S5

nabling Crids
lor £-gcianc:

Home - Submit ticket + Support staff

Welcome to Global Grid User Support

Browseable tickets

What is GGUS? Latest news

Read more about the idea and the concept of GGUS e I
ew features in the current GGUS releas \ Search throu h Solved tickets

Tickets @ GGUS News from GGLUS

Ehr e el Mew portal for Gerrman/Swiss fedey

» new: Create tickst using the email-interface. Find details here News from Cricks
Upgrade of workernodes to
Tickets from Torsten Antoni (access via certificate)

Useful links (Wiki FAQ)

7

L& Stetus Date Infa v see also news at ClCFortal

2599 solved 2005-05-23 SO0 Hancaver Ticket

2509 solved 2005-05-17 SO0 Handaver Ticket \

2424 solved 2005-05-10 S0D Handover Ticket L

2166 zolved 2003-04-16 S0D Handower t\?ket Monitoring In Latest News
2079 salved 2005-04-05 SO0 Handover Ticket EEE——
2074 closed 2003-04-08 SOD Hanclover Ticket v CIC-Porta

1954 closed 2005-03-24 SO0 Handaver Ticket » COCD

1897 closed 2005-03-18 S0D Handover Ticket

_ GGUS Search Engine

Open tickets of all users

I WO Diate Inta . . .

4567 none nia down E (! ﬂ ! g ! )
4566 none nia Job submizsion failed l/ U d ated d Oc u m entatl O n I kl FA
4865 none nia Job list match fails

4564 none nia Joh list match fails

4863 none nia info not published

4260 atlas 2005-10-19 cltlcace0 in2p3 fr does not compile S

HEEL henel HE s » GEUS-Knowledge-Base u.c

4352 none  nia CA&, rpms version » Documentation

4845 cdf 2005-10-18  instable connection » GEUS-FAQ - Wiki pages

4547 none nia replication failed

4245 none nia replication failed

4527 none nia JS - Jok gat an errar while inthe Concggl.

4514 hiomed  2005-10-17 Problems to submit jobs ta the vo Big
4797 atlas 2005-10-14 problems with 9.0.4 releasze on =it
4763 none nia Failed to connect to Producer
» show all open tickets

[IF

» Search solved ticket

(<]
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GGUS Portal: Search engine

Enabling Grids for E-sciencE

Ixsle3. cern.ch - PuTTY Ixsle3. cern. ch - PUTTY.
~ » clear
* * ~ » ldapsearch -H ldap://SLCG GFAL INFOSYS -b "mds-vo-name=local, o=
* The LXPLUS Public Login Unix Service * grid" -x | more
* (Scientific Linux SLC 2.0.5) * version: 2
* *
* * #
* A web page containing information about this Linux version on LXPLUS: = 4 filter: (objectclass=*)
*  http://cern.ch/plus/3LC3.html & # regquesting: ALL
* In case of problems, please contact the helpdesk: tel 78888 & #
* If wou have any feedback not already included there please send it to: *
* it-dep-fio-1lx=lc3lcern.ch w # local, grid
* * dn: mds-vo-name=local,o=grid
* In & objectClass: GlueTop GGUS
* http://cern.ch/plus : Information on the usage of LXPLUS/LXBATCH *
* http://cern.ch/ComputingRules : Govern the use of CERN computing facilities * # nsc, local, grid h
@ @ dn: mds-vo-name=nsc,mds-vo-name=local,o=grid Searc
FEEAELEL hEEEE hEEEE hEEEE hEEEE hEEEE hEEEAEE ObjeCtClSSS: GlueTop
-
# pic, local, grid En!]lne
dn: mds-vo-name=pic,mnds-vo-name=local, o=grid N
objectClass: ZlusTop Ongolng
Could not create LDAP session handle (2): Time linit exceeded # BIFI, local, grid k
= I | dn: mds-vo-name=BIFI,mds-vo-name=local, o=grid Wor tO

m= make it faster

= Ldap Errors - Mozilla

r obal Grid - u r : oxilla u 'E“f £ !iew go;okmar;s Toals window 1 5 and tO SearCh
Fle Edt Vew Go Bockmarks Took W b Fle Edt Vew Go Bockmarks Took Widow belp e . = ., FE [ s oo, tiahee || 2 search| P« “
: = - . = - Retoad Frint
= .2 5 . . =+ L= a . =+ &
= T e B hittrs: dejpagestn % |[ 8 search| =B - e & bt o g siica et v | & Search | =8 - Shvome | Bockmarks #moziia.org Zmazliazine 4 mozdev.org roug a
T Abrome | Wesckmarks #moziliaorg #mozilazing £ mecderorg T Abrome | Wesckmarks #moziliaorg #mozilazing £ mecderorg Ne’"lm Previous] [Coniems! -d
o i ) ) | ) texr: Laap Web Tools and Up: Grd Ins: wa e, Previous: Query Evamples Comtents Wi erset
Monitoring Infos - . Search =
b o comm vs Report f d
; a of docs
L goc grid sinica edutw 1 Results I.dnp Errors
wieh, - 10 Resuts d DB
: = Most Ldap eror message mise sther when the -x option is missing or when the site and port an S
Could not create LOAP session handle (3): Time limit exceeded site:goc.grid.sinica.edu.twigocwiki inFormation symtas is | Possible ecvor message and related mistakce are Lited in the Eollowing
] table.
i (3) Time im# gxcovded] W ifatine axesaded value of the Condor lmin
H11.FTPD GSSAP! emce; The host key could net be Gund in: S1-FTPO ..
h ica edy twigotwkuTrouble:
Could not create LDAP session handle (3): Time limit excesded site: Results 1- 1007 sbout 3080 0.2
LDAP Frrovs
e Ldap Errars
q » GEUSFAG Cou DAP session handls [3): Time limit sxcaaded, messing ldap Mermge Eerer
B 5 authentication started ... : . . iasing
hitp ahcefintogrdiedy! -Afnoded. bt - 4k 3
e . (311 Tisme 36 Y P m———
&0 Store Works Active Di /
S b T =
Lap_sasi_inbucacrive bind_a: Lecal seeer P
3 3 Liap_Bind: Can'e conmars LUAP server T
< > < >
S - S ¥
e O oF [ o | Y % 3 o2 (D o bip:ffewwbonft) grdfedgi-bodedbeml [ | =gl -
e L ) R | == = e
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Enabling Grids for E-sciencE

Ticket submit

| Datsi Bearbeiten Ansicht Gehe Leseeeichen Extras Hilfe

QD (=) @ (v) @ @ @ @ % https: [fgus Fzk.defpages/ticket . php?gotopg=home

@ suse Wmazila.org @ Zertraler Druckservice - Kantine @LHIK PC-BK M Freemal FRsriEGEL ovE BMaels BRGGUS - Test TF wirterbuch

FAQAWiki - Documentation - Contact + Masthead

Home * Submit ticket - Support staff
Submit ticket

User information
Marne: Tarsten Antoni E-Mail:

CC to: | Virtual
Organigation:

Certification Authorities

please select

Ticket information

Date / Time of Problem: 2005 - 10 B2 20 &)/ [ o8 Q 0z [ UTG local tirme and UTC infarmation

Short description (reguired)

Describe your problerm:

hack

& 66U - Gyl Gl sy Suupnrt - phuxllk Fire.e

Type of problem please select Priatity: [ less wgent [+]
YO gpecific problem? ngs ®no
Upload attachment: | Duwchsuchen... | (no exefphpditrmil) files please)

Submit

Datel EBearbeiten Ansicht Gehe Lesezeichen Extras Hiffe o

@p 0 @0 @O @@ 3 hirpsujaus fecdsipagesfemal_interfacs_nfo php g Gl

@55 @emozila.org @ Zentraler Druckservice - Kantine @)L HIK PC- B ML FreaMal [SPIEGEL OMINE BRGeUS RGeS - Test TF worterbuch [G]@nogle

FAQWiki - D - Contact - Mastt |

nabling Grids|
for £-scienc

Home - Submit ticket - Support staff
GGUS email-interface

Infarmation

GGUS offers to WO users the possibility to create tickets also via email. If an email is sent to one of the following email addresses a ticket
will be created in the GGUS system and automatically assigned to the appropriate YO-support unit. The subject of the email will show up a
short description of the problem, the body of the email as detailed description. The submitter of the email will be notified about the ticket
creation by email, including the ticket-1D and a pointer to GGUS

Mew: You can add a priority to the mail

Just add one of the following strings to the subject of your mail
[1]- less urgent

[2] - urgent

[3] - wery urgent

[4] - top priority

Example: Subj: [2] Problems deleting a file on the grid

If you don't add any string to the ticket the priority will be considerad as "less urgent”

; Fertig

» alice-user-suppont@ggus. org

Support for all VOs will available:
global (recognized throughout EGEE)

and regional (support provided
by specific ROCs)

INFSO-RI-508833

» atlas-usersuppot@ggus.arg

» biomed-user-supportEggus. org

» cdf-user-supporti@ggus. org

» CMIg-User-SUpporti@ogus. org

» compchem-user-support@ggus. org
» enoc-support@ggus. org

» eSt-userSUppOHEYYUS. org

r lhch-user-supporti@ggus. ory

» magic-usersupport@ggus.ory

If the user does not know which %O list to use, then the user can use the genetic mail address for GGUS which is called
» helpdesk@ogus.org

B

(<]

e =]

Fertig & qus.fekde

F. Donno, T. Antoni, EGEE-IV, Pisa
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Enabling Grids for E-sciencE

Supporter’s view

Datei Bearbeiten Ansicht  Gehe Lesezeichen Extras  Hilfe o
% G)‘ @ @ @ @ @ @ |ﬁ https: ffgus.fzk.defpages/support. php ﬁ| ng |
@ suse Prozila.org €L Zentraler Druckservice - Kartine @LHIKPC - BK MU Freetail EsPIEGEL ONLINE BRacus BReaUs - Test DF werterbuch [Gleoogle
=]
FAQWWiki - Documentation - Contact - Masthead |
L3 Sy .-—
FELNE ecee
\ = Enabling Grids
- | for E-seignct
Home - Submit ticket - Support staff
Support Staff
Welcome to GGUS HelpDesk System
» Enter the Support-Webhinterface Administration GGUS-Website
» Mewes Administration
» User Administrator
» Information for supporters
» ESC internal pages » ClC-Metrics
» People behind support-railing-lists®0s
» External support list information » Download Metrics
Useful Links for Admins
» Tutorial for GGUS-HelpDesk System e GO Accounting Services
v EGEE Suppart processes and workflowes v GOC DB
» GOC Fages
v CIC Follow Up FAG » GOC Monitoring oveniew
» CIC Portal » Gridka FBS-Status
» Federations and contacts J HE_F'—VCI _Managers
v GGUS Supporters E-mailing Lists v ltalian Grid Knowladge Base
» Inifos about Responsible Unit » RGMA Tools / Monitoring
» SIS Monitor at ASCC » oite functional tests
E
3 | 3
Fertig & qus.fzk.de i




Ticket search

Enabling Grids for E-sciencE

rSuupur - tuzil Fireioe

SO0

& cols Gt ol

Datei Bearbeiten pAnsicht Gehe Lesezeichen Extras  Hife

- % &) @ 'L_,) @ @ @ @ & https: ffgus. fzk. defws foveres.php

o

=

8l ol

- @ suse @mozila.org @ Zentraler Druckservice | Kantine @LHIK PC-BK M Freemail [fsPiEGEL onune BRaaus FRGaUs - Test D wiirterbuch [GlGoogle

FAQMWiki - Documentation - Contact - Masthead

GGUS WEBE HelpDesk

Home -

nabling Crids

for E-soimng

Submit ticket - Support staff

START SEARCH: Ticket-ID: ale Support Unit - User - Keyword - GGLUS mail
latest - new - open - solved - reopened - all - tickets
17 tickets found. Criteria: status=open =
Ticket-ID i, Crg. Resp. Unit Status Date Info
4567 cre ROC_Haly assigned s dowen
4566 More ROC_France in progress nis Job submizsion failed
4565 nane ROC_Russia sssigned nis Job list match fails :
4564 none ROC_ UHreland assigned ] Job list match fails
4563 plalglc] ClC-on-cuty sesigned s info nat publizhed
4560 stlas SOSupport inprogress 2005-10-19  clrlegeet in2pa fr does not compile C++ code
4554 nane ROC_CERN sssigned nis dowwen =
4552 niore ROC_DEMCH in progress nig CA rpms version
4548 cf ROC_DEMCH inprogress 2005-10-15  instakle connection
4547 More ROC_SE in progress nis replication failed
4546 none ROC Uireland in progress nda replication failed EJ
Azl e L Lo T B ] im_ e RIS [l Latemmbonm s nnaasdaile, in bl CnmelawS s an, =
: Fertig B qus.fzk.de
INFSO-RI-508833 F. Donno, T. Antoni, EGEE-IV, Pisa 13



Ticket data

@ ({5 % j ﬂa‘

Datei Bearbeiten Ansicht Gehe Lesezeichen Extras Hiffe O

% ) @ 0 @ @ @ @ & httPs:,l’,l’gus.sz.de!f_ws_!fuverview.p_l‘_lp?q_uah=sulved&resultlist=1&ticket=4862

@ suse Pmoalla.org @ zentraler Druckservice §- Kartine @ HIKPC-BK 2 FreeMal fspiEGEL onune BRcaus BAaeUs - Test T warterbuch

Enabling Grids for E-sciencE

Glo el Gyl Suupurt - Huzilly F

[Histary] [Modify Ticket]

Information Ticket-1D: 4862

Description:

Solution:

Submitter of this ticket Ticket relevant data
Mame:; Faricla Fassi Drate of problem: 2005-10-18 11:10 UTC
Lowin: Mail-Biat Type of problem: Core Services
E-tail: faridai@ific.uy es WO zpecific: Mo 4
Links "Mail to zubmitter fanyhody" Pricrity: less urgent
have been moved to the modiny section. Wirtual Organisation: none
Responzible Unit: TP
Status: solved

edg-Irc command
Detailed description:

Hello,

Could you tel me what is wrong inthe following, | have not managed
to get it weorking.

-hash-2.05k% edy-lrc pinsForGuid

guic: BEDF209C-2388-0911-9466-003045293916 --endpoint SLREC_EMDPOIMT
Unexpected exception from servet : Mo such operation 'getPfns' Lo
-hash-2.05b% echo JLRC_ENDPOINT

kit Stlzatlas.cern.ch 77T Tiatlas 2 2edy-replica-metadata-catalogizervicesfedy-replica-metadata-catalog

Mary thanks in advance

Farica

‘Wong LRC endpoint

Detailed solution:

Dear user, the LRC endpoint you are using is wrong. You are using the RMC endpoirt istead. The correct LRC endpoint is:

http: Mrlsatlas. cern.ch 77T Tiatlas i 2 2edy-local-replica-catalogiservicesiedi-local-replica-catalog The LRC/RME endpoints can be obtained using the Ico-infosites command: % lcg-infosites —-vo atlas o
Make sure that LOG_GFAL_INFOSYS points to log-bdii.cern.ch. [lxplus070] ~ = lcg-infostes --vo atlas ke hitp: Srlsatlas cetn.ch 777 Piatlazi 2 2edy-local-replica-cataloofzervicesiedy- ocal-replica-catalog
[plus070] ~ = echo SLCG_GFAL_INFOSYS leg-hdii.cern.ch:21 70 Please, for further details check the LCG User Guide: hitps:fedms cern.chifile/4544 390U CG-2-UserGuide html Flavia

You may also want ta look in the ticket histary if there are any
- prefiminaty solutions - internal diary entries - sssignments to person - involved persons

[TOP] [Madify ticket]

History Ticket.ID: 4862
Date of change / Last modifier

2005-10-1911:10UTC
Farida Fassi

20051019 11:21 UTC

Action taken

nevy [GlobalGridlser Support)

chanced tvee of problem: Core Service:

¥

‘“Warten auf gus.fzk.de. ..

INFSO-RI-508833

F. Donno, T. Antoni, EGEE-IV, Pisa 14



Ticket history

Enabling Grids for E-sciencE

s a@m‘
Datei Bearbeiten Ansicht Gehe Lesezeichen Extras Hiffe o
% ) @ '."_.] @ @ @ @ & htbps: ffgus ek, de fwsfover view. php?quali=salvedresultlist=1 &icket =462 @@ IQ,

@ suse Pmoalla.org @ zentraler Druckservice §- Kartine @ HIKPC-BK 2 FreeMal fspiEGEL onunge B¥caus BAaeUs - Test T warterbuch

- ozl Fl

[TOP] [Madify ticket]

History Ticket-1D: 4862
Date of change ! Last modifier Action taken
2005-10-1911:10UTC newy [(GlobalGridlser Support)
Farida Fassi
2005-10-1911:21 UTC changed type of problem: Core Services
Farida Fassi
2005-10-189 11:22 UTC assigned (TPM)
Guerter Grein
2005-10-19 1421 UTC solved (TPh)
Flavia Donno Wong LRC endpoint
Dear uzer,

the LRC endpoint you sre using is wrong. You are using the RMC endpoint istead.
The correct LRC endpoint is:
hittp fitlsatlas cern.ch: 777 T fatlasi 2 2iedg-local-replica-catalogfservicesiedy-locsl-replica-catalog

The LECRMC endpoints can be obtained using the lcg-infosites commancd:
% lcg-infosites --vo atlas Iro
Make sure that LCG_GFAL_INFOSYS points to leg-bdi.cern.ch.

[lxplus070] ~ = lcg-infosites --vo atlas Irc

httpeirlsatlas .cern.ch: 7777 fatlasivz 2iedg-local-replica-catalogiservices/edg-|
ocal-replica-catalog

[lplus070] ~ = echo $LCG_GFAL_INFOSYS

leg-bdi.cern.ch: 2170

Pleaze, for further detsils check the LCG User Guide:
hittprs: Medms cetn .chifile/ds44 390 CG-2-UserGuide himl

Flavia
[TOP] [Histary]
Modify section Ticket-ID: 4862
Mail to submitter (fatida@ific Uy.es)
Mail to anybody
Assign ticket to support unit: Change status: Type of problem:
TPM [+] salved [+] Core Services ]
Assign ticket to one person: Change V0: Change prioriy:
none [+]] less Lrgent ]
(valid email address please)
Involve others: YO specific?
yes On® =
Fertig 2 qus.fzk.de

INFSO-RI-508833 F. Donno, T. Antoni, EGEE-IV, Pisa 15



Icket modification

JF]

SUunurn

Datei Bearbeiten Ansicht Gehe Lesezeichen Extras Hiffe o

| % (=) @ "\_:] @ @ @ @ & httPs:,l’,!’gus.sz.de!f_ws_!fuverview.p_l‘_lp?q_uah=sulved&resultlist=1&ticket=4862 @Q IQ,

@ suse moalla.org @ zentraler Druckservice - Kartine @ HIKPC-BK % FreeMal fHsriEcer onne B¥aaus BReeus - Test TF warterbuch [Glaongle

[TOP] [Histary]

Modify section Ticket-ID: 4862

Mail to submitter (faridai@ific.uv.es)

Mail to anybody
Assign ticket to support unit: Change status: Type of problem:
TPM ] sobved [+ Core Services ]
Assign ticket to one person: Change ¥0: Change priority: .
hone (] less Lrgent =
Cvalict email address please)
Involve others: VO gpecific?
yes O o @

tseparaie I’HL‘Aﬂiph‘B emails .by"".")

Internal diary (Messaoe is visible for support staff only)

056 it ho s =olrdominds e olsplad I eheRn R lss Selis iy bR O et S oleH
Wrong LRC endpoint

Insert/add detailed solution or its (also to be used for preliminary salutions)

Dear user,

ithe LRC endpoint you are using is wrong. You are using the RMC endpoint istead
The correct LRC endpoint is:

http:firlsatlas. cem. chi7 777 fatlasi2 2fedg-localreplica-catalog/senices/edg-local-replica-cal

The LRC/RMC endpoints can be obtained using the lcg-infosites command:
% lcg-infosites -—-vo atlas [rc
Make sure that LCG_GFAL INFOSYS points to lcg-bdii. cern.ch.

[lxplus070] ~ = leg-infosites --vo atlas Irc =
http:frlsatlas. cem. chi7 777 fatlashi2 2fedy-local-replica-catalog/serices/adg-|
Qi A |

Wart to upload sttachment? _

Save modification and submit

Fertig & gus.fzk.de

INFSO-RI-508833 F. Donno, T. Antoni, EGEE-IV, Pisa 16



G The GGUS Supporters

Enabling Grids for E-sciencE
Specialized Support:

rﬂ
suppll
Middleware, Deployment,

Support specialized VO Support

Ticket Processing Managers (TPM) :
Generic grid experts

VO TPMs:

First line supporters for VOs

"ﬂ" local support and services
ENOC.:
network support

* You need to register in order to be able to use the GGUS portal (GSI or password based)

» Documentation available describing the duties of a supporter: docs 1300, 1200, 1100, 8600.

» Supporter ? If you think you have a good knowledge in Grid and have time to provide support,
please contact your ROC or directly ESC at:

To apply as a supporter:

https://qus.fzk.de/admin/apply4staff.php project-eu-egee-sal-esc@cern.ch

INFSO-RI-508833 F. Donno, T. Antoni, EGEE-IV, Pisa 17



GIEIGIG) The Ticket Processing Managers

Enabling Grids for E-sciencE

There are two kinds of Ticket Processing Managers: ‘ﬁ
Suppt

« The Generic TPM:

« Generic Grid middleware experts TPM

» Experience in Grid installation and configuration Support

« First line support ——
==

» Provide answers to tickets whenever possible
 Assign the ticket to one of the second level support units or to a ROC

* Follow all tickets and make sure they receive a timely and correct answer
» Can be contacted via support@ggus.org

» Can contact themselves using the e-mailing list tpm-grid-support@cern.ch

« The VO TPM:
« People with experience in both generic Grid problems and VO specific software
* Receive VO specific tickets at the same time
or after the generic TPM depending on VO
» They have the same duties as a generic TPM
o If a problem is really due to VO software
they use the VO support structures to solve the problem

INFSO-RI-508833 F. Donno, T. Antoni, EGEE-IV, Pisa 18



CIeICJC) The Ticket Processing Managers

Enabling Grids for E-sciencE
VO
SupPS

Suppon

There are two kinds of Ticket Processing Managers:

» The Generic TPM: they are generic Grid middleware experts with some
experience in Grid installation and configuration. They are the first line
support and provide answers to tickets whenever possible => they look into
the tickets details and try to understand the nature of the problem providing
a solution. If the problem goes behind the expertise of a generic TPM, then
the TPM assigns the ticket to one of the second level specialized support
units or to a ROC. Their responsibilities are described in the document 8600.
They keep users updated with the status of the ticket (will be made automatic
with the next portal release — however this responsibility will stay for TPMSs).

They follow all tickets (beside CIC-on-Duty) and make sure they receive a timely
and correct answer. They can be contacted by support@ggus.org and they can contact
themselves using the e-mailing list tpm-grid-support@cern.ch.

-d!b

» The VO TPM: they are people with experience in both generic Grid problems and VO specific software.
Depending on the VO, they can receive VO specific tickets at the same time a generic TPM
receives them or after the generic TPM has process the ticket and decided to hand it over to VO
TPM. Their responsibilities are documented in 8600 and VO specific FAQs docs. They have the
same duties as a generic TPM. If they recognize that the problem is really due to VO software and
does not concern the Grid, then they use the internal VO specialized mailing lists to contact
experts and have the problem solved. Once they receive the answer from the VO experts,
they fill the answer in the “Solution” field of the ticket and set the ticket status to “solved”, so that
the user gets notified.
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C The TPM effort

Enabling Grids for E-sciencE

* At present the ROCs contributing to the TPM effort are the following:
ROC-CERN, ROC-CE, ROC-SE, ROC-SW, ROC-Russia
for a total of 20 people. Other ROCs will join soon.

» The CERN Helpdesk is at the moment able to process between 1000 and 1400 tickets per week,
having about 30 TPM equivalent on shift in groups of 5 to 7 people.

*The current TPMs normally take weekly shift of one or 2 people (CERN is always present). Normally
a TPM does not spend more than 2 hours to process the tickets assigned.

» The people contributing to TPM are now quite sufficient for the task. With the available people the
same person takes shift every 8-9 weeks.

« A TPM can always ask for the help of other TPMs with experience for solving a problem sending e-
mail to tpm-grid-support@cern.ch. That's how a TPM gets trained as well, beside the documentation
and the training courses organized by NA3.
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User and Supporters Training

Enabling Grids for E-sciencE

* NA3 participates to GGUS/ESC discussions. Using material partially
produced by members of ESC in various occasions they have prepared
training sessions for users. One of the event was the Biomed training in
Clermont-Ferrand

http://agenda.cern.ch/fullAgenda.php?ida=a053765

» The CERN Help Desk has been trained to direct users to GGUS.

» Supporters are also trained while doing their support job. They are
assisted by more experienced supporters. They can always ask questions to
tpm-grid-support@cern.ch for technical support. They can contact
support@ggqus.org for procedural questions. A GGUS telephone hot line has
been put in place.

» Documentation available for the duties of a supporter: docs 1300, 1200, I
1100, 8600, 9100 o

(https://qus.fzk.de/pages/info for supporters.php).
It is constantly updated.
£uppon

INFSO-RI-508833 F. Donno, T. Antoni, EGEE-IV, Pisa 21




User and Supporters Training

Enabling Grids for E-sciencE

Next Training Event:

Supporters training at Forschungszentrum Karlsruhe 10-11/11/05
Presentations about the Support System for Supporters, TPM and VO TPM

Hands on GGUS

http://agenda.cern.ch/fullAgenda.php?ida=a056547

Registration page: ”
http://www.egee.nesc.ac.uk/ ‘ !
! TPM
upport

VO

W
:h_/J
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Some statistics: users per VO

Enabling Grids for E-sciencE

Registered users and supporters
250 230
200 —‘
52
150 -
@ Users per VO
W Users with support access
100 A
55 52
50 40 M 42 389
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65 2 2 |_I
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Performance statistics

Enabling Grids for E-sciencE

Average processing times for cms
Tickets 2005-09 S t b
i i i 140:01:52 eptemper
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‘S 150 | = ticket solution
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—
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GGUS: Resilience to failures

Enabling Grids for E-sciencE

* Ensure the availability of the GGUS System with Remedy
Server Groups option: two identical systems can access the
same DB-tables at the same time + enables load balancing

FZK - Redundant Internet Connection

GGUS Application PHP Mail-Tool GGUS Application PHP Mail-Tool

Webpages
SSL
Apache Webserver

Webpages
SSL
Apache Webserver

Tomcat connector Tomcat connector

o)
T
jv)
i)
T
jv)

| RemedyServer M M  wso | | RemedyServer M  wso |

Remedy Server MySQL

Oracle Runtime

Remedy Server MySQL

Oracle Runtime

Tomcat JSP Server

Java Runtime und SDK!

Tomcat JSP Server
Java Runtime und SDK!

Linux fetchmail, gmail, procmail, Firewall Linux fetchmail, gmail, procmail, Firewall

Linux OS RedHat Enterprice-Server 3 Linux OS RedHat Enterprice-Server 3

o
-

FZK - Redundant Oracle Cluster
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GGUS: Resilience to failures

Enabling Grids for E-sciencE

GGUS/ESC is now taking part to the
Grid Operations meeting.

GGUS/FZK is working on a redundant system
consisting of two identical systems at two
different locations within the FZK-campus.
They share the load. If one fails the other
can take over the whole work.

GGUS/FZK is not resilient to network

failures. A plan is being put in place to
create a clone of the infrastructure
somewhere else (Taiwan). This was an
explicit request coming from Grid
Operations to make the infrastructure more
robust.

-~
e fa, 45a
%

14 Zantrale Lieferzutahet
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Conclusions

Enabling Grids for E-sciencE

The functionality and usability of the GGUS system has improved in the
last months, thanks to the help of the ROCs (more tickets submitted, more
customers and general appreciation of the service).

GGUS/ESC coordinates the effort and operations: key body.

The existent interfaces with the ROCs are quite practical and make the
system function as one. Most ROCs have established functional interfaces
with GGUS, the others are working on it.

The ticket traffic is increasing. We still do not know what a realistic figure
would be for the number of ticket to be expected. The system can be
dimensioned appropriately with more TPMs and support units.

A lot of metrics established to measure the performance of the system
(performance of a supporter/support unit, tickets solved/week/VOs, # of
tickets filed in Wiki pages, etc.). The measures refer only to the central
system. Each ROC processes and solves also local requests. Measures for
each ROC are also available.

GGUS is working on a plan to offer resilience to system and network
failures.

We need more specialized supporters in order to help the supporters at
CERN who now are the main source of knowledge and help.
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