Multiscale Materials Modelling

on High Performance Computer Architectures

MMM@HPC

Project coordination

Coordinator
ﬂ(l I Dr. Wolfgang Wenzel
Karlsruhe Institute of Technology Institute Of NanOtECh nOIOgy

Karlsruhe Institute of Technology
Germany

CAPACITIES

In charge for HPC/grid aspects
Dr. lvan Kondov

Steinbuch Centre for Computing
Karlsruhe Institute of Technology
Germany

e-infrastructure

The project MMM@HPC is funded by the 7th Framework Programme of the European Commission within the Research Infrastructures

with grant agreement number RI-261594.



Motivation, objectives and main concept
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= However it still lacks:

= Integration on different size and time
scales to address real-life problems

= Community and e-infrastructures with
both industry and academia involvement




Application example
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= QM/MM interface simple: no ' '
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= MM/KMC interface complex,
but conceptually simple

= KMC/FEA interface necessary —
to simulate whole device
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Overview of infrastructure

¢ Diverse & modular
* Open & extendable
UNICORE e Secure & stable

Workflows and other Services

e Efficient, adaptable
. e Maintainable & accessible
GridBeans e Graphical User Interface

Application Integration

o e OLEDs (MINOTOR/BASF)
Key Applications e Li-lon Batteries (CEA)
e Carbon Devices (Nokia)

Industry .
e Molecular Electronics (Sony)
] o e Developers (Academics)
Community Building e Resources (HPC Providers)
PRACE e Users

(Industry/SME/Academics)
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