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ESARDA 

ESARDA is an association of European organizations formed to advance and 
harmonize research and· development for safeguards. lt also provides a forum for 
the exchange of information and ideas between nuclear facility operators and 
Safeguarding authorities. 

lts partners as of 1st June 1982 were: 

- The European Atomic Energy Community 

- The Kernforschungszentrum Karlsruhe (KfK)- Fed. Rep. of Germany 

- The Centre d'Etude de I'Energie Nucleaire - Studiecentrum voor Kernenergie 
(CEN/SCK)- Belgium 

- The Comitato Nazianaleper Ia Ricerca e per lo Sviluppo deii'Energia Nucleare e 
delle Energie Alternative (EN EA)- ltaly 

- The Stichting Energie Onderzoek Centrum Nederland (ECN)- Netherlands 
- The United Kingdom Atomic Energy Authority (UKAEA)- Great Britain 
- The Energistyrelsen- Denmark 
- The Commissariat a I'Energie Atomique (CEA)- France 

Warking Group on lsotopic Cerrelations and Reprocessing Input Analysis 

One of the themes of collaboration among ESARDA partners has long been the 
"isotopic correlations" and the "reprocessing plant input analysis". A working 
group was therefore set up, with a view to promoting and coordinating research 
work, exchanging Information and providing reciprocal assistance in these fields. 
The working group is composed of representatives of the various member­
organizations of ESARDA and some nuclear industries of the relevant countries. ln 
1977 the ESARDA Steering Committee decided to accept observers to the working 

· group from the IAEA (Vienna) and BNWL (Richland, U.S.A.). 
A number of activities has been carried out by the group, including theoretical 
analysis of relations between isotope abundances in irradiated fuels, generation 
and collection of experimental isotopic data, statistical correlation of these data 
and, most importantly, exercises of application of ICT and other evaluation 
techniques to the data collected at the reprocessing input. This report contains the 
results of the last exercise, ICE. 
The group has recently been renamed "Working Group for Reprocessing Input 
Verification". 
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Abstract 

The ESARDA working group on Isotopic 
Cerrelation Techniques, ICT and Reprocessing 
Input Analysis performed an Isotope Cerrelation 
Experiment, ICE with the aim to check the 
feasibili ty of the new technique. Ten input 
batches of the reprocessing of the KWO fuel at 
the WAK plant were analysed by 4 laboratories. 
All information to compare ICT with the gravi­
metric and Volumetrie methods was available. 
ICT combined with simplified reactor physics 
calculation was included. 

The main objectives of the statistical 
data evaluation were detection of outliers, the 
estimation of random errors and of systematic 
errors of the measurements performed by the 4 
laboratories. Different methods for outlier 
detection, analysis of variances, Grubbs' ana­
lysis for the constant-bias model and Jaech' s 
non-constant-bias model were applied. Same of 
the results of the statistical analysis may 
seem inconsistent which is due to the following 
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reasons. For the statistical evaluations iso­
tope abundance data (weight percent) as well as 
nuclear concentration data (atoms/initial metal 
atoms) were subjected to different outlier cri­
teria before being used for further statistical 
evaluations. None of the four, data evaluation 
groups performed a complete statistical data 
analysis which would render possible a compari­
son of the different methods applied since no 
commonly agreed statistical evaluation proce­
dure existed, 

The results prove that ICT is as accurate 
as conventional techniques which have to rely 
on costly mass spectrometric isotope dilution 
analysis. The potential of outlier detection by 
ICT an the basis of the results from a single 
laboratory is as good as outlier detection by 
costly interlaboratory comparison. 

The application of fission product or 
Cm-244 correlations would be more timely than 
remeasurements at safeguards laboratories. 



1. Introduction 

The ESARDA working group on Isotopic 
Cerrelation Techniques and Reprocessing Input 
Analysis decided at i ts meeting, on September 
1st, 1977 at Karlsruhe to perform an Isotope 
Cerrelation Experiment - ICE. 

This report summarizes the experimental 
activities, the subsequent evaluations and 
conclusions in order to optimize a follow-up 
experiment. 

1.1 Scope of the experiment 

In the past the Isotope Cerrelation 
Technique had been developed to a state where 
its feasibility could be only proved by a 
:field test. The aims of such an undertaking 
were defined as: 

the determination of the accuracy 
of ICT (and other related tech­
niques) under normal operating 
conditions of the reprocessing 
plant and routine safeguards 
inspection. 

the evaluation of the additional 
effort for safeguards inspection 
and analysis. 

the proving of its benefits for 
safeguards and other fuel manage­
ment purposes. 

the identification of additional 
information required in applying 
this technique. 

the checking of the applicability 
of proposed ICT procedures (e.g. 
databanks). 

The present safeguards practice, 
includes the possibility of analysing 

which 
the 

reprocessing input solution by three indepen­
dent laboratories (plant operator, IAEA safe­
guards analytical laboratory, EURATOM-European 
Commission safeguards analytical laboratory) 
opens the possibili ty for statistical evalu­
ations. Therefore, the technique of inter­
laboratory comparison became a more important 
part of the experiment than had been antici­
pated at the beginning. This led to a consider­
able change of the original scope of the 
experiment. Agreeing on adequate statistical 
methods and setting up appropriate techniques 
took most of the time required for evaluating 
the experiment and are responsible for the 
delay in the final report. 
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1.2 Participants of ICE 

The participants in the Isotope Cerrela­
tion Experiment belonged to the ESARDA working 
group on Isotope Cerrelation and Reprocessing 
Input Analysis (table 1.1). The task performed 
by each participant are listed and can be 
grouped into: 

description of fuel history 
(fabrication and irradiation) 
by KWU and KWO, 

reprocessing input data 
(fuel identification, dissolver 
volume, density, dilution, and 
sampling) by WAK, IAEA, and 
EURATOM-inspection, 

analysis of reprocessing input 
samples by IRCH-KfK (referee 
laboratory), WAK, IAEA-SAL, 
EURATOM-ECSAM (TUI), 

evaluation by BNWL, Hanford, 
CEA, Cadarache, CEN, Mol, 
ECN, Petten, IAEA, Vienna, 
JRC, Karlsruhe, KfK, Karlsruhe. 

BNWL, Hanferd 
CEA, Cadarache 
CEN, Mol 
CNEN, Eurex-Saluggia 
DWK, Karlsruhe 

Hannover 

C.L. Timmerman 
J. Bouchard 
P. Bemelmans, F.Franssen 
s. Illardi, F. Pozzi 
R. Berg 
R. Weh 

ECN, Petten W.L. Zijp 
EURATOM, DCS Luxemburg: H.J. Arenz 

JRC Ispra C. Foggi 
JRC Karlsruhe: L. Koch, c. Rijkeboer 

IAEA, Wien S. Deron, s. Sanatani, 
P. Siwy 

KfK, Karlsruhe 
KWO, übrigheim 
KWU, Erlangen 
UKAEA, Harwell 

BNFL 

E. Mainka, S. Schoof 
D. Sommer 
G. Schlosser 
A.G. Wain 
J.C. Dalton 

Table 1.1: Participants of Isotope Cerrelation 
Experiment 



2. Experimental 

The experiment was conducted under the 
normal working condi tions of the reprocessing 
plant WAK at Karlsruhe subj ected to routine 
safeguards procedures. The samples comprised 
ten consecutive dissolution batches each making 
up exactly one half of the fuel assernbly. The 
fuel was chosen randomly because the assernblies 
preselected originally for the ICE could not be 
dissolved in sequence due to their position in 
the storage pool. For an input analysis the 
present safeguards procedure involves the 
sampling of the accountabili ty tank and the 
subsequent dilution of the sample at the 
reprocessing plant. Aliquots of this dilution 
were analysed by the plant and the two safe­
guards laboratories. Analyses routinely made 
include the concentration of uranium isotopes 
(masses 235, 236, 238) and plutonium (masses 
238 - 242). In addition, fission products (Xe, 
Kr longlived y-emitters) , transplutonides (Am, 
Cm) and the burn-up by Nd-148 were determined 
at the European Institute for Transuranium Ele­
ments. Volumes, densities and dilution factors 
of the samples were observed at the plant. 
There were no measurements of head-end losses 
(shearing, residues on hulls and on filters). 
The uranium weight of the fuel assernbly at the 
time of fabrication was supplied by KWU/KWO 
tagether with its irradiation history (table 
2.1). 

2.1 Fuel history 

The fuel derived from the Kernkraftwerk 
übrigheim, KWO, and consisted of enriched uo2 
clad in circaloy 4. Information - as required 
for ORIGEN calculations concerning U-235 
initial enrichment, burn-up achieved, nurnber of 
irradiation cycles, power factors, etc. are 
summarized (tables 2.1 and 2.2). 

IRRADIATION POWER POWER IN MW/t FOR ASSEM~LY NR: 
TIME (d) (%) 168 170 171 172 176 

5. 8 100 28.4 19.0 25.6 31. 8 27.5 
1 0 

79.6 100 28.4 19.0 25.6 31.8 27.5 
2 0 

33.5 100 28.4 19.0 25.6 31.8 27.5 
41.5 0 

131.5 100 28.4 19.0 25.6 31.8 27.5 
5. 8 0 

36.9 100 28.4 19.0 25.6 31. 8 27.5 
28 0 

126.9 100 37.7 38.4 38.4 28.3 38.1 
9. 2 0 

84.7 100 37.7 38.4 38.4 28.3 38.1 
3. 5 0 

23 100 37.7 38.4 38.4 28.3 38.1 
3 0 

60 100 37.7 38. 4 38.4 28.3 38.1 
13.8 87.0 32.8 33.4 33.4 26.5 33.1 

380 0 
246.7 100 31.4 32.1 31.4 31.1 31.1 

Table 2.1: Irradiation history of KWO fuel 
assernblies 
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2.2 Head-end process at WAK during ICE and 
sampling procedure. 

For a dissolution a fuel assernbly was 
transferred into the mechanical treatment cell, 
where it was dismantled and 9Q of the 180 fuel 
pins belanging to a geometrical half of the 
fuel were taken out. The pins were chopped 
directly into the dissolver vessel. The dis­
solution took place over a period of 5 to 6 
hours. Recycled acids containing only traces of 
U and Pu were utilized. After dissolution the 
solution was transferred into an intermediate 
vessel (s. fig. 2.1) and a second dissolution 
took place over approximately 3 to 4 hours. The 
solution again was transferred to the inter­
mediate vessel. The content of the intermediate 
vessel was then passed through a filter into 
the input accountability tank. The dissolver 
was rinsed twice and the rinse solution trans­
ferred via the intermediate vessel into the 
input accountability tank. Now the hulls were 
removed from the dissolver vessel. Nuclear 
material remairring on the hull was estimated on 
previous dissolution to be 0.1 %. The trans­
ferred solution in the accountability tank was 
mixed by air sparging. During this step the 
input accountability tank was sampled (s. below). 
After sampling the volume and density were 
measured. 

Dissolver 

R2rycled Acid 1l 
Recovered Acid 11 

Chopper 

Filter 

Intermediate Tank 
Input acc.Tank 

Figure 2.1: Tank scheme at head-end process 

1) Recycled acid is the purified nitric acid 
containing only traces of Pu and U. 
Recovered acid originates from the concen­
tration of process streams containing re­
coverable amounts of Pu and U. It is used 
to adjust the acidity of the feed stream. 



~~ RecoveredAcid 
Cl:~ for Feed Adjus tment 

I 
,_ 1 stDissolution 2nd Dissolution R.A. 
Ql 

..::: 
0 
V) 
V) 

0 

7. 

lf ?lr-I ~~.; II 
..... 
c:: 
Ql 
u 

Ql ,_ 
Ql B 0.. 

·- .ll: 

.!:: 
"0 c:: 
Ql 0 

..... tt-

.<::. Ql 

.!2' .... 
Ql c:: 

.<::. ~ 
~ 

Qj 
> 
~ -" 
"0 c:: 

0 
::> ..... 
CT I ..... 

.....J ::> 
0.. 
c:: 

-" c:: 
~ 

I 
"0 
Ql 
Ql 

LL. 

12 15 18 21 

Figure 2o2: Transfer of solutions 

The sequence of operation is summarized 
(fig. 2.2): 

1. A fuel assembly is transferred into the 
mechanical treatment cell. 

2. The KWO fuel assembly is dismantled and 90 
of the 180 fuel pins are taken for the 
dissolver charge. 

3. The 90 fuel pins are chopped directly into 
the dissolver. 

4. Dissolution takes place over a time period 

of 5 to 6 hours. Recycled acid, containing 
traces of u and Pu is utilized for disso­
lution. 

5. Dissolver solution is transferred into an 
intermediate vessel, and the 2nd dissolution 

takes place over 3 to 4 hours.This solution 
is again transferred into the intermediate 
vessel (fig. 2.1). 

6. The content of the intermediate vessel is 

transferred via a filter into the input 
accountability tank. 

_0 

I 
'Input measurement 
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sample + volume 

~ - ~ ~ ----
12 15 18 21 12 15 18 21 24!hl 

7. The dissolver is rinsed twice. The rinse 
solutions are transferred via the inter­
mediate vessel into the input accountabi­
lity tank. 

8. The hulls are removed from the dissolver. 

9. The solution in the input accountability 

tank is mixed by air-sparging. 

10. Sampling of the input accountability vessel 

takes place during air-sparging. 

11. Valurne measurement is performed after 
sampling. 

12. After sampling and volume measurement the 
input solution is adjusted with recycled 

acid. 

Sampling was performed after steps 1 to 9 

have been completed. 

The sampling device consisted mainly of a 

vacuum assisted airlift. The sample solution was 
circulated through the sample bottle which was 
held on a needle block. All steps involved in 

sampling were done automatically. 



The sampling procedure provided for taking 
of 10 samples: 

1st sample was taken after 15 min flushing 

of the sample solution circuit, this sample 
was disposed off. 

all following samples were taken after 5 
min flushing. 

2nd, 3rd, 4th were taken for homogeneity 

test by density measurements. The solution 
was considered to be homogeneous, when the 
density measurements did not differ by more 
than 0.0008 g/ml. If not, sampling was 
recommenced. 

7th sample was taken for input analysis by 
isotope dilution mass-spectrometry (IDMS) • 

From the 7th sample bottle two weight 
aliquots (A,B) are diluted with 1.5!:!_ HN0 3 . The 
dilution factor is ca. 1:200. Samples for ex­
ternal analysis (IRCH, TUI, IAEA) were taken 
from dilution A. The operator carried out 
measurements on both dilutions (A+B). 

2.3 Analytical Procedures 

2.3.1 Euratom Safeguards Laboratory, European 
Institute for Transuranium Elements, 
Karlsruhe (TUI) 

MASS SPECTROMETRY 

Equipment 

A fully automatic mass spectrometer (CH5) 
with a high vacuum lock controlled by a Varian 
620 I computer is in use for routine measure­
rnents. The computer controls all mass spectro­
rneter operations without human aid(l). 

Preparations of Filaments 

Pre-heated Re filaments are welded onto 
throw-away beads. The two-filament rnethod is 
used. 

Heating 

In the heating programme a preheating step 
is built in for both filaments to achieve a de­
gassing of the ionisation filament and a pene­
tration of the sarnple into the sarnple filarnent. 
The heating speed is controlled by the vacuum 
pressure of the total ionisation current. The 
ionisation filament is heated up to a prefixed 
ion current for the Re isotope 187 of about 
10-l3 A. 
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Concentration 

The samples were conditioned to the 
following approximate concentrations: 

U 100 ng/~1, Pu 10 ng/~1. 

An amount of 2 ~1 for U and 10 ~1 for Pu 
was plated on the sample filament. 

Scanning 

The scanning of the isotopes was done by a 
peak-jurnping system from the lowest up to the 
highest isotope. The nurober of scans was 3 x 10 
scans. Between the 3 runs the machine was 
refocussed. 
The sequence of the peak-jumping was a + b 

. .... a + b. 

Detection 

The detection system is normally either a 
Faraday cage or a multiplier system. In this 
particular case the multiplier system was used. 

Cornputing 

The results of the automatic mass-spectro­
meter were shown on a recorder and sirnul tan­
eously printed on a teletype. The atom ratios 
with their corresponding standard deviations 
were fed into the main cornputer and corrected 
for mass discrimination, contarnination by na­
turally occuring elements (in the case of Nd) 

etc. 

CHEMICAL CONDITIONING 

Sarnple dispensing and spiking 

An arnount of sample containing about 2 ~g 

Pu was weighed into a test-tube. Corresponding 
amounts of U-233 and Pu-242 spikes were added 
by weight, the acidity adjusted until SM in 
HN03 and vigoraus mixing carried out. 

Redox Procedure 

About 500 ~1 of a 2!:!_ NH2oH2Cl solution 
were added and the rnixture mixed vigorously 
until a reaction occured. The solution was 
heated for an hour at 80°C and then evaporated 
to dryness overnight. The residue was taken up 

in 500 ~1 8!:!_ HN03 • 

Separation Procedure 

The solution was put on an anion exchange 
colurnn, 0. 6 g Dowex lx8, 200 - 400 mesh. The 
column was washed with 8!:!_ HN03 and the Pu elu­
ted with 0.35!:!_ HN03 . The eluate was evaporated 



to dryness and taken up in 100 J..L1 1_!i HN03 • 
About 5 J..Ll of this were evaporated on a V2A 
planchet for a counting. The concentration of 
Pu was then estimated from these counts. 

A suitable quantity of the ,rest of the 

solution was used for the mass spectrometry. 
The comp1ete procedure was carried out at the 
same time on an unspiked solution. 

ALPHA SPECTROMETRY 

An automatic sample changer connected to a 
methane flow and a semiconductor counter were 
used for the a-spectrometric analyses. The total 

a counts were measured for each sample using the 
gas f1ow counter and the a spectrum was deter­
mined using the semiconductor detector combined 
with a 400 channel ana1yser. 

Data from these measurements were trans­
mitted to a PDP-11 computer and the reduced 
resu1ts then transferred to an IBM 370 computer 
for subsequent evaluation( 2 ). 

I CONCENTRATED 
DISSOLVER SOLUTION 

1 
IIEIGHT 

SAMPLil!G 
200 - 10001!1 

<!' 111 
E-< "' 
"' 

H 1/EIGHT 
"' < 11< 

DILUTION 

"' in 
11< 

:0: 
3!i IIN03 < 

"' ?<100 to x 500 

"' I I 
"' H I UNSPIKED I 
"' ALIQUOT 
I'D 10001!1 
l'ol 
u 
0 

<>; 

11< I DRYING I l'ol E-< 
<>; "' l'ol 

:0: 
E-< 

< 

2.3.2 IAEA Safeguards Analytica1 Labaratory 

(SAL) 

The procedure outlined in figure 2. 3 is 
based on the use of dried mixed U-233/Pu-242 
spikes and a chemical treatment recommended by 
Los Alamos( 3 ). 

The fo1lowing is a summarized description 

of the analytical procedure used in SAL. 

Scope of application 

Isotopic and isotopic dilution ana1ysis 

of di1uted so1utions of spent fuel containing 
2 - 20 J..Lg/ml of plutonium, 0. 5 to 2 mg/ml of 
uranium, and up to 10 mCi/ml of fission pro­

ducts. 

I 
l REF. SOLN ·I BLANK I 

SPIKED 

I I SPIKED I ALlQUAliD ALIQUAND 
10001!1 10001!1 

I 
I 

I CJrn.l. EQUIL. DRYING I 
I 

l'ol I PACKING S H I P M E N T I <>; 

E-< 

"' H 

"' 
"' 

>< I ISOTOPIC I I ISOTOPIC I < "' ANALYSIS DILUTION 

"' 
< ANALYSES 

"' < 

Figure 2o3: Scheme for the sampling and analysis of spent fue1 
solution fol1owing the "Dry Spike Technique" 
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Equipment 

5 ml penicillin vials (Pyrex) . 

5 ml penicillin vials containing certified 
amounts of dried mixed U-233/Pu-242 spikes. 

For the ICE experiment the spikes used con­
tained about 9 ~g of Pu-242 and 0.8 mg of U-233 
in nitrate form. 

Fuming enclosure (figure 2.4). 

Ion exchange disposable chromatographic columns 
Kontes. 

Procedure 

Add about 1 ml of diluted solution of spent 
fUel to a tared penicillin vial containing a 
certified spike, stopper the vial immediately. 

Measure the gross weight of the vial and cal­
culate the net weight of the sample to the 
nearest 0.1 mg. 

Add 1 ml of a mixture of 8~ HN03 , 1~ HClo4 , 
O.OlM HF. 

Evaparate to 0.1 ml and fume at l80°C over­
night in the enclosure (figure 2.4). 

Redissolve in 12M HCl. 

Adsorb U 
Rad lx2, 

and Pu on anion exchange resin 
200-400 Mesh ( cp 8 mm x H 30 mm) , 

Bio 
and 

wash free from Am and most fission products with 
8 ml 12M HCl. 

Elute Pu with 8 ml 12M HCl - O.lM HI. 

Elute U with 8 ml O.lM HCl. 

Evaparate the collected U and Pu fractions to 
dryness and fume twice with 1 ml of 8~ HN03 . 

Redissolve in 1~ HN03 to obtain solutions con­
taining 50 ~g/ml of U or Pu. 

Measure the isotopic composition on the 2-stage 
ORNL mass spectrometer( 4 l 

Figure 2.4: Enclosure for the fuming and drying of spent 
fuels samples 
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233 --, 
238 
240 
239 
241 
239 
234 --, 
238 

Loading 50 ng u or Pu 
single filament source 
filament temperature 1750 °e for U 

1500 °e for Pu 
isotopic abundance sensitivity 2 ppm 
calibration with respect to N~s.soo 
precision of isotope ratio measurements 

235 242 --, V 0.5% 
238 239 

V 0,2% 

V 1% 

236 238 --, V 2% 
238 239 

2.3.3 Referee Laboratory, Institut für Radio­
chemie, KfK (IReH) 

Procedure: Isotopic Dilution Technique 

To the weighed aliquotes of the diluted sample 
and of the spike solution 0. 5 ml HN0

3 
(8_!:!) is 

added. The mixture is evaporated nearly to dry­
ness. Addition of 0.5 ml HN03 (8_!:!) and the eva­
poration step is repeated (2x). This evapora­
tion step is done to dissociate polymeric spe­
cies of Pu. 

Take up with 0,5 ml HN03 (4_!:!) 0.1 ml Fe(II)so4-
solution. Mix well and heat to ~ 70°e for 5 min. 

Add 50 IJ.l of NaN02 (2. 5_!:!) to oxidize Pu to 
Pu(IV) state and evaparate the mixture to near 
dryness to reduce volume. 

Dissalve with HN03 to make solution SM. 

Transfer to anion exchange column for sepa­
ration of U and Pu. 

earefully wash the wall of the column wi th 
500 IJ.l HN03 (8_!:!) , to ensure that all of the 
sample is absorbed on the column. 

eomplete the elution of unabsorbed fission 
products with 5 ml HN03 (8_!:!). 

Elute the main u content with 3 ml HN0
3 

(8_!:!) 
with 500 IJ.l portions. Evaparate these 3 ml 
nearly to dryness for mass spectrometry ana­
lysis. 

Wash the column with 50 ml HN03 (8_!:!). 

Elute Pu with 30 ml (0.5_!:!) HN03 ; evaparate near­
ly to dryness for Pu-mass-analysis. 
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2.4 Reported data 

The following comprises the resul ts from 
the fabrication of the fuel assernblies and 
those obtained from the analyses of the dis­
solver solution sample. 

The weight of each quarter of a fuel 
element has been calcu1ated to check its sym­
metry ( table 2. 2) . This was done in order to 
see whether the halving of the element in one 
of the two possible ways would produce signi­
ficant differences in the input batches. It 
turned out that the weight of each quarter of 
the fuel element was only different by 0. 4 % 

and could not explain the differences in the 
amount of fuel observed in the input analyses. 
The specifications for the Pu/uo2 stoichiome­
trie was 2.00 ± 0.01 %, 

The WAK operator data are summarized in 
table 2. 4. The corresponding input batch 
numbers wi th their exposure as calculated by 
the shipper, volume, densi ty and dilution of 
dissolver solution are indicated. Please note 
that the concentration of uranium and plutonium 
as given by WAK refer to the undiluted dissol­
ver solution. 

The analyses data of the referee labora­
tory (IReH) are given in table 2.5. For part of 
the input batches the analyses are incomplete 
due to a lack of sufficient material. 

The analyses of the IAEA-inspection have 
been collected in table 2,6, 

The results of the European Institute for 
Transuranium Elements are given in table 2. 7. 
The errors reported refer to duplicate measure­
ments. Activity ratios of selected fis- sion 
products are given in table 2.8. 

For comparison purposes the results of the 
different laboratories were transformed in the 
following way: The Pu-241 concentration was 
corrected for decay to the date of reactor shut 
down (half live 14,6y). Also for the results of 
the Transuranium Institute, the Pu-238 has been 
corrected for build-up by em-242 decay. The 
same was done for the reported fission product 
data. In-pile decay corrections, however, have 
been not applied. 

For comparison and handling, the analy­
tical data of the 4 laboratories have been 
transformed into the notation used at the 
European Institute for Transuranium Elements 
i.e. atoms- per initial metal atoms, IMA (S), 
cleaned from outliers by use of Grubbs' cri­
terion at a = 0.01 (see chapters 3.1 and 4.2) 
and averaged (table 2.9). This table shows for 



each input batch the burn-up, Ft (total 
fission/IMA) and the Cm-244 content as obtained 
by the European Institute for Transuranium 

1. Fuel assembly number: 

2. U-235 enrichment (w/o): 

3. Total uraniumoxide (g): 

4. Uraniumoxide I quarter of fuel e1ement: 

5. Uraniurnoxide II quarter of fuel element: 

6. Uraniurnoxide III quarter of fuel element: 

7. Uraniurnoxide IV quarter of fuel elernent: 

168 

Elements, The Variation coefficients of the 
averaged data were calculated by use of eq, 
(3-13) and are given in table 2.10. 

170 171 172 176 

3.10 3.10 3.10 3.10 ! 3.10 
I ! . 

311 196.5! 311 042.5! 311 595.01 310 683.51 311 785.51 

77 762.01 77 791.5! 77 873.0! 77 679.5! 77 898.5! 
I 

77 814.0! 77 749.51 77 864.0! 77 691.0! 77 972.5! 

77 803.5! 77 736.01 77 960.5! 77 613.0! 77 910.5! 

77 817.0! 77 765.51 77 897.51 77 700.01 78 004.0! 

Table 2, 2: Fabricator data (KWU) of fresh fuel assernblies 

1. Fue1 assembly number: 168 170 171 172 176 

2. Input batch number: 86+87 94+95 88+89 92+93 90+91 

Table 2,3: Corresponding numbers of assernblies and batches 

9 



1. Input batch number: ! 86 ! 87 ! 88 ! 89 ! 90 ! 91 ! 92 ! 93 94 ! 95 ! ! ! ! ! ! ! ! ! 2. Date of analysis: ! 30.1. 78 ! 31.1. 78 ! 1.2. 78 ! 2.2.78 ! 6.2.78 ! 13.2.78 ! 27.2.78 ! 10.2.78 7.2.78 ! 8.2.78 ! ! ! ! ! ! ! ! ! 3. Fuel exposure (shipper data MWd/t): ! 30018 ! 30018 ! 30052 ! 30052 ! 29647 ! 29647 ! 26976 ! 26979 27764 ! 27764 ! ! ! ! ! ! ! ! i 4. Valurne of dissolver solution (1): ! 581 •. 224 ! 542.128 ! 531.977 ! 543.729 ! 465.251 ! 471.038 ! 480.636 ! 522.210 494.539 r 569.835 ! ! ! ! ! ! ! ! ! 5. Density of dissolver solution (kg/1) 20°C: ! 1.4267 ! 1.4632 ! 1. 4792 ! 1.4706 ! 1.5012 ! 1.4985 ! 1.4895 ! 1.4632 1.4776 ! 1. 4385 ! ! ! ! ! ! ! ! ! 6. Dilution factor: ! 303.14 ! 284.12 ! 301.25 ! 308.99 ! 332.03 ! 303.21 ! 304.03 ! 310.66 327.57 ! 337.35 ! ! ! ! ! ! ! ! ! ! 7. Total uranium concentration (g/kg): ! 160.31 ! 165.6 ! 168.0 ! 168.0 J 191.5 ! 187.0 ! 191.3 ! 176.0 ! 187.5 ! 165.2 ! ! ! ! ! ! ! ! ! ! 8. Total plutonium concentration (g/kg): ! 1.391 ! 1.460 ! 1.416 ! 1.437 ! 1.663 ! 1.576 ! 1.494 ! 1.466 ! 1.461 ! 1.354 ! ! ! ! ! ! ! ! ! I f-' 9. Isotopic composition of U-234 (w/o): ! 0.02 ! 0.02 ! 0.02 ! 0.02 ! 0.02 ! 0.02 ! 0.02 ! 0.02 ! 0.03 ! 0.03 0 
! ! ! ! ! ! ! ! ! ! 10. Isotopic composition of U-235 (w/o): ! 1.01 ! 0.94 ! 1.02 ! 0.99 ! 0.95 ! 1.03 ! 1.09 ! 0.99 ! 1.13 ! 1.04 
! ! ! ! ! ! ! ! ! ! 11. Isotopic composition of U-236 (w/o): ! 0.39 ! 0.40 ! 0.39 ! 0.39 ! 0.39 ! 0.38 ! 0.37 ! 0.38 ! 0.37 ! 0.39 
! ! ! ! ! ! ! ! ! ! 12. Isotopic composition of U-238 (w/o): ! 98.50 ! 98.65 ! 98.57 ! 98.59 ! 98.64 98.57 ! 98.52 ! 98.61 ! 98.47 ! 98.55 
! ! ! ! ! ! ! ! ! 13. Isotopic composition of Pu-238 (w/o): ! 1.24 ! 2.14 ! 1.20 ! 1.24 ! 1.27 1.19 ! 2.09 ! 1_.43 ! 1.05 ! 1.28 
! ! ! ! ! ! ! ! ! 14. Isotopic composition of Pu-239 (w/o): ! 58.71 ! 57.34 ! 59.43 ! 58.73 ! 57.56 59.54 ! 59.66 ! 58.43 ! 61.00 ! 59.04 
! ! ! ! ! ! ! ! ! 15. Isotopic composition of Pu-240 (w/o): ! 23.54 ! 23.68 ! 23.40 ! 23.73 ! 23.96 23.38 ! 23.03 ! 23.84 ! 22.89 ! 23.56 
! ! ! ! ! ! ! ! ! 16. Isotopic composition of Pu-241 (w/o): ! 11.29 ! 11.48 ! 11.30 ! 11.51 ! 11.63 11.37 ! 10.98 ! 11.46 ! 11.05 ! 11.43 
! ! ! ! ! ! ! ! ! 17. Isotopic composition of Pu-242 (w/o): ! 5.22 ! 5.36 ! 4.67 ! 4.78 ! 5.57 ! 4.52 ! 4.25 ! 4.84 ! 4.02 ! 4.69 

Table 2.4: Results of input analyses by the WAK operator 



f-' 
f-' 

l. Input batch nurüber: 86 87 88 89 90 91 

2. Date of analys1s: 31.1.78 2.2.78 22.2.78 23.2.78 29.3.78 

3. Total uranium concentration (g/kg): 164.00 164.93 170.36 164.10 187.43 186.41 

4. Total plutoniuw concentration (g/kg): 1.433 1. 688 1.637 

5. Isotopic cornposition of U-234 (w/o): 0.019 0.020 0.020 0.020 0.020 

6. Isotopic cornposition of U-235 (w/o): 0.968 1. 020 0.993 0.953 1. 026 

7. Isotopic composition of U-236 (w/o): 0.402 0.388 0.394 0.402 0.389 

8. Isotopic composition of U-238 (w/o): 98.611 98.570 98.593 98.626 98.566 

9. Isotopic composition of Pu-238 (w/o): 1. 51 1.42 1.44 1. 47 1.41 

10. Isotopic cornposition of Pu-239 (w/o): 57.49 59.26 58.76 58.08 59.59 

11. Isotopic cornposition of Pu-240 (w/o): 24.16 23.48 23.59 23.91 23.32 

12. Isotopic composition of Pu-241 (w/o): 11.64 11.27 11.44 11.57 11.22 

13. Isotopic composition of Pu-242 (w/o): 5.20 4.57 4. 77 4.97 4.45 

Table 2.5: Results of remeasurements of input analyses by the referee laboratory, IRCH, KfK 

1. Input batch number: 86 87 88 89 90 91 

2. Date of analysis: 6.9.78 7.9.78 7.9.78 7.9.78 4.6.78 4.6.78 

3. Total uranium concentration (g/kg): 159.88 162.74 168.10 162.75 189.03 186.90 

4. Total plutonium concentration (g/kg): 1.386 1.467 1.438 1.448 1.664 1. 58245 

5. Isotopic composition of U-234 (w/o): 0.020 0.019 0.020 0.019 0.021 0.022 

6. Isotopic cornposition of U-235 (w/o): 1.014 0.943 1.023 0.986 0.950 1.022 

7. Isotopic composition of U-236 (w/o): 0.388 0.403 0.385 0.391 0.394 0.383 

8. Isotopic composition of U-238 (w/o): 98.579 98.634 98.571 98.604 98.635 98.571 

9. Isotopic composition of Pu-238 (w/o): 1. 49 1.65 1. 47 1. 54 1. 63 1.48 

10. Isotopic composition of Pu-239 (w/o): 59.25 57.56 59.31 58.86 58.04 59.73 

11. Isotopic composition of Pu-240 (w/o): 23.66 24.25 23.55 23.68 23.95 23.29 

12. Isotopic composition of Pu-241 (w/o): 11.03 11.39 11. 11 11.17 11.42 11.08 

13. Isotopic composition of Pu-242 (w/o): 4.57 5.15 4.56 4.74 4.96 4.43 

Table 2.6: Results of remeasurements of input analyses by the IAEA 

92 

31.3. 78 

184.27 

1.525 

0.021 

1.093 

. 0.377 

98.509 

l. 35 

60.37 

23.14 

10.94 

4.20 

92 

5.6.78 

184.27 

1.51559 

0.023 

1.104 

0.373 

98.500 

l. 38 

60.33 

23.20 

10.89 

4.24 

93 

6.4.78 

173.63 

1.533 

0.020 

0.998 

0.393 

98.589 

1.46 

58.66 

23.81 

11.33 

4.75 

93 

8.6.78 

173.35 

1.5241 

0.019 

1.002 

0.390 

98.588 

1.55 

58.12 

23.52 

11.20 

5.54 

94 95 

11.5. 78 14.7.78 

179.70 159.84 

1.491 1.471 

0.020 0.020 

1.120 l. 031 

0.374 0.390 
. ! 

98.486 98.560 

1.33 1.42 

61.20 59.37 

22.83 23.55 

10.74 11.16 

3.90 4.49 

94 95 

10.6.78 11.8. 78 

180.92 159.84 

l. 478 1.471 

0.020 0.020 

1.117 1.027 

0.370 0.383 

98.492 98.570 

l. 27 1.48 

61.30 59.40 

22.84 23.56 

10. 7l ll. 08 

3.88 4.48 



1. Input batch nurnber: ! 86 ! 87 ! 88 ! 89 ! 90 ! 91 ! 92 ! 93 ! 94 ! 95 
! ! ! ! ! ! ! ! ! ! 

2. Date of analysis: ! 15.2.78 ! 28.1. 78 ! 6.3.78 ! 12.4.78 ! 21.4. 78 ! 11.4. 78 ! 28.3.78 ! 27.4.78 ! 25.4.78 ! 21.4.78 
! ! ! ! ! ! ! ! ! ! 

3. Total uraniurn concentration (g/kg): ! 157.03 ! 162.51 ! 167.04 ! 163.43 ! 186.64 ! 185.30 ! 185.94 ! 1n.o3 ! 180.88 ! 160.69 
! + 0.31 ! :t 0.07 ! :t 0.26 ! + 0.36 ! + 0.04 ! + 0.21 ! :t 0.04 ! :t 0.08 ! :t 0.23 ! + 0.03 
! ! ! ! ! ! ! ! ! ! 

4. Total plutonium concentration (g/kg)*:! 1. 447 ! 1.479 ! 1.466 ! 1.462 ! 1.683 ! 1.609 ! 1.535 ! 1.509 ! 1.511 ! 1.386 
! + 0.27 ! :t 0.10 ! :t 0.42 ! + 0.28 ! + 0.03 ! :t 0.32 ! + 0.44 ! :t 0.02 ! + 0.94 ! + 0.28 
! ! ! ! ! ! ! ! ! ! 

5. Isotopic composition of U-234 (w/o): ! 0.019+5.26 ! 0.019:!;4.76 ! 0.020+2.72 ! 0.018:!;0.19 ! 0.020:!;0.04! 0.021:!;0.65 ! 0. 019:!;1.57 ! 0.021+2.51 ! 0.018:!;23.05! 0.017:!;14.75 
! ! ! ! ! ! ! ! ! ! 

6. Isotopic composition of u-235 (w/o): ! 0.995+0.24 ! 0.924:!;0.01 ! 1. 013+0. 30 ! 0.983:!;0.11 ! 0.950:!;0.20! 1.025:!;0.48 ! 1.095+0.10 ! 1.003+0.46 ! 1.169:!;3.04 ! 1.024:!;0. 77 
! ! ! ! ! ! ! ! ! ! 

1-' 7. Isotopic composition of U-236 (w/o~: ! 0.384:!;0.25 ! 0.397+0.12 ! 0.384+0.08 ! 0.390:!;0.43 ! 0.401:!;0.49! 0.385:!;0.20 ! 0.379:!;0.17 ! 0.393+0.55 ! 0.375:!;4.05 ! 0.381:!;0.41 
N ! ! - ! - ! ! ! ! ! ! ! 

8. Isotopic composition of U-238 (w/o): ! 98.602 ! 98.661 ! 98.583 ! 98.609 . ! 98.629 ! 98.569 ! 98.509 ! 98.582 ! 98.438 ! 98.578 
! ! ! ! ! ! ! ! ! ! 

9. Isotopic composition of Pu-238 (w/o) *:! 1.59:!;0. 92 ! 1.65:!;0.81 ! 1.174+0. 38 ! 1. 50+0. 34 ! 1. 61+0. 58 ! 1. 42:!;0. 26 ! 1.049:!;0.27 ! 1. 53+0 .16 ! 1. 25+0 .14 ! 1. 40:!;0. 45 
! ! ! ! ! ! ! ! ! - 1 

10. Isotopic composition of Pu-239 (w/o): ! 58.96 ! 57.28 ! 58.485 ! 58.78 ! 57.93 ! 59.60 ! 59.57 ! 58.54 ! 61.11 ! 59.38 
! ! ! ! ! ! ! ! ! ! 

11. Isotopic composition of Pu-240 (w/o): ! 23.49 ! 24.11 ! 23.15 ! 23.55 ! 23.86 ! 23.26:!;0.05 ! 22.81+0.12 ! 23.73+0.16 ! 22.80:!;0.30 ! 23.51:!;0.10 
+ 0.24 ! :t 0.19 ! :t 0.15 ! +0.005 ! + 0.12 ! ! ! ! ! 

! ! ! ! ! ! ! ! ! 
12. Isotopic composition of Pu-241 (w/o): ! 11.35 ! 11.79 ! 12.67 ! 11.40 ! 11.58 ! 11.21:!;0.13 !12.40 :!;0.09 ! 11.37+0.26 ! 10.87:!;0.43 ! 11.19:!;0.47 

+ 0.16 ! :t 0.99 ! :t 0.34 ! :t 0.27 ! + 0.62 ! ! ! ! ! 
! ! ! ! ! ! ! ! ! 

13. Isotopic composition of Pu-242 (w/o): ! 4.61:!;0.18 ! 5.17:!;0.16 ! 4.51 +0.22 ! 4.77+0.21 ! 5.03:!;0.36 ! 4.50:!;0.15 ! 4.17 :!;0.21 ! 4.83+0.10 ! 3.97:!;0.06 ! 4.52:!;0.90 

* corrected for decay of Cm-242 

Table 2.7: Results of remeasurements of input analyses by TU 

Variation coefficients are given in per cent. 



Input batch nurober ! 86 ! 87 ! 88 89 ! 90 ! 91 ! 92 ! 93 ! 94 95 
! ! ! ! ! ! ! ! 

Kr-84/83 ! - ! 2.780 ! 2.698 2.657 ! 2.751 ! 2.751 ! 2.637 ! 2.707 ! 2.551 2.648 
! ! ! ! ! ! ! ! 

Kr-83/86 ! - ! 2.412 ! 2.428 2.392 ! 2. 411 ! 2.306 ! 2.449 ! 2.430 ! 2.520 2.414 
! ! ! ! ! ! ! ! 

Kr-84/86 ! - ! 0.6706 ! 0.6551 0.6356 ! 0.6632 ! 0.6343 ! 0.6459 ! 0.6579 ! 0.6428 0.6391 
! ! ! ! ! ! I ! 

Xe-132/131 ! 2.282 ! 2.579 ! 2.473 2.457 ! 2.463 ! 2.402 ! 2.336 2.479 ! 2.288 2.373 
! ! ! ! ! ! ! 

Xe-131/134 ! 0. 3077 ! 0.2810 ! 0.3016 0.2865 ! 0.2924 ! 0.2972 ! 0.3040 0.2973 ! 0.3085 0.3015 
! ! ! ! ! ! ! 

Xe-132/134 ! 0.7021 ! 0. 7247 ! 0.7458 0.7042 ! 0. 7203 ! 0.7139 ! 0. 7102 0. 7372 ! 0.7059 0.7153 
f-' ! ! ! ! ! ! ! w 

Xe-136/134 ! 1.468 ! 1.525 ! 1.537 1.534 ! 1.521 ! 1.506 ! 1.484 1.541 ! 1.482 1.498 
! ! ! ! ! ! ! 

Cs-134/137* ! - ! 1.245 ! 1.111 1. 773 ! 1.159 ! 1.146 ! 1.067 1.127 ! 1.086 1.119 
! ! ! ! ! ! ! 

Nd-146/145 ! 0.9699 ! 0. 9779 ! 0.9661 0. 9722 ! 0.9780 ! 0.9660 ! 0.9549 0.9733 ! 0.9475 0. 965 6 
! ! ! ! ! ! ! 

Nd-143/148 ! 2.329 ! 2.342 ! 2.362 2.354 ! 2.338 ! 2.357 ! 2.439 2.305 ! 2.455 2.368 
! ! ! ! ! ! ! 

Nd-144/148 ! 3.548 ! 3.613 ! 3.590 3.632 ! 3.662 ! 3.572 ! 3.623 3.567 ! 3.566 3.549 
! ! ! ! ! ! ! 

Nd-145/148 ! 1.908 ! 1.898 ! 1. 926 1.926 ! 1. 920 ! 1.917 ! 1.953 1. 888 ! 1.959 1.926 
! ! ! ! ! ! ! 

Nd-146/148 ! 1.851 ! 1.856 ! 1.860 1.873 ! 1.878 ! 1. 852 ! 1.865 1.837 ! 1.856 1.860 

Table 2.8: Atom and (*) activity ratios of selected fission products determined by TU 



f-> 

"'" 

Input batch nurober 

Ft* 

U-235 

U-236 

U-238 

Pu-238 

Pu-239 

Pu-240 

Pu-241 

Pu-242 

Cm-244* 

U-235/U-238 

Pu-240/Pu-239 

Pu-241/Pu-240 

Pu-242/Pu-240 

Pu-242/Pu-241 

Pu/U 

86 ! 87 

2.953 ! 3.151 

.! 9.832 E-3 ! 9.094 E-3 

3.764 E-3 ! 3.868 E-3 

9.474 E-1 ~ 9.467 E-1 
! 

1.186 E-4 ! 1.499 E-4 

5.056 E-3 ! 4.915 E-3 

2.009 E-3 ! 2.048 E-3 

1.089 E-3 1.127 E-3 

4.022 E-4 4.417 E-4 

1.507 E-5 ! 1.848 E-5 

1.038 E-2 ! 9.606 E-3 

3.974 E-1 ! 4.167 E-1 

5.420 E-1 ! 5.503 E-1 

2.005 E-1 ! 2.158 E-1 

3.699 E-1 ! 3.922 E-1 

9.026 E-3 !9.0476 E-3 

(*determined by TU only) 

88 89 90 

2.945 3.024 3.076 

9.954 E-3 9.601 E-3 9.249 E-3 

3.760 E-3 3. 777 E-3 3.838 E-3 

9.484 E-1 9.477 E-1 9.474 E-1 

1.102 E-4 1.151 E-4 1.236 E-4 

4.844 E-3 4.943 E-3 4.911 E-3 

1.907 E-3 1.980 E-3 2.021 E-3 

1.037 E-3 1. 088 E-3 1.110 E-3 

3.681 E-4 3.952 E-4 4.297 E-4 
. ! 

1.428 E-5 1.625 E-5 1.841 E-5 

1.050 E-2 1.013 E-2 9.763 E-3 

3.937 E-1 4.007 E-1 4.115 E-1 

5.436 E-1 5.493 E-1 5.493 E-1 

1.930 E-1 1.996 E-1 2.127 E-1 

3.551 E-1 3.633 E-1 3.873 E-1 

8.592 E-3 8.867 E-3 8.949 E-3 

91 92 

2.909 2.758 

9.998 E-3 1.073 E-2 

3.725 E-3 3.653 E-3 

9.486 E-1 9.499 E-1 

1.105 E-4 1.168 E-4 

4.902 E-3 4.695 E-3 

1. 909 E-3 1.795 E-3 

1.047 E-3 9.666 E-4 

3.634 E-4 3.229 E-4 

1.364 E-5 1.107 E-5 

1. 054 E-2 1.129 E-2 

3.895 E-1 3.823 E-1 

5.484 E-1 5.386 E-1 

1.903 E-1 1. 80 E-1 

3.471 E-1 3.341 E-1 

8.658 E-3 8.188 E-3 

93 

3.043 

9. 718 E-3 

3.768 E-3 

9.475 E-1 

1.202 E-4 

4.848 E-3 

1.962 E-3 

1. 068 E-3 

4.089 E-4 

1. 615 E-5 

1.026 E-2 

4.046 E-1 

5.446 E-1 

2.084 E-1 

3.826 E-1 

8.749 E-3 

94 

2.696 

1.108 E-2 

3.620 E-3 

9.502 E-1 

9.354 E-5 

4.787 E-3 

1.780 E-3 

9.650 E-4 

3.047 E-4 

95 

2.920 

1.{)04 E-2 

3.743 E-3 

9.484 E-1 

1.132 E-4 

4.922 E-3 

1.946 E-3 

1.061 E-3 

3.724 E-4 

9.826 E-6 ! 1.387 E-5 

1.166 E-2 ! 1.059 E-2 

3.72 E-1 ! 3.954 E-1 

5.421 E-1 ! 5.451 E-1 

1.712 E-1 ! 1.914 E-1 

3.157 E-1 ! 3.512 E-1 

8.219 E-3 !_8.745 E-3 

Table 2.9: Averaged analytical results in units of atoms/IMA. Outliers excluded according to Grubbs' criterion, ~ 
Outliers are batch 90 (RCH) of U-235 and U-235/U-238, and batch 93 (SAL) of Pu-242/241. 

0.01. 



Input batch nurober ! 86 ! 87 ! 88 ! 89 ! 90 ! 91 ! 92 93 ! 94 95 ! ! ! ! ! ! ! ! 
U-235 ! 0.43 ! 1.09 ! 0.16 ! 0.38 ! 0.01 ! 0.32 ! 0. 72 0.57 ! 2.11 0.69 ! ! ! ! ! ! ! ! 
U-236 ! 0.313 ! 0.88 ! 0.54 ! 0.39 ! 1.33 ! 0.85 ! 1.42 1.51 ! 0.60 1.30 ! ! ! ! ! ! ! ! U-238 ! 0.09 ! 0.02 ! 0.01 ! 0.02 ! 0.02 ! 0.02 ! 0.003 0.003 ! 0.04 0.04 ! ! ! ! ! ! ! ! 
Pu-238 ! 10.74 ! 22.26 ! 11.39 ! 15.08 ! 11.97 ! 12.80 ! 27.45 11.29 ! 15.44 15.13 

! ! ! ! ! ! ! ! 
Pu-239 ! 3.45 ! 1.45 ! 1.49 ! 2.33 ! 2.03 ! 1.89 ! 3.15 2.67 ! 3.10 4.94 

! ! ! ! ! ! ! ! 
Pu-240 ! 2.93 ! 2.55 ! 1.48 ! 1.98 ! 1.55 ! 1.84 ! 2.84 2.40 ! 2.83 4.74 

! ! ! ! ! ! ! ! 1-' Pu-241 ! 2.76 ! 2.88 ! 1.26 ! 2.02 I 1.53 I l. 77 I 2.69 2.38 ! 2.30 4.81 (J1 

! ! ! ! ! ! ! ! 
Pu-242 ! 5.65 ! 0.87 ! 1.01 ! 2.01 ! 4.46 ! 1.95 ! 2.23 8.54 ! 2.36 3.34 

! ! ! ! ! ! ! ! 
U-235/U-238 ! 0.43 ! 1.10 ! 0.18 ! 0.37 ! 0.005 ! 0.32 ! 0.74 0.60 ! 2.14 0.69 

! ! ! ! ! ! ! ! 
Pu-240/Pu-239 ! 0.53 ! l.ll ! 0.41 ! 0.46 ! 0.52 ! 0.33 ! 0.51 0.31 ! 0.31 0.35 

! ! ! ! ! ! ! ! 
Pu-241/Pu-240 ! 0.25 ! 0.74 ! 0.84 ! 0.04 ! 0.18 ! 0.35 ! 0.65 0.28 ! 0.62 0.80 

! ! ! ! ! ! ! ! 
Pu-242/Pu-240 ! 8.40 ! 3.41 ! 1.93 ! 0.59 ! 5.61 ! 0.91 ! 1.30 7.87 ! l. 61 2.18 

! ! ! ! ! ! ! ! 
Pu-242/Pu-241 ! 8.29 ! 3.66 ! 1.47 ! 0.58 ! 5.52 ! 0.82 ! 0.73 0.95 ! l.ll l. 78 

! ! ! ! ! ! ! ! 
Pu/U ! 2.83 ! 1.41 ! 1.32 ! 2.30 ! 1.64 ! 1.88 ! 2.61 2.68 ! 2.96 4.90 

Table 2.10: Variation coefficients, V{%), of averaged data compiled in table 2.9 



3. Data evaluation 

The following chapter will be divided into 
three parts. The first one deals wi th a short 
description of the purely statistical methods 
used for data evaluation. Section 3. 2 summa­
rizes briefly two rather physically oriented 
techniques of data treatment 1 headed by the 
title "isotope correlation technique". (A more 
extensive description of all the methods may be 
found in appendices A1 B 1 and C.) Finally 1 the 
third part is devoted to some examples of the 
results obtained by the application of the 
methods described in the previous sections. 

3.1 Statistical methods 

The main objectives of the statistical 
data evaluation are: 

1) Detection but not interpretation of sus­
picious data 1 called outliers for simpli­
fication. 

2) Estimation of random error variances (or 
imprecisions) and of systematic errors 
(biases) of the measurements performed by 
different laboratories on the same sample 
material. 

The statistical methods dealt with are 
those of 

1) outlier detection using the criteria of 
Dixon and Grubbs (chapter 3.1.1) 1 

2) the analysis of variances (ANOVA) 
(chapters 3.1.2 and A.l) 1 

3) Grubbs' analysis for the constant-bias 
model including the method of paired 
comparisons (chapters 3.1.3 and A.2) 1 

4) Jaech's non-constant-bias model (chapters 
3.1.4 and A.3) 1 and 

5) the isotope correlation technique embracing 
theoretical calculations (chapter 3.2.1 and 
appendix C) and regression analysis 
(chapters 3.2.2 and A.4). 

3.1.1 Detection of outliers 

Various criteria for detecting outliers 
had been used during the course of data evalu­
ation of ICE 1 the most utilised being those of 
Dixon(l) and of Grubbs( 2). An interesting 

approach for detecting outliers using Student's 
t-distribution is given in appendix B. 

With the Dixon test the value xn of 
ordered data x 1 < x2 < ••• xn-l < xn is tested 
for being an outlier by calculating the ratio of 
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the ranges (xn- xn-k)/(xn- xi) and comparing 
these ratios with critical values of a given 
significance level a and the appropriate 
sample size. One disadvantage of the method may 
be that it does not specify error values rela­
tive to all data x 11 ••• xn but refers only to 
some values xi 1 xn-k 1 where i and k are 
selected in advance. Frequently 1 one choses 
i = k = 1 

F2r the Grubbs criterion the ratios 
(xi - x)/s 1 i=l or n are tested against distri­
bution values for a given sample size or degree 
of freedom apd a specified level of signifi­
cance 1 where x signifies the predicted or the 
mean value of the xi The estimate of the 
standard deviation (s) of the population of data 
xi is obtained from all data including eventual 
outliers. The distribution derived by Grubbs 
takes into account the possible falsification of 
s . The Grubbs criterion can also deal with two 
outliers simultaneously. 

Except for very obvious outliers each of 
the criteria selected different outlying 
measurements (see 3.3.1). Therefore 1 it was felt 
necessary to agree on one criterion which was 
used in the final evaluation of the experiment: 
that of Grubbs (2 ) for one and for two simul­
taneous outliers at the 1% significance level 
was chosen (see chapter 4). 

Isotope correlations were used to identify 
outlying individual measurements as well as 
unusual batches. It was proposed that Grubbs' 
criterion should be applied in a similar way on 
an ad hoc basis 1 relating the maximum residual 
to the square root of the residual mean square 
of the estimated regression line Y = b

0 
+ b1 • X. 

Since in this case an· outlier may be due to 
either variable X or Y or both 1 different 
isotope correlations including either X or Y 
are needed for proper identification. 

3.1.2 Analysis of variances 

The two-way analysis of variances (ANOVA) 
for the fixed effects model with one measurement 
per batch and per laboratory (unreplicated 
analyses) and without interaction had been 
proposed for the data evaluation of ICE-1 1 

although the mixed model seems to be more 
appropriate. (The mixed model means the in­
fluence of one factor (laboratory) was the fixed 
effect 1 the influence of the other factor 
(batches) being random.) The model used here can 
be described as 



i 

j 

1, ... , n 

1, ... , m 

(3-1) 

denoting batches 

denoting laboratories 
(or measurement methods) 

value of sample or batch i as 
measured by laboratory j 

~ overall mean 

"true" value of batch i 

bias of laboratory j 

random error associated with 

The analysis of variances then consists of 
splitting the variances of the Yij' i=1, .•. n, 
j=1, ••• m into the variances 

1) 
2) 

3) 

due to laboratory influence, 
due to batch variation, and 
due to the random error of measure­
ments. 

Estimates of the main qua~tities of model 
• " 1\ 2 .. 

(3-1), J..e. of aj, bi' se and ~ (the latter 
being of no interest for the experiment) were 
derived by the method of least squares (see 
appendix A) . 

The following conditions were assumed for 
the derivation: 

m 
1) l: aj 

j=1 

n 
2) l: bi 

i=1 

o, i.e. the mean bias 
equals zero (3-2) 

o, (3-3) 

are independent and normally 
distributed with zero means and 
equal variances cr;, i.e. 

2 2 N(O,cre), se being the estimate 
2 of cre. 

An interesting approach which permits the 
estimation of the variances of measurement 
errors (s;.> for each laboratory separately 
instead of Jthe pooled estimate (s 2 ) , may be e 
found in appendix B. 
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1. 

Several hypotheses should be tested: 

Hypothesis Ha: all 

i.e. no significant laboratory biases 
exist. If the F-test shows that significant 
biases exist than one can investigate bias 
contrasts with Student's t-test formeans 
(see eq. (A-28)'), 

2. Hypothesis Hb: 

all 0 or 1 n 
l: 

n-1 i=1 
b~ 

l 
0, 

which means that differences in batch value 
are statistically insignificant. The hypo­
thesis is tested with the F-test statistics. 
If, for a certain isotope concentration or 
isotope ratio hypothesis Hb has to be 
accepted then it is useless to use these 
quantities for any isotope correlation. 

3.1.3 Grubbs' constant-bias model 

Grubbs' constant-bias (CB) model (3 •4 ) may 
be applied when the bias between measured and 
true values of a batch is independent of the 
batch magnitude. It may be written as follows: 

(3-4) 

1, ••• ,n denoting batches 
1, .•. ,m denoting laboratories 
value of batch i as measured by 
laboratory j 
"true" value of batch i 
bias of laboratory j 
random error associated with 

The CB model corresponds to the analysis 
of variances approach ( section 3 .1. 2) if one 

takes 

xi ~ + bi ä (3-5) 

1 m 
where ä m l: aj, 

j=1 

which according to equation (3-2) equals zero 
in the ANOVA approach but not necessarily so 
for Grubbs' CB model. For the CB mode1 the 
following assumptions are made: 

1) the are independent and normal1y 
distributed with zero means 
and variances 

2 
N(O,cre.>' 

J 

2 cre., i.e. 
J 



2) the xi and eij are independent 
of each other. 

Under these conditions estimates of biases 
(aj), batch or process variances (s~) , and 

and random error variances (s~.l and the vari-
ances of those estimates are J calculated. 
Details are given in appendix A. 

When applying Grubbs' CB model it happens 

rather often that negative variances (s~.l are 
calculated. This may be due to violation J either 
of assumption ( 1) , i. e. independency of the 

random errors eij or of assumption (2), i.e. 
the random errors depend on batch magnitude xi. 
In both cases the CB model is not suitable and 
the non-constant-bias model (see Section 3.1.4) 
should be tried. 

Another reason for. finding negative esti­
mates of variances s~. may be that large 
discrepancies between J the s~. , j = l, ... ,m 
exist. When treating the data J of at least 

m = 4 laboratories it was recommended that 
Grubbs' analysis should be repeated excluding 
in turn one of the laboratories, thus getting 
up to m + 1 estimates of variances. The 
analysis yielding negative variances should be 
omitted. Variance estimates with smallest 
Variation (i.e. highest precision) should then 
be chosen. However, it should be noted that in­
creasing the nurober of laboratories increases 
the precision of the estimated variances under 
certain conditions which for m = 4 reads 

s2 < 3•s2 (3-6) 
e4 e 

where s2 min 2 2 2 
(se , se2' se ). e 1 3 

An example is given in appendix B. 

When solving the CB model by matrix cal­

culus negative variances (s~. ) may be avoi­
ded by placing the additional J constraints 

j=1, ... ,m, 

which may be done by use of Harwell Subroutine 
MA20B/BD. 

The estimation of biases aj, j=1, ... ,m 
is possible only if constraints are made on the 
parameters. This means that there is no way to 

estimate the absolute or true bias. In the 
ANOVA approach the constraint was made that the 
average 

of all 
(3-2)). 

bias obtained by summation over biases 
laboratories equals zero, (see eq. 
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For the Grubbs method one often selects 
the bias of one laboratory to be equal to zero 

and calculates the other biases relative to 

this laboratory. 

As wi th the analysis of variances several 
hypotheses may be tested with Grubbs' analysis: 

1. Hypothesis Ha: 

i.e. there is no significant bias 
between laboratory j and laboratory 
k , tested with Student's t-test for 
means of differences. This results in 
a strenger test than when testing 
biases with the ANOVA approach. 

2. Hypotheses about the random error 

variances (s~.l 
J 

which can be tested with Jaech's 
Lambdatest(S, 6 ): 

hypothesis Ho: all 2 are equal, se. 
J 

hypothesis H1: all but one 2 
se. 

are equal. J 

If hypothesis H
0 

or H1 is true, 
equal variances may be pooled and 

compared with the variance s~ 
obtained by ANOVA. 
However, Jaech states: " ... the test 
could be used with reasonable assu­
rance of its validity for sample 
sizes of 15 and greater .... For 
sample sizes smaller than 10, the test 
should be applied with discretion."(S) 

3.1.4 Non-constant-bias model 

The mathematical model for the situation 
when biases among laboratories are not constant 
but depend linearily on batch magnitude has 
been developed by Jaech <7 • 8 ) for m > 2 labo­

ratories. 

The non-constant-bias (NCB) model is 
written as 

(3-7) 

where the parameters are defined as in the 
Grubbs CB model, i.e. 

1, ... ,n 
1, ... ,m 
value of 
lab. j 

denoting batches 
denoting laboratories 

batch i as measured by 



aj 0 

aj f 0 

cj f 1 

"true" value of batch i 
random error associated with the 

measured value yij 
parameters describ1ng the bias of 
lab. j in the following way: 

and cj = 1 no bias of lab, j 
and cj = 1 constant bias 
bias depends linearily on batch 
magnitude X 

The NCB model corresponds to a special case of 
the two-way analysis of variances wi th inter­
action. 

As with the Grubbs CB model absolute biases 
cannot be estimated since constraints on a. 
and cj have tobe made. Jaech< 7 l uses the siae 
conditions 

(3-8) 

i.e. he arbitrarily fixes the bias of the 
measurement of laboratory k equal to zero, to 
which the biases of the other laboratories are 
then related. 

Estimates of biases (aj, cj) ,
2 

of indi-
vidual random error variances (se.l , of 
batch values (xi) and of the J variance 
(or precision) of those parameters can be 
derived. For further details see appendix A. 

Procedures for testing the hypotheses 

1. that all random error variances 
are equal, and 

2. that there exist biases 
given in ref. (7). 

2 
(se.) 

J 

are 

Both hypotheses are tested by Chi-square tests 
but will not be summarized in appendix A 
because these tests were not used in the data 
evaluation of ICE-1. 

Similarily to the Grubbs CB model one may 
obtain up to m + 1 estimates for each s 2 by e. 
by excluding either none or in turn one J of 
the laboratories from the analysis. The estimate 
with the smallest variance (var(s2 )) could e. 
then be chosen provided all variancesJ of the 
same analysis are greater than zero, However, 
it should be noted that the tests described in 
reference (7) refer only to parameter values 
coming from the same combination of labora­
tories. 

As stated in appendix B, the use of the 
non-constant-bias model instead of the Grubbs 
constant-bias model and a transformation of 
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data strongly reduces the nurober of negative 
estimates of random error variances. Thus, the 
NCB model should first be applied in order to 
check for significant biases cj f 1 . 

3.2 Isotope correlation technique 

The main aims of the isotope correlation 
technique (ICT) are 

1) consistency check within a group of 
measured data (mass-spectrometric 
data and mass-spectrometric isotope­
dilution data) , 

2) consistency check with "historical" 
data of irradiated nuclear fuel, and 

3) the evaluation of the mass balances 
of Pu and U. 

ICT is based on the fact that among certain 
isotope abundances or nuclide contents, isotope 
abundance ratios, Pu/U ratio or burn-up of sperrt 
fuel, relationships exist which can be described 
by a polynomial function 

y (3-9) 

where X and Y stand for quantities such as 
nuclide content, isotope abundance and/or 
isotope abundance ratios. The simplest case 
would be that of a linear relationship between 
X and Y which corresponds to k 1 in 
equation (3-9), i.e. 

In some 
might be 

cases more complicated 
treated by equation 

(3-10) 

relationships 
(3-10) after 

appropriate data transformation, or by ex­
ponential functions. 

For ICE-1, two different approaches have 
been used for determining the correlations. 

3.2.1 Theoretical calculations 

With this method( 9 ), described in more 

detail in appendix c, concentrations of nuclides 
(of uranium, of plutonium, and of cesium, as 
well as of Nd-148) were calculated as functions 
of burn-up starting with reactor data such as 
type of reactor and fuel, fuel composition and 
enrichment and taking into account the reactor 
power history. 

Based on these functions, the ratios of 
Pu/U concentrations were calculated from mea­
sured isotope abundance ratios. An intercept 
b

0 
= 0 was assumed in all cases. The regression 

coefficients b1 of these relationships were 



expressed as 3rd order polynomials 
C + C • Ft + C • Ft2 + C • Ft3 Ft being 0 1 2 3 , 
burn-up and where the coefficients Ci depend 
on initial enrichment. Since b 1 depends on 
burn-up, the overall relation is 
anymore but corresponds to a 3rd 

not linear 
order poly-

nomial (eq. (3-9)). 

These calculations have been limited to a 
small nurober of correlations known to be the 
less sensitive to the approximations of the 
coefficient calculations. 

Finally the input masses of uranium and 
plutonium were calculated by the gravimetric 
method (see chapter 4). It has been shown that 
this technique gives results as precise as 
analytical measurements. 

3.2.2 Regression analysis 

Regression analysis is the well known 
statistic~l method developed for fitting 
measured values (xi, yi) which exhibit 
random errors, to a specified function, i.e. to 
equation (3-9) or (3-10). The parameters of 
those functions and their variances are de­
termined by the least squares method which 
consists of minimizing the sum of squares (SS) 
of weighted residuals (resi) about the re­
gression line: 

ss 

where 

res. 
,l. 

n 

n 
E 

i=1 
res? 

]. 
(3-11) 

difference between measured point 
(xi, yi) and its value calculated 
according to the assumed function, 

statistical weight of the measured 
point, (for non-weighted measure­
ments, wi 1). 

nurober of points (xi, yi) 

For a linear regression function the 
correlation coefficient (R) , confidence regions 
of the estimated regression line, and pre­
diction intervals for a future observation may 
be estimated in addition to parameters of the 
regression function. 

Procedures exist for testing the signi­
ficance of the correlation coefficient, i.e. of 
R. # 0 , of the slope b 1 # 0 of the rest 
variance, and of the goodness of fit of the 
measured values to the estimated straight line 
when individual errors of each measured point 
are available. 
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When ei ther variable X or Y is free of 
error these evaluations can be found in re­
levant statistical textbooks. 

When one has to deal wi th errors in both 
directions several approaches exist for the 
definition and the determination of the minimum 
sum of squares (eq. (3-11)) and for the estima­
tion of all possible parameters of the regres­
sion function. Details and references can be 
found in appendix A. 

Table 3.1 lists the variables of a nurober 
of linear functions used in data evaluation of 
ICE-1 most of them having been recommended by 
Napier and Timmerman(lO). For an illustration 

the numerical data of some of the correlations 
are presented in table 3.11. 

Table 3.1: variables of linear functions used 

in data evaluation of ICE-1 

1. Pu/U ratio correlations 

Pu/U versus Ft 
Pu/U U-236 (w/o) 
Pu/U D-U-235 (w/o) 
Pu/U Pu-240 (w/o) 
Pu/U Pu-241 (w/o) 
Pu/U Pu-242 (w/o) 
Pu/U (100 - Pu-239 (w/o)) 
Pu/U (Pu-242•Pu-239)/(Pu-240) 2 

Pu/U Cs-134/137 

2 0 Burn up correlations 

D-U-235 versus Ft 
U-236 Ft 
Pu-239 IMA Ft 
Pu-240 IMA Ft 
Pu-241 IMA Ft 
Pu-242 IMA Ft 
Pu-242/Pu-240 Ft 
Pu/U Ft 

D-U-235 

3. Isotope abundance functions 

U-235 
U-235 
U-235 
Pu-239 
Pu-240 
Pu-240 
Pu-241 
Pu-241 
Pu-242 
Pu-239•Pq-240 
Pu-240•Pu-241 
(Pu-239) 2 •(100- Pu-239) 

(U-235) 

versus U-236 
(Pu-239) 2 

Pu-240/Pu-239 
Pu-241/Pu-240 
Pu-239•(100- Pu-239) 
(Pu-239•Pu-240) 2 

Pu-239 
Pu-242/Pu-241 
Pu-242/Pu-240 
U-235 • Pu-241. 
U-235•Pu-242 

(100 - Pu-239) 



Table 3.1 continued 

4. Cerrelations between nuclide concentrations and different isotope ratios 

U-235 versus Pu-242/240 or D-U-235 

U-236 Pu-242/240 or D-U-235 

U-238 Pu-242/240 or D-U-235 

Pu-239 Pu-242/240 or D-U-235 

Pu-240 Pu-242/240 or D-U-235 

Pu-241 Pu-242/240 or D-U-235 

Pu-242 Pu-242/240 or D-U-235 

3.3 Results of the statistical evaluation 

The results presented in this section will 
have an illustrative nature to show how the 
different statistical methods have been used, it 
is not intended to present a complete statisti­
cal analysis of the data. The reason for this is 
that each of the participating data evaluation 
groups used different data sets but no group 
performed a complete statistical analysis which 
would render possible a comparison of the 
statistical methods described in section 3 .1. 
The different data sets stem from the use of 
isotope abundance data (w/o) and of nuclide 
concentration data (atoms/IMA). Both data sets 
were subjected to Pu-241 decay corrections using 
different values of its half-live and analysed 
for outliers applying different outlier cri­
teria. 

3.3.1 Detection of outliers 

Screening for outliers has been performed 
for both isotope abundance and nuclide concen­
tration data. The results are compiled in tables 
3.2 and 3.3. It may be worthwhile to point out 
that the different Pu-241 decay corrections 
mentioned above do not influence the outcome of 
the outlier analysis as lang as all data of the 
same data set had been corrected the same way. 

The Dixon criterion(l) was applied to the 
original data y .. , j=l, .. m of batch i (for 
d f . 't' 1] e 1n1 1ons see chapter A.l) and to stand-
ardized data y! . , i=l, ... n of lab j , the 
standardization

1
Seing 

(Y1·J· - Y· )/s 
1. yi 

(3-12) 

where 1 ~ (y .. - Y· )2 (3-13) 
m-1 j=l 1 J 1 " 

is the variance of batch 
measured by m laboratories. 

The Grubbs criterion (2 ) 

original data yij' 
paired comparisons, 

j=l, ... m 
i.e. it 

i values when 

was used for the 
and for multiple 
was applied to 

or 

or 

or 

or 

or 

or 

or 
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cm-244 

cm-244 

cm-244 

Cm-244 

Cm-244 

Cm-244 

cm-244 

IMA or Xe-132/131 or Cs-134/137 

IMA or Xe-132/131 or Cs-134/137 

IMA or Xe-132/131 or Cs-134/137 

IMA or xe-i32/131 or Cs-134/137 

IMA or Xe-132/131 or Cs-134/137 

IMA or Xe-132/131 or Cs-134/137 

IMA or Xe-132/131 or Cs-134/137 

s. Correlations between isotope ratios 

U-235/U-238 
Pu-241/Pu-239 
Pu-240/Pu-239 
Pu-241/Pu-240 
Pu-242/Pu-241 
Pu-242/Pu-240 
Pu-242/Pu-240 

versus U-236/U-238 
Pu-240/Pu-239 
U-235/U-238 
Pu-240/Pu-239 
Pu-240/Pu-239 
Pu-240/Pu-239 
Pu-242/Pu-241 

i=l, .. n differences of measurements (vijk) of 
lab j and lab k (see eq. (A-22)). In the 
latter case an outlier was attributed to lab j 
when it was found in all possible paired 
camparisans involving lab j To detect 
outliers using multiple paired camparisans the 
2-cr-limits of the normal distribution had also 
been'used. 

With isotope correlations, datapoints were 
labeled outliers when they either lay outside 
the ± 2•sy.x-band (eq. (A-51)) of the regres­
sion-line or outside the 95% confidence limits 
of the regression for a single observation 
using the Student-t distribution. An outlier 
found with an isotope regression Y = b

0 
+ b 1 • X 

was attributed to the variable Y when it was 
also detected wi th isotope correlations invol­
ving Y but other variables X . 

Tables 3.2 and 3.3 reveal that each of the 
statistical methods and outlier criteria 
selects different data as outliers. Never­
theless, two main results can be stated. First, 
strong outliers such as SAL 93 a·f Pu-242, SAL 
93 and WAK 90 of Pu-242/240 and Pu-242/241, or 
WAK 94 and WAK 95 of U-234 are found by most of 
the criteria and methods. Secondly, the results 
of the outlier detection by the isotope corre­
lation technique, i.e. linear regression, 
compare well with those of the other methods. 
However, it should be kept in mind that in 
addition to detection of outliers due to 
measurement errors, outlying batches due to 
physical reasons are identified with ICT but 



Table 3.2: Outliers detected by different statistical evaluation methods and outlier criteria, 
Nuclides refer to isotope abundance (w/o). Different a values originate from different 
statistical evaluations. 

quantity 
paired comparisonZ) linear regression3) Dixon criterion 

an standardized datal) 

a = 0.01 normal distribution a = 0.045 (± 2a) 

U-234 

U-235 

U-236 

U-238 

Pu-238 

Pu-239 

Pu-240 

Pu-241 

Pu-242 

U-235/U-238 

Pu-241/Pu-239 

Pu-242/Pu-239 

U total 

Pu total 

Pu/U 

RCH 87+94, SAL 94, TU 94 

WAK 88 

RCH 87+94, TU 86; 

RCH 88, SAL 88, TU 88, 

WAK 88 

SAL 93 

WAK 87; RCH 88, SAL 88, 

TU 88, WAK 88 

WAK 93 

r) y'. . ( I '-J y .. -y. ) s (see eq. (3-12)) 

WAK 94+95 

RCH 87, TU 94 

WAK 93 

TU 94 

WAK 92 

RCH 87 

RCH 87+95, WAK 87+91+95 

SAL 93, WAK 90 

RCH 86 

RCH 95 

z l.J 1.. yi 
)multiple application to differences of measurements as defined in eq. (A-22) 

3
)linear regression based an data of SAL 

4
)-no evaluation performed 

TU 94, WAK 93 

WAK 95 

RCH 87, SAL 93, WAK 87+92 

WAK 87+92 

RCH 87, TU 94, WAK 87 

SAL 93, WAK 86+87+90 

RCH 95 TU 86 WAK 92+93+94+95 

Table 3.3: Outliers detected by different statistical evaluation methods and 
outlier criteria. Nuclides refer to nuclide concentration (atarns/IMA). 

Dixon criterion original data paired comparisonl) linear regression 2 ) 
quantity on original data 

a = 0.05 

U-234 WAK 87+94+95 

U-235 RCH 90 

U-236 WAK 9J 

U-238 SAL 87, WAK 86+93 

Pu-238 SAL 89 

Pu-239 WAK 87+89+92+93 

Pu-240 WAK 87 

Pu-241 WAK 92 

Pu-242 RCH 95, WAK 92 

U-235/U-238 RCH 90 

Pu-240/Pu-239 WAK 87090+94 

Pu-241/Pu-239 WAK 94 

Pu-242/Pu-240 SAL 93, WAK 88+90 

Pu-242/Pu-241 SAL 93, WAK 86+90 

U total WAK 94+95 

Pu total 

Pu/u TU 86, WAK 92+93 

Grubbs criterion a = 0.05 

WAK 94 

RCH 90 

WAK 93 

SAL 87, WAK 92+93 

WAK 87+89+92 

WAK 87 

WAK 93 

RCH 95 

RCH 90 

WAK 87+90+94 

SAL 93, WAK 90+95 

SAL 93, WAK 86+90 

- 3) 

TU 93, WAK 94+95 

TU 94 

SAL 94, WAK 92 

SAL 93 

TU 94 

WAK 88 

SAL 93, WAK 9,0 

SAL 93, WAK 90 

1
) multiple application to differences of measurements as defined in eq. (A-22) 

2 ) linear regression based an data of RCH + SAL + TU + WAK 
3 ) -no evaluation performed 
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Student - t a = 0,05 

SAL 92, TU 95, WAK 94+95 

WAK 86 

WAK 92 

SAL 93, 

TU 94 

SAL 93, 

SAL 93, 

WAK 90 

WAK 86+90 

WAK 86+90 



not with the other statistical methods, except 
for the Dixon criterion applied to standardized 
data. 

The latter method may select a complete 
batch as an outlier instead of a single measure­
ment as can be seen in table 3. 2, column 1, 
where batch 88 of Pu-241 and of Pu-241/Pu-239 
are labeled as outliers. Furthermore, table 3.3 
shows that the Dixon criterion at the signifi­
cance level a. = 0. OS seems to point out too 
many data as outliers. 

Finally, it should be noted that the 
initial search for outliers of Pu-isotopes 
should be done on isotope abundance data and 
only subsequently on nuclide concentration 
data. The influence of data transformation from 
isotope abundance to nuclide concentration is 
shown for U-235 and Pu-239 in figures 3.1 and 
3. 2. The graphs show clearly that in centrast 
to the U-235 data the spread of the Pu-239 data 
as indicated by the standard deviations of the 
batches is much larger for nuclide concentra­
tion data than for those of isotope abundances. 
This is due to the imprecisions of the plu­
tonium content measurements. Thus, the in­
creased standard deviation reduces the selec­
tivity of the outlier detection. As an example 

U- 235 • 100 liw/o) 
:r~ U.; 

1.10 

too -I_-

-L-
0.90 

86 

-2 
U- 235 I (10 otoms /IMA) 

1.10 
12% 

1.00 
l-

0.90 
1-

86 

-1_-

--L-

88 

- -!_-

-L -

88 

-

90 

-I--

90 

take batch 95 of the Pu-239 isotope abundance 
measurement. The Grubbs criterion applied to 
the original data of 4 laboratories labels WAK 
95 as an outlier with significance level 
a. = 0. 01 whereas in the Pu-239 nuclide con­
centration determination no outlier can be 
detected any more because the variation co­
efficient of batch 95 is raised from 0,29 % for 
the Pu-239 isotope abundance ;to 4. 94 % for the 
Pu-239 nuclide concentration. 

As a summary of this chapter the following can 
be stated: 

1. Screening for outliers in Pu-isotope deter­
minations should be done on isotope abundance 
data and only subsequently on nuclide con­
centration data. 

2. Strong outliers are found with all outlier 
criteria and statistical methods applied. 

All results presented in chapters 3.3.2 
and 3.3.3 are based on data from which outliers 
had been removed exept for a few statistical 
analyses which had been performed on the total 
data. 

A 

-J- --L 

--r-

92 94 
BATCH NUMBER 

_J - B 
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--I --L 

-T 

92 94 
BATCH t-IJMBER 

Figure 3.1: Isotope abundance (A) and nuclide concen­
tration (B) of U-235. 
Order of laboratories: RCH - SAL - TU - WAK 

I batch mean ± 1s 
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-3 
Pu-239/00 atoms/IMA) 

j 5,1 
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Figure 3,2: Isotope abundance (A) and nuclide concen­
tration (B) of Pu-239. 
Order of laboratories: RCH - SAL - TU - WAK 

I batch mean ± 1s 

3,3,2 Estimation of random errors 

1. Grubbs' constant-bias mode1 (CBM) and ICT 

The random error variances (s2 ) and 
the inherent variances (var(s2 ))ej were e. 
calculated according to equations J (A-25) and 
(A-26) respectively. The Variation coefficients 
(Vj) are given in table 3.4 for the isotope 
abundance data and in tab1e 3.5 for the nuclide 
concentration data. 

Those variation coefficients 

j=1, ... 4 

(3-14) 

are chosen which have the smallest variance 
var(s~.l, i.e. highest precision out of those 
valuesJ estimated by applying Gr~bs' analysis 
to all of the four data sets and then to all 
combinations of three data sets excluding in 
turn one data set from the analysis as de­
scribed in section 3.1.3. Dashes indicate that 
there are no estimates available from calcu­
lations which yield positive variances for each 
of the laboratories. In addition, table 3.5 
contains variation coefficients (V ( IC)) ob­
tained by use of eq. (A-52) for different 
isotope regressions Y = b

0 
+ b 1 • X , where 
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the independent variable X was presumed to be 
free of error. 

The increased measurement imprecision of 
nuclide concentrations in comparison to isotope 
abundances as shown in tables 3. 4 and 3. 5 was 
already stated in section 3.3.1. 

The results obtained for variation coeffi­
cients (V) by the Grubbs constant-bias model 
and by the isotope correlation technique as 
shown in table 3. 5 for nuclide concentration 
data show acceptable agreement for Pu-isotopes 
and for U-238, thus showing that ICT may 
replace additional measurements needed for the 
evaluation of measurement imprecision. In most 
cases V ( IC) , calculated by ICT, exceeds V (GR) , 
calculated by Grubbs' method, since minor 
systematic errors which increase the estimated 
value of V(IC) cannot be excluded (for details 
see section A.4.3). It should also be noted 
that because of the small sample nurober (n < 7) 
the imprecisions (var(se2 )) of the estimated 

2 ' 
variances (se.> are of J the same order as 
the variances J themselves. An attempt to reduce 
those imprecisions may be found in appendix B; 
the results of an application to isotope abun­
dance data are presented in table B, 2. Large 
scatter between V(GR) and V(IC) is found for 
U-235 measurements of all laboratories. This is 



Table 3.4: Variation coefficie~t 1 ) (V) as estimated according 

to Grubbs' constant-bias model (CBM) (eq. (A-25)) and to the 

non-constant-bias model (NCBM) (eq. (A-40)). outliers exciliuded 

using the Dixon criterion ( 
1

) on standardized data at 11 = 0.01. 

Nuclides refer to isotope abundance (w/o). 

quantity 

U-234 

U-235 

U-236 

U-238 

Pu-238 

Pu-239 

Pu-240 

Model 

CBM 
NCBM 

CBM 
NCBM 

CBM 
NCBM 

CBM 
NCBM 

CBM 
NCBM 

CBM 
NCBM 

CBM 
NCBM 

Pu-241 CB~I 

Pu-242 

NCBM 

CBM 
NCBM 

U total CBM 

Pu total 

NCBM 

CBM 
NCBM 

9 
9 

9 
9 

9 
9 

7 
7 

9 
? 

8 
8 

9 
9 

8 
8 

7 

RCH 

V 

2,90 
3,03 

o. 79 
0.79 

o. 22 
o. 21 

0.007 
0.007 

6.12 
5.82 

0.14 
0.14 

o. 22 
0.24 

0.41 
0.47 

o. 29 

n 

9 
9 

9 
9 

SAL 

V 

4.10 
3,89 

0,56 
o. 56 

o. 67 
0,68 

0,004 
0,004 

9 3,37 
9 3,34 

8 o. 29 
8 0. 30 

10 0.51 
10 o. 56 

8 
8 

7 
7 

0.48 
0.39 

1. 29 
1. 31 

n 

9 
9 

9 
10 

9 
9 

7 
7 

9 
9 

8 
8 

9 
9 

8 
8 

10 
10 

TU 

V 

8.09 
8.01 

1. 25 

0.88 
o. 87 

0.006 
0,006 

3.95 
4.08 

0.14 
0.13 

0.38 
0,37 

o. 83 
o. 88 

o. 89 
1.04 

n 

9 
9 

9 
9 

WAK 

V 

3) 

o. 79 
0.78 

1. 24 
1. 23 

10 25.6 
10 25.7 

8 0.39 
8 o. 38 

9 o. 77 
9 0.77 

3.79 

10 0.35 

l) variation coefficients (Vj = se./y.j•lOO(%)) with smallest 

variance (var(s:.)) are chosen J as descriled in section 

3.1.3 J 

2 ) n· = nurober of samples 

3 ) - no estimate available from calculation yielding positive 

variances for each of the laboratories. 

probably due to crosscontamination which in­

creases the scatter of the data points around 
the regression line. 

Furthermore, V (IC) values for an isotope 

Y based on the measurement of one laboratory 

estimated by different isotope correlations 

show only slight scatter. Outlying values 

suggest that the assumptions made, i.e. X 

free of error and linear model, are not ful­
filled. 

The statistical significance of the dif­

ferences among the imprecisions (s 2 ) of the e. 
nuclide concentration data was J evaluated 
by use of Jaech's A-test( 5 , 6 ), the results of 

which are presented in table 3.6. It should be 

remarked, that the data sets of tables 3.5 and 

3 • 6, al though both apply to nuclide concen-
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trations, differ slightly because of the diffe­

rent outlier criteria used. Table 3.6 shows 

that the measurement performances of the labo­

ratories involved in this experiment were in 

many cases statistically not different, signi­

ficant differences were found for U-234, U-235, 

Pu-238, Pu-241 as well as for Pu-241/ Pu-239 

determinations. No such tests were performed on 

isotope abundance data. 

2. Non-constant-bias model 

The results of the statistical 

using the non-constant-bias model 

analysis 

(NCBM) 

applied to isotope abundances may be found in 

table 3. 4 within the lines labeled NCBM. Vari­

ation coefficients (Vj) entered in the table 



Table 3.5: Comparison of variation coefficients (V(%)) obtained by Grubbs' constant-bias 

model (eq. (A-25)), and by isotope correlations (eq. (A-52)). Isotope correlations 

Y = b
0 

+ b
1 

• X , where X is presumed to be free of error. Outliers excluded according 

to the Grubbs criterion (2 ), at a = 0,05, samples 88 and 90 to 95 for nuclide concentration 

data (atoms/IMA). 

Hethod RCH SAL TU WAK 
quantity 

GR=Grubbs analysis 
IC=Isotope Cerrelation 

U-235 V (GR) 0, 36 o. 46 o. 32 1.04 

V (IC) for 
y U-235 X Pu-240/239 1. 41 2.17 1. 63 1. 86 

Pu-242/240 0.94 1. 91 1. 25 1.57 
Pu-242/241 1. 48 2.17 1.52 1. 67 
Nd-146/145 1. 44. 

U-238 V (GR) 0,02 0.02 0.03 0,02 

V (IC) for 
y U-238 X Pu-240/239 0,03 0,03 0.04 0.05 

Pu-242/240 0.04 0.02 0.04 0.03 
Pu-242/241 0.04 0,03 0.04 0,04 
Nd-146/145 0.04 

Pu-239 1 ) V (GR) 1.15 o. 46 1.50 

V (IC) for 
y Pu-239 X U-235/238 1.69 0.83 2,13 

Pu-240/239 1. 76 0.92 2.51 
Pu-242/240 1. 90 0.84 2.20 
Pu-242/241 1. 99 0.88 2.25 

Pu-240 V (GR) 2.80 0.71 0.59 1. 78 

V (IC) for 
y Pu-240 X U-235/238 1. 99 1.52 0.86 1.43 

Pu-240/239 2,23 o. 96 o. 77 2.69 
Pu-242/240 2.35 1.59 o.54 2.19 
Pu-242/241 2,65 1. 46 o. 70 2,60 
Nd-146/145 o. 86 

Pu-241 V (GR) 3.02 0.99 1.01 0.69 

V (IC) for 
y Pu-241 X = U-235/238 2.20 1.29 2.23 2,05 

Pu-240/239 2.73 1.02 1.34 3.19 
Pu-242/240 2.79 1. 41 0.83 2.74 
Pu-242/241 3,09 1.40 1.16 3.16 
Nd-146/145 1. 27 

Pu-242 V (GR) 2 .• 77 0,72 1.87 5.40 

V (IC) for 
y Pu-242 X = U-235/238 2.23 2.96 2.09 2.27 

Pu-240/239 2.48 1. 22 1. 99 4.75 
Pu-242/240 2.52 1.64 1.48 2.19 
Pu-242/241 3,21 1. 48 1. 93 2,82 
Nd-146/145 2,00 

1)Calculations based on 10 samples (88 to 95) available only for SAL, TU, and for WAK 
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correspond to random error variances (s2 ) e. 
which have the minimum var(s2 ) values J e. 
from the CB model since the J parameter 

var(s;,) was not estimated in the NCB model. 
J 

For Pu-241 and U-total no data set com­
bination resulted in positive values for the 
random error variances for either of the labo­
ratories. The total nurober of calculated ne­
gative variances is almost equal for both the 
CB and the NCB model, For the NCB model this 
nurober can be reduced considerably after an 

appropriate data transformation as described 
in appendix B. The results of the NCB model 

applied to standardized data may be found in 
table B.2. 

Table 3.6: Labaratory random error variances 

(se.l tested for significant differences with 
the J A-test proposed by Jaech (5 ). Variances 

estimated by Grubbs' constant-bias model 
(eq. (A-25)). Nuclide concentration data are in 
units of atoms/IMA. Outliers were excluded ac­
cording to the Dixon criterion(l) at a = 0.05 . 

Samples 88 and 90 to 95. 

1) 

quantity 

U-234 
U-235 

U-236 
U-238 

Pu-238 
Pu-239 

Pu-240 
Pu-241 

Pu-242 
U-235/U-238 

Pu-240/Pu-239 
Pu-241/Pu-239 
Pu-241/Pu-240 
Pu-242/Pu-240 
Pu-242/Pu-241 

U total 

Pu total 
Pu/U 

significant 
difference 

yes 
yes 

no 
_1) 

yes 

no 
yes 

no 
no 
yes 

no 

no 
no 

no 

- no test performed since the Grubbs ana­
lysis yielded in this case a negative 
estimate of variances 
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3, Analysis of variances (ANOVA) 

The work done wi thin the frame of ANOVA 
consists mainly of two tests based on the 

F-distribution. 

a) The mean of the random error variances 
(s 2 ) , i.e. 

ej 

1 m 
m ~ 

j=l 

2 
Se, 1 

J 
(3-15) 

estimated by the Grubbs CB mode1 was ceropared 

to the random error variance (s;) estimated 
by ANOVA via eq. (A-7) for isotope abundance 

data, i.e. the term 

ERROR 

was tested versus 
a = 0,05, although 
if poo1ing of the 

of freedom 

1 m 2 2 m ~ se. I se 
j=1 J 

(3-16) 

F(a;VCBM'VANOVA) with 
it was not previously tested 

s 2 was possib1e. The degree 
ej 

(n-1) (3-17) 

was derived from Satterthwaite's formula, 

whereas VANOVA vr according to table 
A.1. In no case was the ERROR-term significant, 
which means the pooled estimate obtained by the 
CB model and s; obtained by ANOVA should both 

be valid estimates of the precision. 

b) Nuclide concentration data were tested for 
their applicability to isotope correlations by 
testing the hypothesis Hb of the analysis of 
variances, i.e. by checking the test parameter 

m(n-1) 
n 

(3-18) 

against the value F (a; n-1, (m-1) • (n-1)) of the 
F-distribution at significance levels a = 0.01 
and 0. 05. For further details see section A .1, 

eq. (A-17). 

In table 3. 7 the interlaboratory coeffi-

cients of Variation (VIL) the interbatch 

coefficients of variation (VIB) and the 
correspondent Fb-values are given. Those of 
U-234, Pu-238 and Pu-239 marked with an asterisk 
are smaller than F(0.05; 6, 18) = 2.66 . This 
means that the batch Variation is not sig­
nificantly different from the random error 

variance, thus labeling these isotopes as 

inadequate for isotope correlations. 



Table 3.7: Interlaboratory coefficient of Variation (VIL (%)) 

and interbatch coefficient of Variation (VIB (%)) as calculated 

by the analysis of variances (eq. (A-12) and (A-13)). Outliers 

were excluded according to the Dixon criterion (l) at o: = 0.05. 

Single nuclide~ refer to.nuclide concentration (atoms/IMA). 

Samples 88 and 90 to 95. 

1) 2 m(n-1) VIB 
quantity VIL VIB Fb -2-

VIL n 

U-234 5,03 3,52 1. 8* 

U-235 0.95 6.09 147.9 

U-236 0.96 2.03 16,1 

U-238 0.036 0,119 39,3 

Pu-238 16.3 12.6 2,15* 

Pu-239 2.34 1. 84 2.23* 

Pu-240 2.52 4.90 13.6 

Pu-241 2,61 4.93 12,8 

Pu-242 2.79 11.3 59,1 

U-235/U-238 0.97 5,97 136.4 

Pu-240/Pu-239 0.30 3,44 473.0 

Pu-241/Pu-239 0,75 3.88' 96,3 

Pu-241/Pu-240 0.48 0.59 5.5 

Pu-242/Pu-240 2.98 6,55 17.4 

Pu-242/Pu-241 1.59 6.01 51.4 

U total 1.05 6,69 146.1 

Pu total 1. 89 5.60 31.6 

Pu/U 2.47 3.10 5.7 

F - statistic F (0,01; 6, 18) 

F (0,05; 6, 18) 

4.01 

2.66 

F (0,05; 6, 18) 

' 
test parameteras defined in eq. (3-18, (A-17) 

and (A-20) 

The underlying assumption of no signifi­
cant laboratory biases was not fulfilled for 
some items of table 3.7 as follows partly from 
table 3.10 of section 3.3.3. In such a case 

viL underestimates the random error variance 
2 . 

(se) (see eq. (A-15)) and therefore, according 
to eq. (3:-18), some items of table 3, 7 should 
also have been marked with an asterisk. 

3.3.3 Estimation of biases 

The estimation of biases, i. e. of syste­
matic errors by use of ICT is possible only if 

reliable "historical" data of the same reactor 
type, the same fuel type and composition and of 
the same burn-up range exist as is the case for 
the übrigheim reactor. Only one isotope corre­
lation (Pu-239/Pu-241 versus Pu-240/Pu-242) 
including present and historical data has been 
examined.and this showed a discrepancy in decay 
time corrections. 
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1. Non-constant-bias model 

The parameters cj expressing the depen­
dency öf biases on batch magnitude as described 
by the NCB model (eq. (3-7)), were determined. 

for isotope abundances. The cj were calculated. 

relative to WAK measurements, i. e. cWAK = 1. 0 · 
was presumed. The results may be found in table 
3, 8 for the analysis of 4 laboratories (WAK; 

RCH! SAL, TU) and of 3 laboratories (WAK; SAL, 
TU) • No tests concerning the statistical 

significance of the cj deviating from 1.0 have 
been undertaken. Nevertheless, some features can 

be pointed out. 

The comparison of the results of the 4-lab. 

analysis with the 3-lab analysis shows that for 

the first one the deviations of the cj from' 

1. 0 are in most cases much smaller indicatingt 
a precision increase although the nurober of 1 



samples used in the analysis was usually higher 
in the 3-lab case. 

For the 4-laboratory analysis deviations 
of the cj from 1.0 of about -4% and more for 
all laboratories are found for U-234 and 
Pu-242, suggesting that the assurnption of 
cWAK = 1.0 for WAK could be wrang. 

Furtherrnore, cRCH of Pu-238 and of 
U-tota1 as well as cTU of Pu-241 show 1arger 
deviations frorn 1.0 than the cj of the other 
two rerna~n~ng 1aboratories, indicating a 
non-constant bias of the RCH and TU rneasure­
ments. In all other cases the constant-bias 
rnodel seerns to be acceptable, since the cj do 
not differ too rnuch frorn 1.0. 

No atternpt has been rnade to deterrnine the 
constant portion (a.) of the bias defined by 

. J 
the non-constant-b~as rnodel. 

Tab1e 3.8: Estirnation of biases cj 
(eq. (A-37}) of the non-constant-bias rnodel 
based on cWAK = 1.000 , out1iers exc1uded 
according to the Dixon criterion (1 ) on stan­

dardized data at a = 0.01 • Nuclides refer to 
isotope abundance (w/o) • 

nurober 
n2) quantity of ) RCH SAL TU 

labs1 

U-234 4 9 0.933 0.962 0.871 

U-235 4 9 0.999 0.998 1.005 
3 10 0.960 1.183 

U-236 4 9 1.014 1.004 1.007 
3 10 1. 259 0.866 

U-238 4 7 1.000 1.000 1.000 
3 9 1.000 1.000 

Pu-238 4 9 0.956 1.032 1.002 
3 10 0.813 1.023 

Pu-239 4 8 1.004 1.002 1.020 
3 9 1.003 1.020 

Pu-240 4 9 1.001 1.000 1.015 
3 10 1.192 1.348 

Pu-241 4 6 0.996 0.994 0.884 
3 8 0.996 0.888 

Pu-242 4 8 0.961 0.955 0.980 
3 9 0.940 0.964 

u total 4 9 1.083 0.983 0.980 
3 10 0.960 0.965 

Pu total 4 7 1.033 1.023 1.007 
3 10 0.791 0.904 

1) 4 laboratories WAK; RCH, SAL, TU 
3 laboratories WAK; SAL, TU 

2) n = nurober of sarnp1es 
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2. Constant-bias rnode1 

The systernatic 
between laboratory 

errors or 
j and 

biases (v. jk) 
laboratory k 

according to the CB model were deterrnined using 
eq. (A-24) frorn which relative percent biases 
(d) were derived according to eq. (3-19) : 

d 
v.jk • 100 (%) (3-19) 

The resu1ts for isotope abundance data with 
outliers inc1uded and for nuclide concentration 
data without outliers are given in tab1es 3. 9 
and 3.10 for those quantities (nuclides, U- and 
Pu-total) for which the relative bias is about 
1 % or higher and the appropriate confidence 
level P is equal or higher than 95 %. In sorne 
cases va1ues of d < 1 % and P < 95 % are 
given for cornparison of results . 

Table 3.9 shows that the U-236 measurernents 
of RCH are about 1 % higher than those of the 
other laboratories. The Pu-238 deterrninations of 
TU deviate by 20 % to 36 % frorn those of the 
other 3 1aboratories. This is due to the Pu-238 
built-up by Crn-242 decay which depends on the 
date of analysis. The Crn-242 content had been 
deterrnined by TU only and the TU data were 
subsequently corrected as of the date of fuel 
discharge. Apart frorn this i t should be rernem­
bered that for the Pu-238 rneasurernent of RCH a 

non-constant bias wi th cRCH = 0. 956 had been 
found, which nevertheless should cause only a 
minor difference. 

The U-tota1 deterrninations of WAK are about 
2 % higher than those of the other laboratories. 
However, this resul t should be considered wi th 
caution since cRCH = 1. 08 was estirnated with 
the non-constant-bias rnodel. 

On the other hand the Pu-total was rneasured 
by WAK about 2.2 % too low. This result is only 

slightly influenced by the fact that cRCH 
cSAL and cTU are about 2 % lower than cWAK of 
the NCB rnodel (see table 3.8). Considering the 
rnean and the range of the Pu-total values as 
rneasured by WAK (1.125•10-3g and 0.054•10- 3g 

respectively), the bias due to cWAK # 1.0 can 
be estirnated to be less than 0.1 % for this 
range of measured values. 

For nuclide concentration data no cornpa­
rative results of the non-constant-bias analysis 
exist, therefore the applicability of the 
constant-bias rnodel cannot be checked and the 

results of it stand as such. 

Table 3. 10 shows that a strong bias of 
about 20 % exists for Pu-238 between TU and WAK 
on one side and RCH and SAL rneasurernents on the 
other, which again is caused by Pu-238 built-up 



Table 3.9: Percentage ratio {d) 1) of mean difference to mean content and level of confidence P (%) for paired 

comparison (see Grubbs' CBM, hypothesis Ha' section 3.1.3 and eq. (3-19)) , outlier-s included. Nuclides refer 

to isotope abundance (w/o). Only those values are given for which P > 95 % and d > 1 %';; 

signif. diff. 

quantity n 
2) 

TU - WAK TU - RCH TU - SAL WAK - RCH WAK- SAL RCH - SAL 

d p d p d P. d p d p d p 
in lab 

U-236 9 - 0.92 >98. - 1.35 >98 1.00 >99. RCH 

Pu-238 9 (-18.1 90.) -36.5 >99.99 -22.0 >99. 99 ( 1.33 <90) (- 3.93 <90) - 5.26 >97 TU 

w 
0 Pu-242 9 1.12 >99.9 3.54 >97. 

u total 10 - 2.23 99.99 1.42 '093 1.88 >99. WAK 

Pu total 7 1.66 >99.99 - 3.34 >98. - 1. 72 >98. WAK 

d 

1 n 
- E (y .. - y.k) 
n i~l l.J 1 

0.5(y.j + Y_kl 
• 100 (%) 

1) 

2) 
n = nurober of samples 



from Cm-242 decay taken into account only for 
TU measurements. However, no explanation for 
the lack of bias between TU and WAK data can be 
given, which amounted to - 18 % for the isotope 
abundance data. Moreover, the WAK measurements 
of Pu-239, Pu~240 and Pu-241 are about 4 %, 5 % 
and 3.5 % lower than those of TU, RCH and SAL, 
respective1y, with relevant confidence 1evels 
greater than 99 %. Since these biases are not 
encountered wi th the isotope abundance data a 
systematic error must have been introduced by 
the data trarisformation from isotope abundance 
to nuclide concentration, i. e. by the bias of 
U-total and/or Pu-total. The bias cannot be 
caused by a biased burn-up determination, since 
the burn-up determined by TU had been used for 
data transformations of all four 1aboratories. 

Minor biases at 1ower confidence levels 
are found for U-234, U-236 and Pu-242 in the 
measurements of SAL, RCH and SAL respectively. 

3. Analysis of variances 

The significance of systematic errors of 
isotope abundance data was evaluated by testing 
hypothesis Ha (see 3.1.2 and eq. (A-16)). 
Differences in the laboratory biases at a 
significance level a = 0. 05 were found for 
U-236, Pu-239, Pu-240, Pu-241, Pu-242 and for 
Pu-total. These findings agree only partly with 
the results of the CB model, where in addition 

biases were detected for Pu-238 and U-tota1, 
but none in the measurements of Pu-239, Pu-240, 
Pu-241. The discrepancy is probab1y due to the 
use of different decay corrections and outlier 
criteria. 

3.3.4 Same examples of the application of ICT to 
ICE data 

As mentioned in chapter 3.2.2 and more 
explicitly demonstrated in chapter A.4 there 
exist different approaches to determine the 
parameters of a linear regression Y=b

0 
+ b 1 • X 

in case the measurements of both variables X 

and Y bear random errors. In the Isotope Cerre­
lation Experiment the method of minimum distan­
ces (eq. (A-46)) and Deming's method (eq. (A-46)) 
was used. 

For both methods the coordinates of a point 
(xi, yi) were determined as the means of the 
values of batch i as measured by the four 
laboratories (or three in case of missing 
measurements) . The variances s 2 (xi) and 

s 2 (yi) of the xi and yi values, respective­
ly are used for the determination of the weights 
of point (xi, yi) according to equations (A-48) 
and (A-50). 

Results of some linear isotope regressions 
Y = b

0 
+ b 1 • X based on the method of minimum 

distance involving nuclide concentrations and/or 

Table 3.10: Percentage ratio (d) 1 ) of mean difference to mean concentration and level of con­
fidence (P} for paired comparison (see GRUBBS CBM, hypothesis Ha' section 3.1.3 and eq. (3-19)), 
outliers excluded according to the criterion of GRUBBS at a = 0.05 . Nuclide concentration data 
in units of (atoms/IMA). Only those values are given for which P ~ 95% and d ~ 1 %. 

isotope TU - WAK TU - RCH TU - SAL WAK- RCH WAK - SAL RCH - SAL sign.diff. 

in lab. 

d p n2) d p n d p n d p n d p n d p n 

U-234 - 9.9 >95. 5 4.9 <95. 5 - 5.7 95. 7 (SAL) 

U-236 - 0.8 >90. 7 - 1.5 >95. 7 1.3 99.9 7 (RCH) 

Pu-238 -22.6 99.9 -24.3 99.9 9 -18.7 99.9 6 - 4.6 98. 5 

Pu-239 4.4 99.9 10 - 5.7 99. 7 - 3.7 99.9 10 WAK 

Pu-240 4.0 99.9 10 - 5.2 99. 7 - 3.5 99.9 10 WAK 

Pu-241 3.9 99.9 10 - 4.7 98. - 3.2 99.9 10 WAK 

Pu-242 2.0 98. 9 2.1 'V95. 9 2.4 >90. (SAL) 

n 
_! E (y .. - y ik) 

1) n i=1 l.J 
d 100 (%) 

0.5• (y 
. j + Y.k) 

2) 
n = nurober of samples 
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Table 3o11: Calculated correlations for isotopic relations 

based on results from 4 laboratories, Nuclides refer to 

nuclide concentration data, outliers included, Estimated 

regression equation Y = b
0 

+ b 1 • X by 

method of minimum ·distance, ·n 

R = correlation coefficient, 

number of points, 

y 

D235 

U-236 

Pu/U 

Pu/U 

Pu/U 

Pu-239 

Pu-240 

Pu-241 · 

Pu-242 

Pu-241/239 

Pu-240/239 

Pu-241/240 

Pu-242/241 

Pu-242/240 

X 

vs.Ft 

vs.D235 

vs.D235 

vs.Ft 

vs.cs-134/137 

vs.Ft 

vs.Ft 

vs.Ft 

vs.Ft 

vs.Pu-240/239 

vs.U-235/238 

vs.Pu-240/239 

vs.Pu-240/239 

vs,Pu-240 

Pu-242/240 vs.Ft 

x2 (0,05, 8) 

1) 

n 

10 

10 

10 

10 

9 

10 

10 

10 

10 

10 

10 

10 

10 

10 

10 

0.190 1 ) 

-0.582 

4.92xl0- 4 

0.00297 

0.007.!!2_ 

0.00387 

7.60xl0-5 

-5.7lxl0-5 

-5.14xl0- 4 

-0.0287 

0,612_ 

0.410 

-0.309 

-0.0842 

-0.0324 

15.51 

0.163 

334. 

0.0121 

0,00191 

5,68xl0-4 

3.38xl0-4 

6.29xl0- 4 

3. 77xl0 - 4 

3.03xlo-4 

0,61~ 

-21.4 

0,345 

1.68 

14~. 

0.0769 

R 

0.969 

0.979 

0.948 

0.953 

0.398 

0.605 

0.954 

0.965 

0.994 

0,991 

0.937 

0,752 

0.994 

0.952 

0.986 

error 
2 

Xe direc-

tion 

x,y2) 

9.44 y 

1.76 y 

1. 60 y 

14.42 y 

2. 8 y 

3.04 y 

3.28 y 

5.6 y 

2.96 x,y 

23.12* x,y 

24.16* x,y 

1.28 x,y 

1. 92 x,y 

4.72 y 

underlined digits: discrepancy between method of minimum 
distance and Deming's method. 

2) 
Individual errors unknown. The x2-values are calculated 
using an adjusted weight value for all points. These values 
can therefore not be applied to interpret the goodness-of­
fit. 

isotope ratios are given in table 3.11 where the 

variables Y , X , the nurober of samples (n), 
the regression parameters b

0 
and b 1 the 

correlation coefficient (R), the goodness of fit 
parameter (X~), and the variable with which the 

error is associated are listed. 

The regression parameters (b
0 

, b 1 ) cal­
culated by use of Deming' s method differ only 
slightly from those of table 3 .11. To illu­
strate, the digits which differ are underlined 

in the table. 

Correlation coefficient 

i The correlation coefficient (R) is sta­
tistically significant from zero at a signi­

ficance level a = 0.05(0,001) when it exceeds 
the value of 0.666(0.898) for n = 9 samples 
and of 0,632 (0.872) for n = 10 Thus, the 
variables X and Y of all . correlations are 

correlated at a high significance level except 
for those of Pu/U versus Cs-134/Cs-137 (R = 
0.398), Pu-239 versus Ft (R = 0.605) and of 

Pu-241/Pu-240 versus Pu-240/Pu-239 (R = 0.752). 
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This is probably due to the high interlaboratory 
coefficient of variation of Pu/U, Pu-239 and 

Pu-241/240. 

Goodness of fit 

The goodness of fit of the points (xi, ]Ti) 
to the estimated regression line had been tested 

by comparing the values of X~ of table 3.11 
with the appropriate x2 distribution value (see 
chapter A.4.2) which amounts to x2 (a,v) = 15.51 
at the significance level a = 0. 05 and V = 

n-2 = 8 degrees of freedom. X~ > 15.51 is 
encountered for the regressions of Pu-240/Pu-239 

on U-235/U-238 and Pu-241/Pu-240 on Pu-240/239. 
The correlation coefficient of the first regres­
sion, R = 0. 93 7, is significantly different to 
zero at a < 0. 001 indicating that ·the assump­
tion of the linear model might not be correct. 
In contrast, R = 0.752 of the second regression 

points to a rather weak correlation suggesting a 

strong scatter of the data points araund the 

regression line. 



3.3.5 Summary of the results obtained with ICT 

1. An internal consistency check revealing 
measurement er~ors and outlying batches can 
be performed with success. 

2. Randern errors estimated by use of appro­
priate correlations assuming the error is 
in the Y variable only compare \'Ii th those 
calculated by the Grubbs constant-bias 
method. In case individual measurement 
errors will be known an improvement of the 
random error estimation by ICT is to be 
expected since then it is possible to split 
off the random errors in both X and Y 

variable portions. 
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3. Both Deming's method and the method of mi­
nimum distances give nearly identical re­
sul ts for the parameters of a regression 

line. 

4. Isotope correlations based on theoretical 
calculations give results as precise as 
analytical measurements (see appendix C). 



4. Material balance of uranium and plutonium 
isotopes 

The aim of the reprocessing input analyses 
is to establish a material balance. Usually 
this material balance is made for a reproces­
sing campaign comprised of many fuel assernblies 
of a reactor reload. 

4.1 Methods of material balance 

Several methods have been described (1 ) 
(2 ) which will be compared by using the results 

of this experiment. As emphasis is given to the 
methodological aspect rather than to the per­
formance of the individual laboratories the 
averages of the results as obtained by the 

laboratories are used (table 2.9). In the Annex 
(C and D) evaluations are described following 
the method developed by, the CEA, Cadarache and 
using the transportable data bank of CEN, Mol. 

In both cases different levels of the quali ty 
of an analytical laboratory are considered. 

The applied method of measuring the 
reprocessing input at the WAK plant is the 
Volumetrie method. From the concentration of 

each element, the volume and density of the 
Solution of the accountability tank and the 

dilution factor of the samples the mass of each 
nuclide is calculated. 

If ICT is used to measure the mass of the 
Pu and U isotopes, the initial fuel weight has 
to be used. Correlations determining the Pu/U 
ratio (as originally proposed by BNWL) or the 

concentration of an individual nuclide as re­
lated to the initial meta! atoms, IMA (as used 
in reactor physics and elaborated by the 
European Institute for Transuranium Elements) 
eliminate the concentration determination of 
nuclides in the solution by determining the 
ratio of each nuclide to the most abundant 
nuclide i.e. U-238. 

This principle follows from the gravi­
metric method (sometimes referred to as the 
Pu/U ratio method). Computer codes, such as the 

often-used ORIGEN and the approach taken by the 
CEA described in this report, use the initial 
fuel weight, Uo as well. 

There is an 
eq. 4-1) between 

important difference, 11 (s. 

the first method and the 
others. The Volumetrie method measures only the 

m~terial dissolved ready to enter the reproces­
sing process, whereas the other methods deter 

mine the input of the spent fuel to the repro­

cessing plant. The difference, 11 consists of 
possible head-end lasses and measurement errors 
in the ini tial fuel weight, Uo and in the 
accountability tank content. In order to 
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balance the weight of the spent fuel wi th Uo, 
the burn-up, Ft has to be known. 

U
0 

= (U+Pu+TPu+/1)/(1-Ft/100) (4-1) 

In this equation the sum of the masses of 
U, Pu and transplutonides TPu of the spent 
fuel, corrected for the burn-up, as obtained by 
Nd-148 analyses, has to balance the initial fuel 
amount Uo when the above described difference 11 
is considered. 

The available data is used to compare the 

different input analysis methods according to 
their accuracy, effort, information required, 
tamper resistance and timeliness. 

For the comparison only the most "popular" 
correlations were selected. (In table 4.1 each 

variable X is correlated with each variable Y). 
The variable Y comprises isotopic concentrations 
(atoms/IMA) or the ratio Pu/U. The variable X 
uses information obtained by less costly mea­

surements than the information of the variable 
Y, i. e. isotopic ratios or the Cm-244 concen­
trations. 

X versus 

D-U-235 
Pu-242/240 
100 - Pu-239* 
Pu-(242•239)/(240•240)** 
Cm-244 
Cs-134/137 
Xe-132/131 

y 

u -235 

Pu-239 
Pu-240 
Pu-241 
Pu/U 

* 100 _ 100 Pu-239 (a/o) ** Pu-242 
Pu Pu-240 

IMA 

IMA 
IMA 
IMA 

Pu-239 

Pu-240 

Table 4.1: Correlations used for the comparison. 

(All are linear except Cm-244 IMA, which is 
quadratic.) 



Method U-235 Pu-239 Pu-240 Pu-241 Pu/U 
Isotope corre1ations: 
X=D-U-235 0.4 1.1 (1) 1.0 (1) 1.3 1.0 (1) 

Pu-242/240 1.9 1. 2 (2) 1.5 1.9 1.6 
Cm-244 IMA 0.9 1. 2 (1) 1.1 (1) 1.6 1.1 
Xe-132/131 3.1(2) 1.1 (2) 2.7(2) 2.9(2) 2.0 (2) 
Cs-134/137 3.7 1.3 2.4 2.6 1.7 
100 - Pu-239 (a/o) 1.2 1.0(2) 0.9(2) 1.8 1.7 
Pu-(242•239)/(240•240) 2.8 1.6 1.8 2.2 1.6 

Theor.ca1c. IC, CEA 0.75 

AN OVA 0.4 (1) 1.4 1.3 1.3 1.3 

Grubbs ana1ysis: RCH 0.4 * 2.8 3.0 2.8 
SAL 0.5 1.2 0.7 1.0 0.7 
TU 0.3 0.5 0.6 1.0 1.9 
WAK 1.0 1.5 1.8 0.7 5.4 

*)negative variance 

Tab1e 4.2: Mean variation coefficients, V(%), of nuclide concentrations as evalu­
ated by isotope correlations, by analysis of variances (ANOVA), by Grubbs' analysis 
and by theoretical ca1culations. The first method is based on an interbatch compari­
son, whereas ANOVA and Grubbs' analysis are on an interlaboratory comparison. For 
detailed explanation see the paragraph headed 'variation coefficients'. The nurober 
of excluded outliers is in brackets. 

Method U-235 Pu-239 Pu-240 Pu-241 Pu/U 
Isotope correlations: 
X=D-U-235 + 0.3 + 1.3 + 0.7 - 0.5 + 1.0 

Pu-242/240 - 0.2 + 0.3 + 0.02 - 0.06 + 0.3 
Cm-244 IMA - 0.5 + 1.0 + 0.9 + 0.7 + 0.9 
Xe-132/131 - 1.6 + 0.3 + 0.8 + 0.9 + 0.4 
Cs-134/137 - 3.4 + 1. 3 + 2.3 + 2.8 + 1.6 
100 - Pu-239 (a/o) - 0.4 + 0.8 + 0.7 + 0.1 + 0.7 
Pu-(242•239)/240•240) - 0.7 - 0.2 - 0.6 - 0.9 - 0.3 

Theor.calc. IC, CEA + 5.0 + 0.4 - 1.4 - 6.6 + 0.7 
Volume/concentration - 0.7 - 0.8 - 0.9 - 0.8 - 0.8 

Table 4.3: Bias (%) of the methods based on the Pu/U ratio method for 10 input 
batches. (Difference observed for the volume/concentration method is caused by 
unmeasured head-end lasses etc.) 
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4.2 Comparison of different methods 

Accuracy 

The variation coefficients and the biases 
obtained for the total campaign are· determined 
for the isotope correlation technique and the 
other methods. 

The data of the tables 4. 2 and 4. 3 are 
calculated after application 
criterion at 1% level of 
excluded values are: 

of Grubbs' outlier 
significance. The 

sample 90 (RCH) of U-235 and U-235/238 
sample 93 (SAL) of Pu-242/241. 

The historical data so far collected in 
various data banks do not match well with those 
of the experiment. Therefore, in order to 
estimate the amount of the nuclides, Ni by 
isotope correlations, the data have been 
arbitrarily split into two groups of 5 batches 
each, using one group for the determination of 
the regression line Y = b

0 
+ b1 • X from 

which the values Ni = yi of the other 5 batches 
are calculated using the analytical data of the 
X variable averaged over the four laboratories 
(table 2.9). Then groups 1 and 2 are exchanged 
and the procedure is repeated. 

Variation coefficient 

Mean Variation coefficients are estimated 
by isotope correlations, the analysis of 
variances (ANOVA), Grubbs' analysis and by 
theoretical calculations (table 4.2). It should 
be noted that for isotope correlations these 
values' are based on an interbatch comparison 
whereas for ANOVA and Grubbs' analysis they are 
based on an interlaboratory comparison. 

For isotope correlations which are based 
on the averaged values of table 2. 9 the vari­
ation coefficients are calculated according to 
equation (4-2), which is an ad hoc definition: 

V(ICT) s~.x (1+if), 
y. 100 (%) (4-2) 

where s~. x is determined by use of equation 
(A-51) and y. is the mean of the ten y bat eh 
values. 

The Variation coefficients labeled 'ANOVA' 
are derived the following way. For each batch 
mean averaged over the four laboratories a 
a Variation coefficient Vi/~ is calculated. A 
mean Variation coefficient, V (ANOVA) is then 
determined from the ten batch mean variation 
coefficients according to eq. (4-3) : 

36 

V (ANOVA) 

10 
E 

i=l 
10 

(4-3) 

where the Vi stem from table (2.10). Bartlett's 
test revealed that except for U-235 the vari­
ances corresponding to the V i are homogeneaus 
and therefore a mean value, V may be calculated, 
al though minor systematic errors, i. e. biases 
among laboratories exist which may result in 
slightly overestimated variation coefficients by 
this method. 

The variation coefficients of Grubbs' 
analysis are taken from table 3.5. 

The Variation coefficient V (theor. calc.) 
stems from appendix c, table C.5: 

V (theor. calc.) (4-4) 

where the Vi are the variation coefficients of 
the five Pu/U mean values determined from 
correlations h and o. 

The Grubbs analysis shows the errors 
associated with the individual 1aboratories. 
From this it becomes evident, that the accuracy 
of the ICT compares well wi th these resul ts. 
Therefore it can be concluded that given the 
state of the analytical technique at the time of 
the experiment, ICT is as accurate direct 
measurements. 

Comparing the isotope correlations among 
themselves one can observe that the correlations 
determining the Pu/U ratio show no advantage 
over correlations determining the concentration 
of uranium and plutonium nuclides in the fuel. 
On the otherhand one should note that the 
correlations determining the isotope concentra­
tions (IMA) possess the advantage of checking 
the isotopic composition of the fuel. For the 
xenon isotope correlation (Xe-132/131) two 
analyses are excluded. The results differ 
considerably from the correlation predictions. 
This could have one of two causes: the xenon 
samples are not analysed properly or the samples 
taken from those two input batches are not 
representative of the fuel batch (it should be 
born in mind that any portion of the sperrt fuel 
still satisfies the isotope correlation, even if 
it is not representative of the fuel batch) . The 
outliers observed for the other correlations 
reflect that some of the Pu analyses are doubt­
ful. (There exists a bias between the labora­
tories of the IAEA and EURATOM on one side and 
the WAK and IRCH on the other side) . 



Bias 

The bias (table 4.3) is determined as the 
relative difference of the total amount of the 
major heavy nuclides, Ni determined by the gra­
vimetric method, GR and by the other methods. 
For example for ICT the bias is calculated by 

bias = 100 • (E N. (GR)-E Ni(ICT))/~ Ni(GR) (%) 
i l i l (4-5) 

When the ten batches are summed up, the 
biases between the methods become apparent. The 
comparison is based on the Pu/U ratio method 
according to equation (4-1). 

The differences observed for the volume/­
concentration method is the /'; , which consist 
of head-end losses and measurement errors. 
Since the isotope correlation technique is 
based on the initial fuel amount, Uo this 
systematic error component should not be con-

served. Nevertheless some 
larger biases. In agreement 
observation the correlation 
the best results. 

Effort 

correlations show 
with our earlier 
Pu-242/240 gives 

Comparing the effort the volume/concen­
tration and the Pu/U ratio method of course 
require more analytical work than the analyses 
of isotope ratios needed for ICT. Here again 
one can distinguish between the isotope ratio 
measurement of uranium and plutonium isotopes, 
which is made by thermal ionisation mass­
spectrometry, whereas the Xe-132/131 ratio is 
determined by the simpler gas mass-spectro­
metry. The measurement of the Cs-134/137 ratio 
is even easier performed by Ge (Li) y-spectro­
metry. The concentration of Cm-244 was measured 
by o:-spectrometry. A determination by neutron 
interrogation seems feasible. 

Information 

Information needed for each method is 
routinely reported and is available to the 
safeguards authorities. For the volume/ concen­
tration method the fuel history has not to be 
known. All the other methods have to rely on 
the fresh fuel weight, Uo. Cm-244 and the 
Cs-134/137 correlations. have to be corrected 
for decay in order to compare data of different 
campaigns. Information on the irradiation 
history is needed (s. table 4.4). 
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Timeliness 

The present safeguards practice foresees a 
re~measurement of duplicate samples by the 
safeguards laboratory. Difficul ties in trans­
porting samples have caused long delays in the 
analyses. 

Cerrelations based on Xe-132/131, Cs-134/ 
137 and Cm-244 IMA could be applied more time­
ly. The measurements are possible to be auto­
mated or performed by the inspectors themselves 
at the plant. 

Taroper resistance 

Methods relying on earlier verified infor­
mation are more resistant against tampering 
than those where all the measurements have to 
be made at the time of the input determination. 
In this sense the volume/ concentration method 
is less favourable, because all its information 
relies on new measurements. In contrary the 
other methods use the earlier verified fuel 
weight and - in case of ICT - verified histo­
rical data. The same applies to the reactor 
physics calculations, however, this approach as 
well as shortlived radioactive isotopes need 
information on the irradiation history. In the 
approach by the CEA experimental data are used 
together with general design information and 
the irradiation history to establish isotope 
function for the particular reactor. 

The sources of information needed to 
establish a material balance according to each 
method are different. Reactor physics calcula­
tions can be made completely independent from 
the analysis of the input solution. The other 
extreme would be the volumetric method, where 
no historical information is needed. All other 
methods require a mix of informations from 
different sources (table 4.4). 



Method 

Volumetrie 

gravimetric 

ICT U,Pu isotopes 

ICT Xe isotopes 

ICT Cm-244, Cs-134/137 

theor. calculated rc (CEA) 

reactor physics calculations 

isotope 
analysis 

+ 

+ 

+ 

+ 

+ 

+ 

U/Pu 
conc. 

+ 

Source of information 

Pu/U 
ratio 

+ 

+ 

vol. 
density 

+ 

init. 
weight 

+ 

+ 

+ 

+ 

+ 

+ 

Table 4.4: Source of information required by each method 
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reactor power cooling 
design histogram time 

+ + 

+ + + 

+ + + 



5. Conclusions 

It should be · emphasized that the experi­
ment was conducted under normal plant operating 
condi tions. This includes the safeguards in­
spection and the input analyses as well. No 
additional experimental effort was needed at 
the plant. 

It has to be pointed out, that the experi­
ment was confined to only ten batches and that 
the burn-up range was narrow. 

In order to evaluate the experiment access 
to the fabrication data and to the fuel history 
became necessary. Through the cooperation of 
the fuel fabricator and the reactor operator 
this information was easily obtained. 

It was surprising for the group to find 
that no established procedure existed to com­
pare verification measurements of three or four 
labs. The analytical data were chequed for out­
liers using the Dixon and the Grubbs outlier 
criterion and by the isotope correlation tech­
nique. Randern errors and systematic errors, 
i. e. biases were evaluated by application of 
the analysis of variances, Grubbs' constant­
bias model, Jaech's non-constant-bias model, 
and by the isotope correlation technique inclu­
ding theoretical calculations and regression 
analysis. Finally the mass balances of uranium 
and of plutonium were set up. 

The most important result is that the 
accuracy in determining the masses of U and Pu 
and their isotopic composition by ICT is 
comparable to the accuracy of the direct 
analyses based on mass-spectrometric isotope 
dilution. However, i t must be noted that the 
quali ty of the analytical work could be im­
proved when compared wi th the potential ac­
curacy of this type of analysis. 

The application of the heavy isotope 
correlation technique procedures at repro­
cessing plants is feasible and does not put 
extra burden on plant operators. Information 
required by this technique is readily avai­
lable. Outliers can be detected by ICT as well 
as by other statistical techniques. 

For this particular fuel the group did not 
have access to historical data of earlier cam­
paigns. Therefore the campaign was splitted in­
to two sets, each treated like historical data. 
In such a situation theoretically calculated 
correlations offer an alternative. 
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For consistency checks ICT is superior to 
parallel measurements. For such evaluation the 
data set of a single laboratory is sufficient 
compared to the measurements necessary for the 
interlaboratory comparison. 

Encouraging results have been obtained on 
correlations based on the isotope ratio of 
Xe-132/131 and Cs-134/137 and of the Cm-244 
concentration. Considering the potential of 
measuring these nuclides insitu by the in­
spector when compared to the time consuming 
transport of samples to central 1aboratories in 
order to measure heavy isotope ratios, this new 
type of correlation opens up the possibility of 
timely detecting diversion. 

Pu/U based correlations compared to the 
Pu-IMA correlation exhibi t no advantage con­
cerning accuracy. It should also be pointed out 
that the Pu-IMA correlations are isötope 

specific. 

During the experiment several short­
comings were observed, which should be avoided 

in the follow-up experiment: 

An analysis quality-control program between 
the plant operator and the safeguards 
laboratory is needed. The quantitative 
analysis of Pu expecially has to be improved 
compared to the performance of ICE. 

The head-end lasses (shearing lasses, 
residues, analyses of hulls) have to be 

quantified. 

In order to check the representativity of 
the sample dilutions of independent samples 

have to be analysed. 

If no historical data are on hand care 
should be taken to select samples covering a 

large range of burn-up. 

Following the ISO recommandations the Dixon 
criterion should be used for outlier detec­

tion. 

The follow-up experiment could be enlarged 
in order to compare with other techniques under 
development (NDT neutron interrogation, etc.) 
or to test new concepts (mass balance of Pu on 
the basis of Pu-240 etc.) in a well characte­

rized campaign. 



6. Previous publications 

During the evaluation of the ICE several 
publications appeared on this subject. Some use 
a slightly different data base •. This report 
should be considered as the final information. 

(1) L. Koch: Status of the Isotope Cerrelation 
Experiment. 
1. ESARDA SYMPOSIUM, Proc. p. 180 (1979) 

(2) H.J. Arenz, G. Hough, L. Koch: Experience 
for'Safeguards Gained in the Isotope 
Cerrelation Experiment. 
2. ESARDA SYMPOSIUM, Proc. p. 339 (1980) 

(3) s. Schoof, W.L. Zijp: How Good are Isotope 
Correlationships Compared to Conventional 
Statistical Techniques. 
2. ESARDA SYMPOSIUM, Proc. p. 342 (1980) 
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2. ESARDA SYMPOSIUM, Proc. p. 347 (1980) 

(5) L. Koch: The Isotope Cerrelation Experi­
ment. 
2. ESARDA SYMPOSIUM, Proc. p. 392 (1980) 

(6) L. Koch, K. Kammerichs, s. Schoof: The 
Potential of Fission Product and Trans­
plutonium Cerrelations in the Verification 
of the Reprocessing Input. 
3. ESARDA SYMPOSIUM, Proc. p. 175 (1981) 

(7) L. Koch, S. Schoof: An Example of Material 
Accounting and Verification of Reprocessing 
Input. 
22. INMM-Meeting, July 13-15, Proc. (1981) 



7. References 

7.1 References chapter 2 

(1) L. Koch, B. Brandalise, c. Rijkeboer, 

M. Romkowski, M. Wilhelmi, C. Brachmann, 
G.Heinen 

7. Int. Mass Spec. Conf. Proc. Vol. 7, 
1052 (1976) 

(2) L. Koch, B. Brandalise, Annali di Chimica, 
67, 767 (1977) 

(3) S.F. Marsh, T. Abernathey, J.E. Rein, 

Report LA-5568 issued March 1974 
(Rev. April 1977) 

(4) D.H. Smith et al.: Instruction Manual for 
ORNL Tandem High Abundance Sensitivity 

Mass Spectrometer, ORNL/TM-5485 

(5) L. Koch, IAEA-SM-231/4 (1978) 

7.2 References chapter 3 

(1) W.J.Dixon: Ratios involving extreme 
values. 

Annals of Math. Stat. ~' p. 68-78 (1951) 

(2) F.E.Grubbs, G,Beck: Extension of sample 

sizes and percentage points for signifi­
cance tests of outlying observations. 
Technometries 14, p. 847-854 (1972) 

(3) F.E.Grubbs: On estimating precision of 

measuring instruments and product vari­
ability. 

J. Amer. Statist. Assoc. ~. p. 243-264 
(1948) 

(4) F.E.Grubbs: Errors of measurement, pre­

cision, accuracy and the statistical 
comparison of measuring instruments. 

Technometries 12• p. 53-66 (1973) 

41 

(5) J.L.Jaech: Large sample tests for Grubbs' 
estimators of instrument precision with 
more than two instruments. 
Technometries 18, p. 127-133 (1976) 

(6) J.L.Jaech: Errors of meas~rement with more 
than two measurement methods. 
Nuclear Materials Management Journal IV, 

p. 38-41 (winter 1976) 

(7) J.L.Jaech: A program to estimate measure­
ment error in nondestructive evaluation of 

reactor fuel element quality. 

Technometries ~' p. 293-300 (1964) 

(8) J.L.Jaech: Extension of Grubbs' method when 

relative biases are not constant. 
Nuclear Materials Management Journal, 

p. 76-80 (spring 1979) 

(9) J.Bouchard, A.Giacometti, M.Robin: Repro­
cessing plant input controls based on 

reactor data. 
Paper presented at the 1st ESARDA Symposium 
on Safeguards and Nuclear Material Management, 

Brussels (April 1979) 

(10) B.A. Napier and C.L. Timmerman: Developing 

Isotopic Functions. 
Paper presented at the Symposium on the 
Isotopic Correlation and its Application to 

·the Nuclear Fue1 Cycle, 
Stresa, Italy (May 1978) 

7.3 References chapter 4 · 

(1) L. Koch, IAEA-SM-231/4 (1978) 

(2) L. Koch, M. Bresesti, INMM Vol. IV, III, 

498 (1975) 



Appendix A 

Mathematical description of the statistical methods used with the data evaluation of ICE 

P, Bemelmans, F. Franssen, s. Schoof, P. Siwy, W. Zijp 

This is a more extended description of 
the methods mentioned in chapter 3. For con­
venience equation numbers of chapter 3 are also 
given if available. 

A.l Analysis of variances 

The fixed effect model (i.e. model I) 
with one measurement per batch and per labo­
ratory and without interaction was used: 

Yij l..l + bi + aj + eij (A-1) (3-1) 

i 1, ... ,n denoting batches 

j l, ... ,m denoting laboratories 

Yij value of sample or batch i as 
measured by laboratory j 

j..l overall mean 

j..l + bi "true" value of batch i 

aj bias of laboratory j 

eij random error associated with Yij 

The following conditions are assumed: 

1) 0 (A-2) (3-2) 

n 
2) E bi 

i=l 
0 (A-3) (3-3) 

3) eij 
' 2 

are independent and N(O,ae) 

Under these conditions the following least 
squares estimates are obtained: 

j..l y 

aj y • j 
A 

bi Y· ~. 

y 

- y 

(A-4) 

(A-5) 

(A-6) 
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~ E (y .. - Y· - y . + Y,,l 2 
j=l i=l ~J ~. ·J 

(A-7) 
(m-1) • (n-1) 

where the above notations have been defined 
the usual way: 

1 m n 
y E E Yij (A-8) 1fi"ffi j=l i=l 

1 m 
Y· E Yij (A-9) 
~. m: j=l 

1 n 
y . j = n E Yij (A-10) 

i=l 

and where 2 
se is the estimate of 02 

e 

Model (A-l) assumes that there is no 
significant interaction between laboratory and 
batch effect, which means the model is additive 
with respect to a. and b. for all j = l, ... ,m 

J 2 ~ 2 
and i = l, ..• ,n or sab = 0, where sab is 
the variance due to interaction. If s:b > 0, 
which can be evaluated by a test proposed by 
Tukey (l), then the residual mean square (MSr) 
of table A.l will not longer be equal to 

s~ + s:b' In order to evaluate s~ and thus 
s:b replicate analyses are needed. The model 
then should be that of a two-way layout with in­
teraction. 

During the course of data evaluation the 
interlaboratory variance <siL) ,,defined as the 
mean sum of squares within groups of the one-way 
analysis of variance model was calculated: 

n mn 2 
E E (y .. -y. ) 

i=l j=l ~J ~. 
(A-ll) 

n • (mn-1) 

where mn equals 4 or for missing measurements 3. 

From equation (A-ll) the interlaboratory 
coefficient of variation (V1L) was calculated: 

SIL • 100 (%) y- (A-12) 



Table A.1: Analysis of variances for the two-way 1ayout with one observation per ce11 

Source of Sum of 
variation squares 

m 
) 2 laboratory ss = E (y n .-y a j=1 • J •• 

n 
) 2 batches ssb = m E (y. -y 

i=1 ~. .. 

residual ss = E E (y .. -y. -y .+y i j r ~J ~. • J •• 

Simi1ar1y the interbatch coefficient of vari­
ation (V1B) was defined as 

n 2 
l: (y. -y ) 

) 2 

1 
y--

i=1 ~. • • 
• 100 (%) (A-13) 

n - 1 

The inter1ab variance (siLl is re1ated to the 
random error variance (s;) defined by 
equation (A-7) in the following way, taking 
equations (A-5) to (A-10) into account. 

(m-1)•(n-1)•s2 = E E {(y .. -y. )-(y .-y )}2 
e i j ~J ~. • J • • 

(m-1) • (n-1) • s 2 
e 

(m-1)•(n-1)·s2 
e 

l: l: (y .. -y. )2 
i j ~J L 

- nE (yirY •• -yi. +y .• J (y. J.-y .• J 
ij 

+ nl: (y .-y ) 2 
j . J •• 

n• (m-1) •s2 
IL 2l:l:(y .. -y )•a. 

ij ~J • • J 

2 
+2l:l: bi•aJ. + nJ~ aJ. 

ij 
(A-14) 

The second term of the right hand side of 

equation (A-14) equa1s zero and the third term 
vanishes if there is no interaction, thus 
equation (A-15) resu1ts: 

n 2 + n " 2 siL ~ a. 
n-1 (m-1) (n-1) j J 

(A-15) 

V a 

vb 

vr 
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Degrees of Mean Expected mean 
freedom squares squares 

= 

= 

= 

ssa 2 
m 

2 m-1 MS = + n 
E -- s m-1 a. a va e j=1 J 

ssb 2 
n 

b~ n-1 MSb = + m 
E -- s n-1 vb e i=1 ~ 

(m-1) (n-1) MS = 
ssr 2 s r vr e 

If there are no significant 1aboratory biases, 
i.e. a11 a. = 0 or hypothesis Ha (see be1ow) 
. J 2 
~s accepted, than s 1L provides a measure of 

2 
se. 

The hypotheses to be tested are: 

1. Hypothesis Ha: a11 aj = 0, i.e. no signi­

ficant 1aboratory biases exist. 
The F-test of Ha at a significance leve1 Cl. 

consists of rejecting Ha if 

(A-16) 

where MSa' MSr' va, vr are ca1cu1ated accor­
ding to table A.1. 

2. Hypothesis Hb: a11 bi 0 or 

n 
02 - _1_ l: b~ 

b n-1 i=1 ~ 
o, 

i.e. differences in batch means (J.l + bi) are 
statistica11y insignificant. Once agai.n, hypo­

thesis Hb is rejected, if 

(A-17) 

using the F-statistics at a significance 1eve1 CJ.. 

MSb, MSr, vb, vr are ca1cu1ated according to 
tab1e A.l. 



Only under the condition that the Vari­
ation in batch means (MSb) exceeds the random 
error variance (MSr) by a certain amount is 
it worthwhile to use the measurement data of a 
nuclide content or isotope abundance ratio for 
subsequent isotope correlations. ~ither raising 
the precision of the measurement or increasing 
the batch Variation will solve the problern 
where Hb cannot be rejected. 

The parameter MSb depends on the inter­
batch variation coefficient (V1B) taking 
eq. (A-13) into account: 

m • Y~. • v2 
IB' (A-18) 

where y is the overall mean defined in 
eq. (A-8j: 

On the other hand, MSr is related to 
the interlaboratory Variation coefficient (V1L) 
via eq. (A-19) which can be derived from 
equations (A-7), (A-12) and (A-15) under the 
assumptions that no significant laboratory 
biases exist and there is no interaction 
between batch and laboratory effect. 

MS = ....E_ • y 2 

r n-1 · · 
(A-19) 

Thus, for checking the applicability of nuclide 
data to isotope correlations the parameter Fb 

2 
m(n-1) , VIB 

n (A-20) (3-18) 

has tobe tested according to inequality (A-17). 

A.2 Grubbs' constant-bias model 

The Grubbs constant-bias <2 ' 3 ) (CB) model 
assumes independency between bias and batch 
value, it may be written as 

i 

j 

(A-21) (3-4) 

1, ... ,n denoting batches 

1, ... ,m denoting laboratories 

value of batch i as measured 
by laboratory j 

"true" value of batch i 

bias of laboratory j 

random error associated with 
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The following assumptions are made: 

2) 

are independent and 

and are statistically 
independent, i.e. 

E (Xi'eij) = 0 

One of Grubbs' methods for solving equa­
tion (A-21) consists of calculating the 
m(m-1)/2 columns of differences between lab j 
and lab k where j ,k = 1, ... ,m, but j < k. 
Each column contains n differences vijk 

i=1, ... ,n 

the variance of which is denoted by 
given in equation (A-23). 

n 2 
i~1(vijk- v.jk) 

n - 1 

(A-22) 

and 

(A-23) 

where v.jk is the mean bias between lab. j 
and lab. k: 

v.jk = 
1 n 
n E viJ'k 

i=1 
(A-24) 

The estimated random error variance or impre-
cision of the j-th laboratory is then: 

2 1 m 
{EVJ'l-

1=1 
1 

m-2 

m-1 m 
E E se. 

J m-1 k=1 l=k+1 
l;>!j k,l~j 

j = 1, ... ,m (A-25) 

The sampling variance of the precision estimate 
(s2 ) was derived by Grubbs( 2 ) to be as follows: 

ej 

var(s~.) 
J 

4 2 

n-1 
4 

se. + 
J (n-1) • (m-1) 2 

1 m-1 m 
+--- E E 

(m- 2 )2 k=1 l=k+1 

k,l;>!j 

m 
E 

1=1 
lfj 

(A-26) 

At least m = 3 laboratories are needed in 
order to get estimates (A-26) free of batch 
variance 
ses with 
approach 

2 
on sx 

s 2 For m = 2 var(s~.) increa-
in~reasing s~. (2 ) An J interesting 

for the reduction of dependency 
is proposed in appendix B. 

As already stated in chapter 3, section 
3.1.3, absolute biases cannot be estimated. 



Nevertheless, i t is possible to deri ve from 
equation (A-22) the relative bias between lab j 
and lab k, which is given in equation (A-27). 

v. jk (A-27) 

Several hypotheses can be tested when 
applying Grubbs' analysis: 

1. 

i.e. there is no significant bias between lab j 
and lab k. This can be tested wi th the Stu­
dent-t test, it corresponds to the well known 
method of comparison of paired data which re­
quires the calculation of the test parameter t

0
: 

(A-28) 

where v 'k is to be calculated by equation 
(A-24) . • J 

One of three possible results is to be accepted 
at a significance level a:( 3 ) 

1) aj < ak if to < t1-a 

2) aj ak if -t1-a/2 .S. to < t1-a/2 

and 

3) aj > ak if to > t1-a' 

2. Hypotheses about the 

hypothesis H . 
o' all 

or hypothesis H1 : all but one 

These hypotheses may be tested using tests 
proposed by Grubbs< 3 l and by Jaech( 4 ,S) 

Various examples are given in those references. 

A.3 Non-constant-bias model 

Grubbs' constant-bias model had been 
extended by Jaech (6 ' 7 l. to cover data evalu­

ations when relative biases among laboratories 
depend linearily on batch magnitude. The 
mathematical ·model for the non-constant-bias 
(NCB) model is of the form: 

(A-29) (3-7) 
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where 

i 

j 

aj,cj 

aj 

aj 

cj 

1, ... ,n denoting batches 

1, ... ,m denoting laboratories 

value of batch i as measured by 
laboratory j 

"true" but unknown value of batch i 

random error associated with 
assumed to be independent and 

2 
N(O,cre.l 

J 

parameters describing the bias 
lab. j in the following way: 

0, cj 1 no bias of lab 

'I 0' cj 1 constant bias 

of 

j 

'I 1 bias depends linearily 
on batch magnitude 

Since absolute biases 
mated, constraints on aj, cj 
Ohe of the conditions proposed 

cannot be esti­
have to be made. 
by Jaech (6 ) is: 

and (A-30) (3-8) 

i. e. the measurement bias of laboratory 1 is 
arbitrarily fixed to be zero, against which the 
biases of the other laboratories are related. 
Under this condition the relative biases cj/c1 
and aj - a 1 • cj/c1 are calculated which 
however are independent of which laboratory was 
chosen as reference, whereas the estimate s~ 
(eq. A-38) does depend on the choice of the 
reference laboratory. 

The statistical evaluation of the para­
meters of the NCB model is based on laboratory 
means y . , j 1, ... ,m (eq, (A-10)), its 

• J 2 
variance sj and the m(m-1)/2 covariances 
sjk between all possible laboratory pairs, 
where 

s~ 
J 

n 2 
.E (y .. -y .) /(n-1) 

i=1 ~J • J 
j=1, ... ,m 

(A-31) 

n 
E (y .. -y .) • (y~k-y.k)/(n-1) 

i=1 ~J • J ~ 

j, k=1, •.. ,m but j'/k (A-32) 

These parameters have the expected values: 

' X j = 1, ... ,m 
(A-33) 



(s~) \ 
c~ 0'2 0'2 E = + j 1, ... ,m J J X ej 

(A-34) 

E (sjk) . . 0'2 cj ck X 

j ,k = 1, ... ,m but j;o!k (A-35) 

where x is the mean of the 'batches xi, 
i = 1, .. ~, considered to be a random sample 
population with variance cr~. 

Taking the logarithm of equation (A-35) 
yields equation (A-36) 

1n E (sjk) ln cj + ln ck + ln cr~ 
(A-36) 

The least squares estimates of the para­
meters of the model (A-29) are then derived 
from equations (A-33), (A-34), and (A-36): 

52 
e1 

52 
ej 

aj 

X 

m 
( !I 
k;o!1,j 

m 
( !I 
j=2,k=3 
j<k 

2 - 52 s1 X 

2 
sj - cj 

y .j - cj 

Y,1 

sjk/slk)1/(m-2) 

j = 2, ... ,m (A-37) 

s1J' ' s k/s 'k) 2/ (m-1) (m-2) 
1 J (A-38) 

(A-39) 

. 52 j 2, .. ,m (A-40) X 

. Y,1 j 2, .. ,m (A-41) 

(A-42) 

The variance of the imprecision s 2 
e. 

which is given in ref. (6) tagether with J the 
variances of the other parameters reads as 
follows, assuming normality: 

2 4 4 c4. se. + ------------
n-1 J (n-1)•(m-1) 2 J 

52 52 
m { (m-3) • (m-1) --.2 E 

el 

(m-2) 2 

+ ___ 1 __ _ 

(m-2) 2 

2 1=1 2 
cj Cl 

l;o!j 

m-1 m 
E E 

1=1 k=l+1 c2 
1 

If one considers all cj = 1, this estimate 
corresponds to equation (A-26) of the CB model. 
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Procedures for testing various hypotheses 
52 about and cj using Chi-square-tests are e. 

given in J reference (6). They had not been 
used with data evaluation of ICE-1, 

A.4 Special aspects of regression analysis 
used with the isotope correlation tech­
nique 

As pointed out in chapter 3, sect. 3. 2. 2 
regression analysis is one tool for solving 
relationships such as 

y 
k 
E 

i=o 
b • xi 

i (A-44) (3-9) 

where X and Y stand for quantities such as 
isotope abundance or nuclide concentration 
and/or isotope abundance ratio, Pu/U and 
burn-up. 

The problern of solving equation (A-44) 
for the regression parameters bi is done by 
minimizing the sum (SS) of squared and occa­
sionally weighted residuals from which the bi 
are then derived: 

ss 
n 
E 

i=1 
w .• 

l 
(A-45) (3-11) 

where the residual (resi) is defined as the 
distance between the measured point (xi,yi) 
and the calculated point (xlalc,yialc) on the 

regression curve (A-44), wi is the weight of 
point (xi,yi), 

Several approaches have been proposed for 
the determination of the residuals and of the 
parameters b

0
, b 1 in case of a linear regres­

sion function (A-44) which will be described 
briefly. 

A.4.1.1 Minimum distance or orthogonal regres­
sion line 

If the residuals (resi) are presumed to 
be perpendicular to the regression line the sum 
of squares (SS) reads as follows: 

ss 

where 

n 
E 

i=1 
W• • 

l 
(A-46) 

(y.-y9alc)2 + __ l ___ l ____ _ 
(A-47) 

52 
y 

wi is the weight of resi and is defined as 



wi 
s2 (xi) 

s2 
X 

2 
(A-48) 

s2 (yi) 
+---

s2 
y 

are the measurement error 

variances of the measured 

values xi and yi, re­
spectively. 

are scaling factors which 

are identical to the over­

all variance of the x and 

y values, respectively. 

Equation (A-4 7) means that the residuals 

(resi) are calculated from the residuals in 

the X and Y directions after transforming 

them according to the scale transformation 

factors. These residuals (resi) ar8 then 

weighted with weights wi which depend on the 

random error variances of the xi and Yi 
values according to equation (A-48). 

The parameters b
0

, b 1 of the regression 
line are estimated from the minimum sum of 

squares with respect to b
0 

and b 1 , i.e. the 

derivatives d SS/d b
0 

and d SS/d b 1 a~e set 

~qual to zero, from which the estimates b
0 

and 
b 1 are then determined as well 'as the vari­

ances and other statistical parameters needed. 

More information can be found in references (8) 
and (9) . 

A.4.1.2 Demings approach 

Demings method(lO) consists of weighting 

the residuals in the X and Y direction8 

individually which result8 in equation (A-49) 

for the sum of square8: 

(A-49) 

where the weight8 wix and wiy are taken as 
inversely proportional to the mea5urement error 

variance of the measured values xi and Yi 
re8pectively, i.e. 

(A-50) 

Equation (A-49) implies that the angle 

between residual8, taken as the distance bet­

ween measured point (xi, y i) and i ts calcu­
lated value (x?alc,y?alc), and the regres-

J. J. 
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sion line is not fixed as in the case of mini­

mum distances but depends on changing weights 

wix and wiy' Thus, solving equation (A-49) 
for minimum SS cannot be done by simply equa­

ting to zero the derivatives of SS with re­

spect to b
0 

and b 1 . The method U8ed here i8 

that of the Lagrange Multipliers. The applica­
tion to regres8ion analysi8 is well de8cribed 

in reference (10). 

It 8hould be noted that Deming's approach 

i8 not restricted to linear regression func­

tions. 

Some special ca5es of Deming's sum of 

square8 (eq. (A-49)) may be di8tingui8hed: 

this 

least 

Y or 

2) 

0 and 82 (yi) const. 

for all i, 

con8t. and s2 (yi) 0 

for all i, 

is the cla88ical approach of unweighted 

5quares where fixed errors are in either 

X direction only. 

s2 (xi) 0 and s2(yi) i 0 

or 82 (xi) i 0 and s2(yi) 0 

individually specified errors in either y or 

X direction. 

3) 82 (xi) I s2 (yi) con8t. for all i 

a) 82(xi) (and therefore 82(yi)) are not 

constant for all i. 

b) 82 (xi) (and therefore s2 (y)) are 

constant for all i. 

Thi8 approach has also been used with 
the isotope correlation technique(ll). 

A.4.2 Goodness of fit 

The least squares value of SS serves as 

a measure of the goodness of fit between the 

assumed regression function and the data point8 

since it is known that ssmin follows a Chi­

square-distribution for v = n - k' degrees of 
freedom, where n = nurober of points to be fitted 

and k' = nurober of regression parameters to be 

estimated (k' = 2 forastraight line). 

Values of ssmin larger than x2 (v) mean 
that either the assumed regression model is not 

appropriate or the specified measurement error8 

8(Xi), s(yi) are too small. 



A.4.3 Estimation of random error variances 

It has been shown for the classical 
approach of constant errors in the Y direc­
tion only that regression analysis provides a 
biased estimate of the random , error vari­
ance<12l. 

2 If sy.x denotes the mean sum of squares 
about regression, i.e. 

ss 
n-2 

n 
E res? 

i=l ~ 

n - 2 
(A-51) 

and if the measurement exhibits a constant bias 
{a) the random error variance (s2 ) as defined e. 
by the Grubbs constant-bias model J (eq. (A-21)) 
may be estimated by ICT through equation (A-52) 
whereby neglecting subscripts j denoting the 
laboratory: 

sy2 .x • (1 + ftl - n • a2 
n-1 

(A-52) 

If the measurement is unbiased (a = 0), the 
quantity s~.x(l + ftl obtained by isotope corre­
lations yields an unbiased estimate of s 2 

e 
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Appendix B 

Grubbs analysis and paired comparisons 

P. Siwy, Division of Safeguards Information Treatment, IAEA, Vienna 

The model assumptions made by Grubbs in 
his first contribution to the problern of esti­
mation of precision 1:/ are widely known, but 
are repeated here for the purpose of defining 
a notation: 

i 1,2, .•. ,n denoting items 

j 

X 

X 

e 

1,2, .•. ,m denoting laboratories 

or measurement tech­
niques 

measured values 

true but unobserved values 

random errors 

E(e .. ) = ~ 
~J ej 

E(eiJ'ekl) = cr2 for j = 1 and i = k 
ej 

E(ej) E(e1 ) otherwise 

E(Xeij) 

(1) 

(2) 

(3) 

(4) 

A more convenient notation for the same 
model would be: 

xij = aj + xi + eij (5) 

aj denoting an additive "bias" 

E(eij) = 0 (6) 

E(eijekl) = cr2 for j = 1 and i k 
ej 

(7) 

0 otherwise 

(8) 

This latter notation will be used in sub-
sequent expressions. Estimates for cr2 are 

eJ. 
usually obtained by two methods: 

Method 1: 
A2 

var (xj) - cov(xkx1 ) k f. 1 cre. 
J (9) 

whereby cov (xkxl) 
1 E cov(xkx1 ) 

m(m-1) k,l 
kfl (10) 

A2 
crx 
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An estimator for cr~ (process variance) 
is thus the mean of the covari~nces between all 
pairs of laboratories. It is easily seen that 
when m = 2 the method 1 error variance esti­
mator reduces to 

A second method was proposed for when 
m > 2. 

(11) 

Method 2: var(xj)-2 cov(xjxk)+cov(xkxl) 

k, 1 f. j k f. 1 ( 12) 

Method 1 has been shown to be superior over 
method 2 in terms of efficiency (samp1ing vari­

ance of the estimators) for m = 3 if 

(13) 

m~n (cr~,) 
J J 

which in the most restrictive case means 

(14) 

An additional inequality should be con­
sidered: even ignoring available laboratory 3 

data, using only laboratory 1 and laboratory 2 
data, method 1 is more efficient if 

(15) 

Every estimate, then, involves a decision 
about method selection and / numbers of labora­

tories used per method in order to choose the 
most efficient estimator. A small example il­

lustrates this situation: 

1 



In this case 
obtained by' method 
because: 

the best 
1 rather 

ID<:-X ( o! .> 
02 3 < J J 

X 

min (o;.) 
J 

and 

o2 is best estimated 
e1 

by 

because 

and 

by 

because 

but 

by 

estimates are 
than method 2 

04 
e3, 16 - 16 

02 1 
e1 

cov(x1~3 ) + cov(x2~3 )+ cov(x1~2l 
3 

because > 

If 

for 
o

2 = 5 method 2 wou1d have to be chosen 
all estimates of o2 because 

ej 

5 4 • 

Similar inequalities for m > 3 have 
not yet been developed. But, such inequalities 
can be replaced by calculation of the sampling 
variance of the estimates obtained by diffe­
rent methods and different subsets of labora­
tories and using the decision rule to choose 
the estimate with the minimum sampling vari­
ance. 

The statistical background for these in­
equalities can be found in !/ equations (12) , 
(13), (16), (18) and (23). 

The application of the above equations to 
our example yields the fol1owing results: 
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Variance of estimates as a function of 

the combination of selected method and labo­
ratories used (n = 10 assumed) 

Method 
A2 A2 A2 

Laboratories var(oe ) var(oe ) var(oe ) 
Used 1 2 3 

Method 1 1 and 2 1.44 2.11 
1 and 3 2.33 5,66 
2 and 3 3.77 6.44 

1,2 and 3 1.77 2.44 5.11 

Method 2 1,2 and 3 1.88 3.14 6.99 

The underlined estimates show the minimum 
variance estimates. The method and laboratory 
optima are in accordance with the inequality 
criteria previously described. If the basic mo-

. h . rl2 del is valid and 1f t e process var1ance, vx , 
is small (in the same order of magnitude as the 
random error variances) , the recommended proce­
dure is then to examine the variance of all 
possible estimates and to choose the estimate 
with minimum estimator variance. The estimates 
of 02 and ~2 have to be substituted in the e. x . 

J formulae for the variance of the estl-
mates. If on the other hand no prior knowledge 
about the model aptness is available, or if the 
process variance is large compared to the ran­
dom error variances, different approaches are 
recommended. 

The first improvement is to allow for a 
non-additive bias, i.e. making no constraint on 
i ts value, The generalization of the previous 
model (5) is especially recommended for the 
determination of the random error variances of 
the element concentrations where a multiplica­
tive bias due to sample dilution cannot be 
excluded. 

The model could be formulated then as 

(16) 

One has to be aware that the estimates of 
o2 obtained from the additive bias model could 
ej be mis1eading by as much as the value of 

var(b.). Also results will be misleading if the 
bias Ja. has shifts which are unaccounted for , J, . . 
by calculations assum1ng a constant b1as over 
all items. 

The extension of the model (1) to model 
(16) should especially be chosen if no strong 
protection against the possibility of a rela­
tive bias,_bj, can .be formulated. To illustrate 
the effect of ignoring a relative bias though 
it is present, consider: 



aJ. + xl. + { e . . + x . (b . - 1) } ( 17) lJ ]_ J 

(18) 

Assumption (8) 

lated since 
E(Xeij) = 0 is strongly vio-

(19) 

and the estimators (9) or (12) have expected 
values 

They are thus biased by 

An example shows the importance of the 

correct model specification. The random error 

in the Pu-concentration measurement for the 

ICE batches was estimated for the IAEA labo­

ratory (SAL) with the constant-bias model as 
0,83 % relative standard deviation. 

The non-constant bias bj was determined 
for SAL to be 1,017 relative to WAK which was 
assumed to be the base wi th b 1 = 1 in the 

bias determination. The effect of this appa­

rently very small (< 2 %) relative bias pro­

pagates quite strongly in the estimate of the 

random error of SAL. If one disregards this 

non-constant bias one would commit a systema­

tic error in the estimate of about 6. 5 % of 
the more correct variance estimate. 

The random error relative standard devi­

ation was estimated with the non-constant­

bias model to be 0. 3 7 % for SAL wi th a mean 

of 1. 50 g/kg. The process standard deviation 

was estimated to be 5. 8 % relative standard 

deviation with roughly the same mean of 
1.47 g/kg. 

2 (0.37 X 1.5) 
100 

2 (5,8 X 1.47) 
100 

~~(1- bSAL) 2 x 100 

~2 
eS AL 

3.08 X 10-5 

7.27 X 10-3 

6.5 % 
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This means that the estimate for 

will be systematically 6.5 % too large 

the non-constant bias component is disregarded. 

Compared to the uncertainty (sampling error) 

associated wi th the estimate, this error is 

relatively small, but this smallness is due 

only to the relatively small process variance. 

The data on the whole campaign with a relative 

process standard deviation of ,21 % compared to 

5. 8 % for ICE would yield a comparable over­

estimate of cr2 of 83 % of the correct 
eS AL 

estimate. 

Considering the effect of neglecting pos­

sible multiplicate bias components it is always 

advisable to use a non-constant-bias model as 

lang as the non-constant bias can be estimated 

with relatively high precision. This is the 

case in situations of large ;~. The effect of 

neglecting this non-constant bias is strongest 

in such situations. 

Numerous estimation techniques for the re­

lative biases can be found in the literature 
2/ 3/ 4/ 
-I- I- • 

It is quite obvious that all current tech­

niques yield only the ratios of relative biases 

or the products of relative biases and true va­

lues in the absence of constraints on the true 

values such as constraining their variance to a 

certain value. 

The estimators proposed by Jaech 21 are 

m cov(x x.) l/(m- 2 ) 
( !I k J ) for j > 1 ( 20) 

bj k~l,j cov(x1xj) 

1 for 1 

and for 

and for 

(22) 

These estimators are unfortunately applicable 

only for m > 2. 

For m > 2 an estimator for bj/bk was 
developed by-Wald ~/: 

(23) 

-(2) 
- xk 



whereby 

2 n/2 
- l:x .. 
n i=1 lJ 

(2) 
and xj 2 ~ X·' n lJ 

i=n/2+1 

for even n . The 

of xi . 
are sorted in sequence 

For uneven n one Observation has to be 
dropped. The rationale behind this and similar 
estimators is clear if the estimator is deve­
loped in terms of the right hand side of the 
model equation (16) 

A 
b .x<1 > + ed 1 l) + b .x< 2 >+ e-12>) b. (aj + - (aj 

{J)i J J J J 
I bk (ak + b x< 1 >+ e-< 1 >) (ak b x<2l+ e-<2)) - + k k k k 

b. <x< 1 > 
J 

- ){(2)) 

- X (2)) 

+ e-(1) 
J 

+ e-<1> 
k 

If we can assume 

E (e-(1 >) 
J 

E(eP>) 
J 

E(e~1 >> 

then 

A 
b. b. 

E( J) =o?-15k k 

- e-12> 
J 

- e-(2) 
J 

E(e~2 >) 

(24) 

(25) 

0 (26) 

(27) 

Assumption (26) is crucial. If the 
variance of the true values is considerably 
larger than the error variances (26) will 
usually hold. Otherwise the sorting sequence 
of the observed values will reflect the sor­
ting sequence of the random errors rather than 
the one of the true values so that 

and (25) will be biased. 

Random allocation of observed values to 
one of the two groups on the other hand -
which would make assumption (26) far more 
likely for small process variances - has the 
undesired effect that 

(28) 

so that (24) will be an indeterminate form. 
Nevertheless, if assumption (26) holds, which 
it will if cr2 » cr2 , then the estimator x e. 
(23) is useful and canJreplace estimator (20) 
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for the two laboratory situations. The estima-
A2 A2 

tor (22) for cre. and estimator (21) for crx 
would be used inJthe same way as for the m > 2 
situation. 

The two defined estimators allow for a 
relative bias effect and thus provide an im­

proved estimator for cr~.' but they still suf­
fer from large sampling J variances. Such large 
variances will frequently cause negative and 
operationally useless estimates. 

One remedy against these undesirable large 
sampling variances is a transformation which 
effects a reduction in process variance and an 
increase in random error variance of the 
transformed values. 

Consider again that the xij values could 
be sorted in ascending sequence of the true 
values Xi so that for any pair in the sorted 
sequence xlj' xkj 

1 < k if x 1 < xk 

and xi_j xij - x(i 1)j - for i > 1 (29) 

missing for i 1 

In the ideal case of equally spaced true 
values Xi the variance of the first diffe­
rences of the true values would vanish since 

2 
crx' 0 if (30) 

X' X. X. constant (31) l l - n 

and 

2 2cr2 (32) cre~ ej J 

Under these ideal· conditions inequality 
(14) would always suggest to use method 1 
estimators (9) with m = 2 improved by the 
bias removal obtained by (22). The reduction 

cr~ - cr~, is a function of the parameters of 
the distribution of X and obviously of the 
type of distribution itself and primarily of 
the sample size n since 

lim 0 • (33) 

n + "' 

It can, however, be estimated by 

A2 A2 
()' - crx' X 

(34) 

and 2 
crx' can be checke.d for 

A2 
< 2 max (~2 ) A2 

crx' cre~ 
j ej J 

(35) 



to decide which estimation technique is likely 
to produce the most efficient results. 

For practica·l purposes i t is of utmost 
importance to establish (prior to computing 
first differences) a sorting sequence which is 
complete ly independent of the random errors, 
otherwise autocorre1ation terms cov(e .. e(' 1 ) .) 

l.J 1.- J 
will not vanish and will bias the estimates. 
It is suggested that for the calculation of 

h2 
cr e. 

J 
the sorting sequence is established by 

the xik' k#j and vice versa, since 
E(ej ek) = 0 per assumption (7). Hence, any 
"bias" in sorting by xik will not propagate 

in E(eij e(i-1 )j). 

Practical experience already shows that 
small sample sizes as e. g. n = 10 for ICE 
suggest the recommended estimation of ~2 e. 
with method 1, m = 2 and a transformation J 

(29). An example will illustrate the reduction 
in sampling variance obtained with the esti­

mator based on x'ij = xij- x(i _ 1 )j" The 
data for this example are contained in the 
table of results. The sampling variance of the 
Pu-239 wt.% determination as obtained by 
Grubbs' method 2 with constant bias taking the 
results of SAL, WAK and TU simultaneously into 
consideration can be computed by formula (14) 
of 1:/ 

var(~2 .) 2 04 + eJ n - 1 ej 

1 (02 02 + 02 02 + 02 2 cre ) . 
n - 1 e1 e2 e1 e3 e2 3 

Substituting 
2 

~2 

cre. estimated by Grubbs' method 2 
for cre.= 

J 
J 

~2 
eTU 

0.011 

~2 
eSAL 

0.064 

~2 
eWAK 

0.031 

the variance of is then obtained by 

var(~2 ) 
eTU 

2 0.0112 + 1 (0.011 X 0.064 
9 9 

+ 0.011 X 0.031 + 0.064 X 0.031) 

3.63 X 10-4 . 

The process variance estimate ~~ = 1.25, 
whereas the variance estimate of the first 
differences ~2 ,= 0.013 and since x' has a 

X 
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random error of 2cr2 (so that x" x' with e. 12 
var(x") = var(x') J has a random error 

2 
of 2 

cre.) ' the process variance to be used for 

the 
J . va:i:(~~ ) using the calculat1.on of 

TU 
first difference method is 0.0065. 

then has a variance according to formula 
of .. !/ of 

(5) 

var(~~ ) 
TU 

2 

n - 1 
+ 

~ 0.1112 + 1 (0.0065 X 0.011 
9 9 

+ 0.0065 X 0.031 + 0.031 X 0.011) 

9.5 X 10-S 

which is only ~ 1/4 of the previous estimate 
of 3.63 x 10-4 . 

It is pointed out that 
~2 5 

var (cre ) = 9.5 x 10- the 
Grubbs'TUmethod 2 were used 

for the estimate 
~2 

estimates cre.from 
in order to Jshow 

the reduction in sampling variance solely as a 

function of the reduction of ~~ by using ~~~~ 
instead. 

This means that the precision of our esti­
mate obtained by the first difference method 
using only two laboratories is, in terms of its 
variance, 4 times as good as the estimate ob­
tained with the original data using all three 
laboratories. This means again that the random 
error variance estimates obtained with the 
first difference method which we would obtain 
if we would repeat the ICE experiment over and 
over again (in a completely controlled way so 
that only t)le random errors vary from repeti­
tion to repetition) would cluster araund the 
true value of cr 2 . But the resulting varia-e. 
bility of the J estimates would be only 1/4 
of the variance 
method 2 on the 

of the estimates of Grubbs' 
original data. This could 

definitely be considered an improvement. 

A further problern which was not yet con­
sidered is the estimation of var (a). This 
estimate is of utmost importance for practical 
safeguards as well as for the laboratories 
since either possible diversion or problems 
with the sample treatment are reflected in this 

estimate. 



A recent contribution ~/ even suggests to 
base the rej~ction or acceptance of interlabo­
ratory differences primarily on tests of ob­
served differences against empirically-estab­
lished distribution functions of differences. 

An estimate of 
model is obtained by 

for the constant-bias 

1 

m - 1 j 

m 
E (x . 

1 . J 
1 

mn 

This estimate is to be understood as the 
variance of a random variate, i.e. the bias aj 
is a sample out of a population of biases with 

Tean ~a and standard deviation cra for which 
cra is an estimate. If independent estimates 
for the bias variance for a population a' 
exist, cr;=cr;, cou1d be tested, thus estimating 
the probabili ty that the current sample of 
biases is drawn from a defined population of 
biases. If this probability is smaller than a 
set lewel of significance one could conc1ude 
that either the bias populations are different 
or that the true values are different. This 
conc1usion however cannot be made without 
estimator (36) so that the random variance 
estimation is indispensable for this conclu­
sion. Reference ~/ seems to neglect the random 
error component in the acceptance test of in­
terlaboratory mean differences. A mean diffe­
rence of two laboratories with very high pre­
cision has obviously more weight in terms of 
acceptance or rejection as the difference bet­
ween 1aboratories with very 1ow precision, 
which is not taken into account in§!. Rather 
than testing absolute mean differences testing A2 A 
of cra is therefore recommended since cr; 
is corrected for the precision component. 

For the case of the non-constant-bias 
model equation (16) estimates of cr; cannot 
be made wi thout constraints like Ea = 0 or 
similar constraints. Only estimates for the 
additive biases plus a non-constant shift 
like, e. g. 

can be obtained whereas for the constant-bias 
model estimates 1ike 

were possible. This will be shown later in the 
context of the ANOVA approach. 

As an alternative, estimates for 
could be obtained if one transforms 

(37) 

estimates 
A2 
cre\ and then applies estimator (36). 

J 
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The same testing procedure can then be applied 
as for the constant-bias model. 

Analysis of variance 

The model equation (5) which reads 

could also be written as 

whereby 

= 0 

Then e.g. 

and 

and 

m + n 
E 

k 1 

if k = j or k 

otherwise. 

~ + 1 

m + i 

(38) 

(39) 

(40) 

(41) 

The vector of unknown parameters d can 
be estimated by leat squares if the matrix of 
coefficients C would have rank m + n. But 
as it can be readily seen C has rank 
m + n - 1 so that no unique least squares 
solution for d exists. 

Rewriting (reparametrization of) 
(38) as 

X·. = l.J 

m + n - 1 
E 

k 1 

equation 

solves this difficulty but the parameters d 
assume a different meaning 

e.g. (43) 

and dm + 1 = x1 - xn (44) 

but xij = dj + ~ + i + eij 

aj + xn + xi - xn + eij 

= aj + xi + eij 

The traditional ANOVA approach consists in 
estimating the mean square (MS) of the biases 
a and of X and of the error term which is as­
sumed to be homogeneaus over the laboratories. 



The above defined durnmy variable approach 
allows non-orthogonal designs (with missing 
values) as well as providing a capability for 
bt . . . 2 o a~n~ng est~mates for o

6
• rather than only 

an estimate for a pooled J random error vari­
ance. 

These estimates for 
by K. Stewart 11 and are 

o2 were developed , 
ej 

well described 
in this reference. The 
them is that each x .. 

~J 
after estimates for d 

basic rationale b~hind 

is predicted by xij 
are obtained. 

Each residual r .. = x .. - ~.. is 
~J ~J ~J 

pressed as a linear combination of all 
ex-

i.e. 

~ ~ w .. (a. + x. + e 4 J.) (46) 
i j ~J J ~ ~ 

and each 
function 

2 
~ r. · can be expressed as a linear 
i ~J 

of all o2 
ej 

i.e. (47) 

The resultant system of equations is then 
solved for the unknowns o2 thereby obtaining 

~2 eJ. 
estimates o e .. 

J 

These estimates can be shown to be the 
same as the Grubbs estimates 1l/ for the or­
thogonal case but are obviously different in 

the non-orthogonal case. Hence, the same samp­
ling variance problems exist for the orthogo­
nal case. But it is advisable to check for a 
non-orthogonal application if the decrease in 
sampling variance of o2 due to using all in-e. 
formation, rather than J dropping a complete 
row vector of Observations if only one element 

is missing as it would have to be done for 
estimator (12) , compensates for neglecting in­
equalities (13) and (15). 

Estimates ; 2 from model (42) can be ob-
. a 

ta~ned by equation (36). This equation app1ies 
the standard technique of equating the expec­

ted mean squares (EMS) with the computed mean 
squares (MS} and so1ving for the unknown 
variance components. 

Rewriting (42) for the non-constant bias 
case is possible if one sets 

cki 1 if k j 

0 if k f j and k < m 

bj if k m + i 

0 if k f m + i and k > m 
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E.g. for an experiment with 3 laboratories and 
3 observations the design matrix assumes then 
the form 

1 0 0 b1 0 0 

1 0 0 0 b1 0 

1 0 0 0 0 b1 
0 1 0 b2 0 0 

c 0 1 0 0 b2 0. 

0 1 0 0 0 b2 
0 0 1 b3 0 0 

0 0 1 0 b3 0 

0 0 1 0 0 b3 

and is of rank m + n - 1 = 5. If the last 
co1umn would be dropped then 

dl would e§timate a1 + blY3 

d2 would estimate a2 + b2Y3 

d3 would estimate a3 + b3Y3 

d4 would estimate yl - y3 

d5 would estimate y2 - y3 

and e.g. 

Equating expected mean squares with compu­
ted mean squares yields, in this case, no esti­

mates for o~ and o~ due to the non-constant 
coefficients bj. 

The estimates r .. = x. . - x. . can never-
~J ~J ~J 

theless a1ways be obtained and used for purpo-
ses of outlier testing. 

The ANOVA approach is hence on1y recornmen­
ded for outlier testing but does not add any 

new estimation techniques at all in the ortho­
gonal case. For the non-orthogonal case (mis­
sing values) ANOVA might reduce the sampling 
variance of· the variance components estimates 
but the statistical apparatus would have yet to 
be developed especially for the non-constant­

bias model. 

The first recornmendation is to apply the 
non-constant-bias model for o2 > o2 It is 
further recornmended to estimat~ ej within 

this model using the original data and first 

differences in order to determine the estima­
tors with the smallest sampling variance. 
Finally, it is recornmended that outliers be 
tested by using the residual method and to ex­
clude the outliers after they have been ex­

plained by extraneous sources. 



Outlier detection 

Numerous outlier detection methods are to 
be found in the literature. However 1 each me­
thod determines outliers as extreme unlikely 
samples given that a certain mod~l·is true. In 
our case outliers would then have to be ob­
viously determined as extreme unlikely samples 
given that model (5) or model (16) holds. 

Since with each of the two models predic­
tions of observed values ~.. are possible 

J.]A 

the residuals rij = / xij - xij I are the 
obvious quantities to be tested. 

The varianc~2 of rij can again 
mated from the ae. 1 since each rij 
expressed as a J linear function 

observed values 1 each of which xij 
variance a2 

ej . 

be esti­
can be 
of all 

has a 

If one wants to perform a simultaneaus 
test on all residuals then a 1=1-(1-a) 1 /nm 
has to be computed if a is overall type I 
error 1 i. e. the probabili ty of detecting one 
or more outliers among the n x m cases when 
indeed no true out1ier exists. Each residual 
has tobe tested then against the 100(1-a 1/2) 
percentile point of the distribution of rij• 

Normalization of the residuals 

allows testing r 1.. against Student 1st 
distribution with J.] df = (n - 1) (m - 1) - 1 

if the df for ~ = (n- 1)~m- 1) - ~ which r, • A .. n 

is only the case J.] if a = a - a 
If this is not the case e 1 the~2 :n···· em 

approximation for the df for smal1 nm shou1d 
be used. The application of Satterthwai te 1 s 
formula to (47) after solving for the coeffi­
cients w · and after using again Satter~h-

• I J 
waJ.te s formu1a to determine the df for ae. 
could be recommended. J 

The same method as just outlined could be 
used for the n.on-constant-bias model. This 
outlier testwas proposed in reference Il. 

Summary of recommendations 

Such a summary contains first the recom­
mendation to app1y the non-constant-bias model 
'for a~ > a~.. Further 1 it is recommended to 
estimate J within this model using the ori­
ginal data and with the first differences in 
order to determine the estimators with the 
smallest sampling variance. Finally 1 is the 
recommendation to test for out1iers by the re­
sidual method. 
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One should be aware that the rejection of 
outliers is a protection against a type of di­
version strategy 1 which consists of an inten­
tional inflation of precision by reporting 
outlying resu1 ts 1 so that tests on mean dif­
ferences between operator and inspector become 
less sensitive. Therefore 1 it is recommended to 
base precision estimates always on data exc1u­
ding outliers and tests on mean differences 
between operator and inspector on data inclu­
ding them. 

Results 

The attached table of results is a con­
densed representation of the evaluation. The 
estimates are obtained after the outliers are 
excluded. The outliers are tested against the 
constant-bias model and not against the re­
spective model in order to have the same data 
set for both models after the exclusion of the 
out1iers. The estimates for the constant-bias 
model are obtained by the ANOVA approach by 
so1ving (47) for a~. thus obtaining ~~.· 

J J 

The estimates for the random error stan­
dard deviations for the non-constant-bias mo­
del are obtained as fol1ows: For all three 
pairs of laboratories (TU-WAK 1 TU-SAL 1 SAL-WAK) 
estimates by formula (22) are obtained. For 

A2 
each laboratory are thus two estimates for ae. 
available. The mean value of these two esti- J 

mates per laboratory is shown for the non-con­
stant-bias model in the table. In formula (22) 

A2 
var(xj) was replaced by var(xjl/2 and ax 
was estimated by cov(xkxjl/2 1 whereby xkxj 
are denoting first differences as defined in 
(29). 

Process standard deviations ax and ax1 
are computed by (21). 

Asterisks in the 
denote the superiority 
approach by inequality 

co1umn 1Criterion (35) 1 

of the first difference 
(35) and likewise for 

column 1Criterion (13) 1. Negative estimates for 
A2 
ax1 can obvious1y be applied without difficul-
ties in these criteria. They suggest the appli­
cation of the first difference approach. 

Estimates for a a are possible only for 
the constant-bias model and are computed by 
ANOVA. 

It should be noted that the constant-bias 
model using the original data yields 17 % nega­
tive estimates due to large sampling variances 
whereas the firs·t difference method improved by 
the generalization due to the inclusion of a 
non-constant bias term yields only 4 % negative 
estimates. 



This improvement becomes even stronger if 
one checks the corresponding results on the 
whole campaign due to the fact that crx,/crx is 
among other things a function of n (number of 
batches). 
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]_/ Stewart, Kirkland B.: GROUT: A Computer 
Program to Test for Outliers and to Esti­
mate Measurement Variance Components, 
Draft Study Submitted to the IAEA under 
ACDA Contract AC8NC112, February 27, 1980. 

Outliers as Screened by the Constant-Bias 
Model on the 5 % Level of the Overall Type I 
Error 

Element/Isotope Labaratory Batch 

U-235 TU 9 
u-235/U-238 TU 9 
Pu-238 WAK 7 
Pu-238 WAK 2 
Pu-240 WAK 2 
Pu-242 SAL 8 
Pu-238/Pu-239 WAK 7 
Pu-238/Pu-239 WAK 2 
Pu-240/Pu-239 WAK 2 
Pu-242/Pu-239 SAL 8 
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Constant Bias Model oon-=nstant IU'IS wxteJ. 
Uling Original Data Using 1st Diffm-ences Cri- r.:_:.ri-

ae. *100/Xj aa *100/X' .. ~e *100/Xj (%SAL-) (~Tu-) a *l,OO/lL. ~x,noo;x teJ:ion t~~lr:n 

~J---"--- '-- j--J- WAK WAK X ......... (35) (13) 
TU s.~L WAK TU SilL WIIK 

. . . . . 

Pu-conc 0.5 0.83 o.n 1,13 0.96 0,37 0.40 I 1,02 1.01 5.ß . 2.3 * 

Pu/U not estimated 0,91 0.07 0.07 1.00 3,9 0.5 * 
Pu-238 8.64 3.99 4.52 8.% 9.00 12.25 5,72 2.93 2.51 * 
Pu-239 0.18. 0,43 0.30 0.10 0.27 0.46 0.2G 0.94 0,97. 1.9 0.2 * 
Pu-240 0,15 0.47 0.20 0.41 0~44 0.51 0.90 1.06 1,6 0.6 

Pu-241 0.29 1.05 0.41 0,13 0,57 0,02 0.49 0.04 0.02 2.2 * 
Pu-242 4. 7.8 0,93 2,59 2.51 2.63 4.24 1.07 1.40 8.0 0.8 * 

Pu-240/Pu-239 0.46 0,21 0.07 0.36 0.45 0.23 0.95 1.02 3,4 0.3 * 
Pu-241/pu-239 0.41 0.58 1,14 0.06 ·0,04 0.14 : 0.06 0,07 4.1 1. 4 * 
Pu-242/Pu-2~9 1.30 4.90 2.79 2.00 4.11 4.91 ' 1.06 1.34 9.8 .. * 
Pu-238/Pu-239 8.69 4.29 4.01 9.00 9.28 10.74 6.54 I 1.00 2.28 5.5 1.9 * 
u-eonc 1.05 1.13 1.10 0.35 1.70 0.79 1.05 1,06 6.7 2.1 * 

: 

U-234 11.01 21.61 5,22 6.12 10.70 4.52 2.22 1.02 7.1 * 
U-235 0.65 0.52 0.76 0.96 1.10 1.04 1.00 0.91 6.8 2.7 * 

U-236 1.37 1.48 1.21 1.35 o. 72 0.97 1.17 1.7 2.6 * 
U-230 0.02 0.03 0.02 0.02 0,02 1.34 1.10 O.J. * 
U-234/U-238 11.01 21.61 5.22 4.90 13.62 4.67 2.22 1.03 7,3 * 
U-235/U-238 0.66 0.53 0.77 0.97 1.06 1,01 1.07 0,91 6.8 2.4 * ·• 
U-236/U-238 1.48. 1.53 1.08. 1.'17 '0,66 0.90 '1,'19 1.6' .. 1. 7 .. 

* .. 
·--

denotes negative estimates 
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Appendix C 

Analysis of partial übrigheim reprocessing data 

A. Giacometti, D. Jalans 

CEA, Centre d'Etudes Nucleaires de Cadarache, France 

Introduction 

The ICE (Isotopic Cerrelation Experiment) 
was organized by ESARDA (European Safeguards 
Research and Development Association). 

Samples taken from ten batches of the 
german reprocessing plant WAK (Karlsruhe) were 
analysed by four laboratories*. These ten 
batches correspond to five fuel bundles from 
the üBRIGHEIM reactor, each with burn-up close 
to 30 000 MWd/T. 

The aims of this experiment were twofold. 
It was meant to check the consistency of 
analytical results and also to demonstrate the 
possibilities of Isotope Cerrelation Techniques 
in Safeguarding the input of reprocessing 
plants. For this second purpose several labora­
tories received the analytical results and 
applied their own procedure of ICT. 

As far as our role is concerned, we have, 
as usual, performed a complete set of calcula­
tions, compared these results with the measured 
values and then established an independent 
determination of the input balance from the 
measured isotopic ratios and calculated corre­
lations. A comparison of the resul ting input 
masses wi th those obtained by the volumetric 
method is also presented in this report. 

C.l Brief recall of the french procedure for 
isotopic correlation 

As indicated in previous papers /1/ /2/ 
/3/, we have used reactor physics calculation 
to determine correlation sets among final 
isotopic compositions of spent fuel and some 
parameters needed either for the input balance 
calculation or for the check of analytical 
results and coherence. 

Concerning the input balance determination 
we use the following correlation sets: 

* - WAK plant laboratory 
- KfK reference laboratory (RCH) 
- IAEA safeguards laboratory 
- TU european laboratory 
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A) For burn-up calculation : correlations 
based on isotopic measurements of 

uranium 

I a(I,e) x ~(US) 
I b(I,e) x ~(U6 ) 

(235u depletion) 
(236u build-up) 

B) For Pu/U ratio calculation : one corre­
lation from the change in the uranium 
isotopic abundance and another one from 
the plutonium isotopic abundance 

Pu/U 

Pu/U 

h(I,e) X ~(U5 ) 

242Pu X 239Pu 
0 (I ,e) X 

(240Pu)2 

- e is the initial fuel enrichment 

- I is the burn-up. 

Another set is used for internal consis­
tency check in order to control the exactness 
of the ini tial enrichment of uranium and the 

type of bundle concerned. 

These correlations combine the experimen­
tal Pu/U ratio and the isotopic composi tions 
tagether with identification data given by the 
reactor (enrichment, bundle type, ... ). 

C.2 übrigheim calculation 

For neutron calculations, the fuel assem­
bly was divided into two regions, the first one 
representing fuel pins and the second one the 

water holes. 

A very simple multicell description was 
used wi thout taking into account control rods 

or boron regulation. 

All calculations were performed for a mean 

assembly. 

In burn-up calculation we have assumed 
that keff = 1 for each successive step. 

The procedure used is shown in figure 1. 

It is made up of the cell code APOLLO /4/ and 
the KAFKA system /5/ which includes the burn-up 

code EVOGENE. 



I 

Only the following data were required: 

- Type of assembly 

- Number of fuel pins 

- Cladding materials 

- Approximate geometrical dat~ . 

- Enrichment value 

- Power history. 

These data are normally available in the 

published literature for each reactor and most 

of it can be verified by using the checking 
correlations. 

C,3 Analysis of the results 

Table C.l shows the discrepancies between 

the analytical results obtained by the follo­

wing laboratories: RCH, TU, WAK and IAEA. 

For the 235 u depletion (ßU5 ) 
I 

only the 
analysis performed by TU on batch n° 94 stands 

out. This singularity does not exist for the 
236

u measurement in the same analysis. 

We can also note the !arge discrepancy 
existing for 242Pu, which is mainly caused by 

three analyses, in particular WAK n°86 and 90, 

IAEA n°93. We have already observed similar 
effects on other analysis campaigns. 

For the 239Pu;238 u ratios, which are not 
used in the correlation technique, there is a 

large discrepancy ('V2. 7 %) characterized by a 
systematic underevaluation by WAK. 

Values of the main isotopic ratios versus 
burn-up were obtained from the preceding 
calculation. 

Using the calculated burn-up from KWU, the 
values for each fuel assembly (two batches) 

were then compared with the analysis results. 

In table C.2 we show the direct comparison 
of the mean values of experimental results with 

the calculated values for each fuel assembly 
reprocessed. 

However the calculated values can only be 

considered for the assembly as a whole. Thus 

the camparisans must be made by combining the 

measured results of both batches corresponding 
to the same assembly. 

The discrepancies are !arger than in table 
C ,' 1 because all of the calculations refer to 

the fuel assembly burn-up. In addition each 

half assembly does not have. the exact same 

burn-up, because the burn-up distribution is 
sensitive to the radial orientation of the 
assembly. 
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We can note that the assembly reprocessed 

in batches 92 and 93 seems to represent an 

underestimated prediction of the burn-up. 

The mean discrepancies shown in table C.2 

are quite similar to those obtained for other 

reactors in previous studies. 

C.4 Input mass balance determination 

After the direct comparison of measured 

results and calculated values discussed in the 

last section, we have obtained the burn-up and 

Pu/U ratios by using the correlation method. 

This allows us to calculate the input masses by 

the gravimetric method. 

A) Burn-up determination 

We use two correlation functions to obtain 

the burn-up: 

a(I,e) ßu5 

b(I,e) ßu6 

a(I,e) and b(I,e) are obtained from the 

calculation procedure described above. 

The burn-up values reached are shown in 

tab le C. 3 • We can note tha t they are qui te 

different for the two batches of a given assem­

bly. This difference can easily be attributed 

to the fact that the assembly has been divided 

into two parts by separating the fuel pins 

which have not been irradiated in the same 
conditions due to the flux shape in the core. 

Usually the discrepancy found between the 

burn-up predicted by the reactor operators and 

the burn-uE calculated from the correlation set 

is about (I - IR)/IR = - 3 % ± 2 % *· We obtain 
here - 3,4 % ± 2.6 % which is in agreement with 

the usual resul ts. Furthermore i t is possible 

that the assembly reprocessed in batches 92 and 

93 has an underestimated burn-up. The best 

estimate would be araund 28 000 MWd/tm. 

B) Pu/U ratio determination 

Two calculated correlations have been used 
to obtain the Pu/U ratios : 

* 

Pu/U h(I,e) ßu5 

Pu/U 

This systematic error may be due to several 

reasons including the theoretical value of 

the energy released by fission. 



where I is the mean burn-up obtained from 

the correlations Ia and Ib indicated above. 

Table C.4 shows the Pu/U ratios measured by 
each laboratory. We can note that a rather !arge 
discrepancy of about two per cent occurs between 
the different laboratory results. 

As for the burn-up, Pu/U ratios are given 
for each assembly as a whole. 

The following table C. 5 shows the Pu/U 
ratios which were calculated by the correlation 

method and we give the discrepancies among the 
mean measured values. 

The very low, 0 .1 % mean discrepancy re­
sults from a compensation of larger deviations. 
It must be taken into consideration that the 
correlation values are always within the limits 

of analytical result scattering and seem to be 
more accurate. 

C) Determination of the input masses 

First of all, we must underline the fact 
that the input balance determination has only 
been calculated for a part of the campaign. 
Therefore, we cannot include rinsing operations 
in this determination. 

The relationships giving the input masses 
are shown here : 

Mf Mi X 
1 - I 

u u 
1 + (Pu) 

u 

Mf 
Pu 

(Pu) X Mf u u 

Mi is the initial uranium mass for a u 
whole assembly 

M6 and ~u are the final uranium and 
plutonium masses. 

The burn-up values {I) come from the mean 

of Ia and Ib (see table C.3). 

The Pu/U 
Pu h and Pu ö 
u u 

ratios come from the mean of 
given by the correlations 
(see table C.5). 

As I and Pu/U, both given by the corre­
lation technique, concern a whole assembly 
reprocessed, we thus calculate the input masses 
for each whole assembly. 

The uranium and plutonium input masses are 
shown in tables C.6 and C.7. 
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In the first three columns we give the 
input masses obtained from the Volumetrie 
method using the analytical results of each 
laboratory. 

In the fourth column we give the input 
masses obtained from the gravimetric method. 
This method uses the calculated correlations 
which in turn use the mean va,lues of measured 
isotopic ratios as indicated in the previous 
section (wi thout excluding any of the analy­
tical results). Although some of the analytical 
results may seem doubtful we have decided, 

nevertheless, to include them. 

We have summarized in table C. 8 the dis­
crepancies between the input masses obtained 
with the volumetric method and those obtained 

with the gravimetric method. 

As can be read in the tables, WAK' s re­
sults are off the mean. They overestimate 

uranium masses and underestimate plutonium 

masses. 

TU, IAEA and correlations results are 

rather consistent : 

Mean U masses: 1319256 ± 7292 (± 0.55 % in 1 o) 

Mean Pu masses: 11487 ± 64 (± 0.56 % in 1 o) 

It is of interest to note in the third 
column of table C.8, that the correlation 
method gives a slight overestimation of uranium 
and plutonium masses. This may be attributed to 
the hold-up of the tanks which can only be 
taken into account when rinsing the uni t or 
which would eventually disappear when con­
sidering a larger quantity of reprocessed fuel. 

C.5 Conclusion 

We can note with confidence that the input 
gravimetric balance based on the correlation 

method and the classical volumetric balance used 
by the operators at WAK give identical results. 

It is ·interesting to note that the corre­

lation technique gives results as precise as 

analytical measurements. 

Furthermore this method is independent of 
the Pu/U ratio measurements and of volume 

determinations. 

Thus the correlation technique may be 
looked upon as an independent way to check the 
input balance in a reprocessing plant, as long 
as i t is applied wi th a correct calculation 

procedure. 
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1242PU/239PU 1240Pu/239Pu 

I f I 
I 0.3 I 8. 0 

I l 0. 9 
I 

1.9 
I 
I 0.4 I 1.0 I I I 0.4 l 0.6 
I 
I l I 0,5 6. 2 
l I 

I 0.3 l 1.1 
l I 

I 
I 0.3 I 1.1 
l 
I 0.3 I 7. 7 

I I 0.3 
l 

1.9 

I 0.4 r 2.2 
r l 
I 0,4 I 3.2 

r 
I ! 

(1) TU measurement seems doubtful. Without it we reach 0,5 %, 

Tab1e C.1: DISCREPANCIES EXISTING BETWEEN THE ANALYTICAL 

RESULTS FOR THE PRINCIPAL ISOTOPIC RATlOS USED 

FOR ISOTOPIC CORRELATIONS 

Batch 

86 - 87 

88 - 89 

90 - 91 

92 - 93 

94 - 95 

Mean 

Table c. 2: 

The means consider all the analyses done by the 

four laboratories, All results are in per cent. 

ws t.U6 Pu9;u8 Pu0 /Pu9 Pu2 /Pu9 

-2.6±1. 7 -1.6±2.0 -0.2±2,5 -1.8±2. 7 -4.1±7.4 

-4.1±0,8 -3.2±0.8 -1.6±2.1 -4.7±0,9 -12.6±2.6 

-2.6±1.8 -2.2±2.1 -1.2±1.7 -2.9±2.9 -7.2±9.9 

+0,4±2,5 +0,5±2.4 -2.7±3.4 +3.0±2.8 +8.6±12. 

-3.1±2,8 -2.2±2,3 -1.5±4.1 -1.8±3.4 -7.4±9.6 

-2.4±1,9 -1. 7±1. 9 -1.4±2.8 -1.6±2.5 -4.5±8.3 

üBRIGHEIM : PARTIAL REPROCESSING CAMPAIG!i 

Camparisan of mean analytical results and 

calculated values. 
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I 

I 

Batch 

86 
87 

88 
89 

90 
91 

92 
93 

94 
95 

I 
numberr 

. ! 

) Mean j 
}DiscrepanciesJ 

(%) 

2,89 
3,02 
2.95 

2.86 
2.94 
2.90 

3.01 
2.84 
2.93 

2,69 
2.90 
2.80 

2.62 
2,83 
2,72 

- 4.3 

- 6,2 

- 4.0 

+ 8,0 

- 4.6 

-3,66±2.60 

(%) 

2,88 
3.08 
2.98 

2.88 
2.92 
2.90 

3,015 
2.84 
2.93 

2.71 
2.91 
2.81 

2,67 
2.86 
2.77 

Tab1e C,3: üBRIGHEIM PARTIAL REPRüCESSING CAMPAIGN 

Burn-up deterrnination 

(%) 

- 3.5 2.966 

- 6.1 2.900 

- 4,0 2.926 

+ 1. 3 2.804 

- 3,1 2.746 

-3.08±2.71 

IR is the burn-up given by reactor; Ia burn-up deduced from 6U5 ; 

Ib burn-up deduced from 6U6 , 

I I Bat eh RCH WAK TU IAEA jMean valuel 
nurober 1 ± 1 cr I 

Batch 

86 
87 

88 
89 

90 
91 

92 
93 

94 
95 

I 
numberf 

! 

Mean 

I 

86 
0,800 0.916 0.884 87 

88 
0.871 0.886 0.873 89 

90 
0.900 0,876 0.885 0,864 91 

92 
0.870 0,833 93 0,851 0,851 

94 
0.892 95 0.824 0.849 0.842 

Table c. 4: üBRIGHEIM PARTIAL REPRüCESSING CAMPAIGN 

Pu/U by h 

0.888 

0.875 

0,882 

0.867 

0.844 

Pu/U ratios measured by assembly (%). 

I I 
IDiscrepanciesl 
I to I 

jmean analysisj 

1 I I 1. 4 ! 
I I 
~ 0 .1 ' 
I I 
1 1 
1 1 ! + 0.1 l 
I I 
I + 1. 9 I 
I I 
I I 
1
1 

o. 8 1 
1 I 
11 I -0.06±1,25 
l l 

Pu/U by o 

0.904 

0.875 

0.887 

0.873 

0,833 

foiscrepanciesf 
11 to , I 
1mean ana1ysJ.sl 

f f 
I 1 
11 + o. s I 
1 I 
I - o. 2 1 I I 
1 1 
1 I 
I + o. 6 I 
I 1 
1 1 I + 2 .s j 
I I I - 2. 2 I 
I I i +0.24±1.69 i 

Table C,S: üBRIGHEIM PARTIAL REPRüCESSING CAMPAIGN 

Pu/U ratios determined by correlations (%). 
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0.8999 
±0.0158 

0.8766 
±0.0083 

0,8813 
±0,0154 

0.8513 
±0.0150 

0.8514 
±0.0288 

Pu/U mean 

0.8959 

0,8753 

0,8845 

0.8699 

0.8385 

I I I I 

-I,.-R-~R (%) ! 

- 3.9 

·- 6.1 

- 4.0 

+ 1.0 

- 3,8 

-3.36±2.62 

I , , I 
IDJ.screpancJ.esj 
f to . 1 
jmean analys1s! 

1 1 

1 - 0.44 l 
I j 
j - o .1s 1 
I l 
1 + o.36 1 
1 f 
1 + 2.18 1 
I I 
I I l - 1. 52 ! 
l +0. 09±1. 36 l 

I 



Batch number TU WAK IAEA 

86 I 
87 I 259123 264295 261669 

I 
88 I 262124 266533 262415 89 l 
90 l' 261149 265744 263948 91 I 

I 
92 I 

I 264564 271434 264378 93 I 
I 

94 I 

95 I 263893 272428 271514 
I 

Total I 1310853 1340434 1323924 I 
I 
! 
I 
I 

Mean I 1325070 ± 1 % (1 a) . I 
I 

Table ~.6: üBRIGHEIM PARTIAL INPUT MASS BALANCES OF THE 

REPROCESSING CAMPAIGN 

a Uranium (g) 

I 

Batch number\ TU WAK IAEA 

86 2373.1 2311.6 2313.0 
87 

88 2322.6 2263.3 2289.4 
89 

90 2311.2 2273.9 2279.3 91 

92 2251.9 2189.8 2249.6 
93 

94 2240.2 2177.5 2286.9 
95 

Total 11499 11216 11418 

Mean 11378 ± 1. 3 

Table c. 7: üBRIGHEIM PARTIAL INPUT MASS BALANCES OF 

THE REPROCESSING CAMPAIGN 

b Plutonium (g) 

l 
I 

Mass TU (1) IAEA (2) Mean WAK (3) 
(1) + (2) 

Uranium - 0.92 + 0.07 r0.42±0.70 + 1.32 

Plutonium - 0.39 - 1. 09 -0.74±0.50 - 2,84 

Total - 0.91 + 0,06 1-0.43±0.69 + 1.28 

I 

I 

Correlationsl 

263800 

266500 

264390 

263880 

264420 

1322990 

1322990 

I 
I 

Correlationsl 

2363.0 

2332.0 

2338.0 

2295.0 

2216.0 

11544 

11544 

Mean I 
(1)+(2)+(3) 

+0.16±1.12 I 
-1. 44±1. 28 I 

ro .14±L1o I 

Table C. 8: 'DISCREPANCIES BETWEEN VOLUMETRIC AND GRA v·IMETRIC 

METHOD FOR THE PARTIAL INPUT MASSES BALANCE IN (%) 

All discrepancies are reported to the gravimetric 
mass results (V ; G). 
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I 
Batch I u U-235 Pu Pu-239 Pu-240 Pu-241 Pu-242 
nurober I. 

I 

I 
86 I 

263800 2414.6 2363 1350.0 564,6 326.1 1 122.3 
87 I 

1 
I 

88 1 
266500 2435.3 2332 1331.6 557.4 322.1 I 120.9 

89 I. 
1 

90 I 
264390 2463.1 2335 1342.6 556,0 321.0 1 118.4 

91 I 
1 
1 

92 1 
263880 2785,0 2295 1370.1 525.6 301.3 I 98.1 

93 1 
I 
1 

94 I 
264420 2691.0 2216 1307.6 513,5 295.1 1 99.8 

95 I 
1 

Total 1322990 12789 11544 6701.9 2717.1 1565.6 559.5 

Table C.9: üBRIGHEIM PARTIAL REPROCESSING CAMPAIGN 

Masses (g) obtained by ca1culated correlations. 

Remark added by the editors: 

In order to compare the results obtained by the different approaches, the editors have 

requested a more detailed presentation of the results which are given in tab1e C.9. 
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Fuel data 

Power history 

Cross section 

library 

I 
Neutron calculation 

of the subassembly 

Zero-dimension 

burn-up calculation 

Isotopic correlation 

calculation 

I 
Analytical adjustment 

I 
Coefficients of 

correlation. 

Mean cross section 

vs burn-up 

Isotopic compositions 

vs burn-up 

Figure 1: FLOW CHART OF THE CORRELATION CALCULATION 
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Appendix D 

Head-end fissile material balance of a reprocessing campaign: 
An on site evaluation procedure.* 

C.Beets1 , P. Bemelmans1 , F. Franssen1 , s. Schoof2 

1 

2 
CEN/SCK, Safeguards Department, Mol-Belgium. 
KfK, Institut für Radiochemie, Karlsruhe. 

D.l Introduction. 

One of the purposes of the Isotope Cerre­
lation Experiment is to evaluate the benefi ts 
to be gained from an application of Isotopic 
Cerrelation Techniques in safeguards activities 
at a reprocessing plant. While other contribu­
tors discuss the evaluation of the data collec­
ted from the four involved laboratories by dif­
ferent statistical tools, this paper specifi­
cally considers the safeguards exercise from 
the point of view of the verification team. 

In an actual safeguards situation, the 
verification team would not have four different 
sets of analytical measurements available, but 
would have to satisfy themselves that the ope­
rator's measurements are reliable and where 
there is doubt, to submit control samples for 
duplicate analysis by the reprocessor or for 
analysis by some referee laboratory and their 
choice, until they get a consistent set. They 
would then be in a position to establish a 
semi-independent material balance over the 
campaign. 

The main tool that is available for chek­
king the reprocessor's data is the Isotope 
Cerrelation Technique, based on the rela tion­
ships which exist between uranium depletion, 
plutonium build up and their isotopic compo­
si tions, and amongst the isotopic weight frac­
tions themselves (1). These relationships can 
be applied in three ways: 

- for internal data consistency verification 
in the campaign under way 

- for consistency with well established rela­
tionships derived from the reprocessing of 
fuel from reactors of the same or like de­
sign ("historical data") 

- for consistency with theoretical relation­
ships established from reactor code compu­
tations. 

* Based on a paper contributed to the 2nd 

Annual Symposium on Safeguards and Nuclear 
Material Management, Edinburgh, 
26th/28th March, 1980 
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In the present experiment, reactor code 
predictions were not released, and the histori­
cal PWR data (SENA, TRINO) available in the data 
bank of Mol proved unsui table. The analysis 
therefore was restricted to the internal consis­
tency verification. 

Moreover, in order to simulate the actual 
safeguards situation, this consistency verifi­
cation was deliberately confined to the repro­
cessor's data. When necessary, the IRCH figures 
were used as confirmation data. 

At the end of the evaluation procedure, the 
material balances of uranium (total) , uranium­
-235 and plutonium were compared to the averages 
derived from the three independent laboratories, 
TUI, SAL and IRCH, these averages being regarded 
as the best available independent estimates of 
the true values. 

There are two features in the present 
experiment which are rather unfavourable to a 
sound application of the isotope correlation 
technique, namely : 

- the range of burn ups is not broad (11 %} 
- the investigated campaign bears upon 5 

assemblies, whereas a full-size campaign 
would normally involve several scores 
of assemblies. 

This state of affairs tends to obscure the 
correlations, sometimes even making them not 
significant and since the method relies on 
statistical decisions, well defined correlations 
are essential. Yet the differences between the 
material balances derived from the corrected WAK 
data and from the three independent laboratories 
were found to be compatible with the precisions 
and accuracies of the mass spectrometric deter­
minations. 

While the average of the three independent 
laboratories represents an analytical effort of 
30 complete analyses (uranium, plutonium and 
isotopes) the described procedure based on the 



Isotope Cerrelation Technique results in only 
four uranium concentration measurements being 
requested from the referee laboratory. 

D.2 Description of the procedure and results 

D.2.1 Reduction of the data to the shut down 
date. 

The first step in the evaluation of the 
data is the correction of the plutonium total 
and its isotopic composition for Pu-241 decay: 
in order to make the data of different sources 
comparable, the data were all corrected to the 
shut-down date of 8 june 75. The decay half­
life of 14.3 years was used for the Pu-241, 
while the decays of all the other isotopes were 
neglected. 

D.2.2 Reduction of the ,batch data into as­
sernbly data. 

As a second step, because each assernbly is 
shared out into two batches, the original batch 
data were pooled int? five superbatches corres­
ponding to the original five assernblies.. The 
procedure eliminates any asymmetry introduced 
by the halving process and indeed resulted in 
improved correlations, especially where the 
uranium total and plutonium total are involved. 

D.2.3 Final uranium balance. 

The result of the final uranium balance is 
presented in the table D.l below. 

TABLE D.1 

U - final (kg) 

WAK 

REFEREE 
ASSEMBLY DECLARED (IRCH) ICT 

163 264.3 264.1 
171 266.5 264.7 
176 265,7 264.7 
172 271.4 264.6 264,3 
170 272.4 262.3 264.8 

TOTAL 1340,3 1322.6 

AVERAGE 
ASSEMBLY ACCEPTED 3 INDEPENDENT LABS DIFFERENCE 

168 264.3 262.5 +1.8 
171 266.5 263.3 +3.2 
176 265,7 262.5 +3.2 
172 264.3 264,5 -0.2 
170 264.8 263.1 +1. 7 

TOTAL 1325.6 1315.9 +9.7 
ESTIMATED (J ±9 ±5.3 ±10 
ANALYTICAL 

EFFORT 4 samples 30 samples 
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The quantities are expressed in kilo­
grammes of total uranium and insignificant 
digits have been dropped. In the upper half of 
the table, the declared amounts of 
compared to the results of an 
calculation (2) which relates the 

t.u = U(o) - U(f) 

uranium are 
approximate 

to the uranium and plutonium isotopic data and 
to the Pu/U ratio through the formula : 

where 

- the subscript (o) indicates initial values 
- the subscript (f) indicates final measured 

values, 
- the isotopic fractions are expressed in 

weight fractions (i.e., w/o divided by 100) 
- and U and Pu quantities are in kg und in g, 

respectively. 

When the WAK data are introduced into this 
formula and the resulting t.u is subtracted from 
the ini tial uranium per assernbly, the figures 
listed under the heading ICT are abtained. The 
measured uranium in the last two assernblies 
nrs. 172 and 170 are obviously high and the 
usual decision of the verification team wou1d 
be to request a confirmation measurement either 
by the WAK itself or by the REFEREE laboratory. 
Here, according1y the measurements of the 
REFEREE are listed for the two questionable 
cases and confirm the ICT results. 

In the lower half of the table, under the 
heading "ACCEPTED", the measured data for the 
last two assernblies have been replaced by the 
ICT values. This column then, represents what 
the verification team would normally accept for 
total uranium inputs. 

On the other hand, the best estimate of 
the actual inputs would, in princip1e, be 
obtained by averaging the results of the other 
three laboratories. The comparison of the two 
estimates revea1s a slight systematic diffe­
rence (0.75% of the total input) which however 
is not to be ascribed to the Isotope Cerre­
lation Technique a comparison of the four 
laboratory means ( see under paragraph D. 2. 7, 
figure 4) gives a strong indication that the 
WAK laboratory is biassed high by something in 
the order of 5 kg. Further investigation of 
this bias is a matter for an interlaboratory 
comparison exercise. 



D.2.4 Consistency of uranium and plutonium 
isotopic abundances. 

The evaluation of both the uranium-235 and 
the plutonium balances requires a reliable set 
of isotopic abundance data for at least the 
uranium-235 and if possible for other isotopes 
such as uranium-236 and plutonium-239 and -240. 
The consistency of the WAK uranium-235 and 
plutonium composi tions was verified by corre­
lating D-235 with U-236 1 with D-239* 1 and with 
the ratio Pu-240/239. 

D- 235 

2.15 

2,10 

2,05 

2,00+---,---.---,.---.----,,----

3,80E-01 3,90E -01 4,00E -01 4,10 E -01 

Figure 1. Correlation D-235 
versus Pu-240 I Pu-239 
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Pu-240 
Pu-239 

The U-236 correlation 1 al though a well-known 
one 1 proved inapplicable because this minor 
isotope was measured with only two significant 
digits. The best correlation was obtained with 
the isotopic ratio Pu-240/239 and is illustra­
ted in the figure 1. Upon judging this dia­
gramme and the others 1 it should be observed 
that the origin is not included and that the 
scales are very much enlarged. 

On the basis of this correlation 1 no 
points were detected as outlying 1 and this was 
taken to indicate that both the uranium-235 and 
plutonium isotopic compositions were acceptable. 
It should be noted however that 1 owing to the 
reduced number of points 1 the correlation is 
somewhat loosely defined and that under these 
circumstances 1 the detection of an outlying 
measurement is not as efficient as it could be 
in a full-size campaign. Here 1 the situation 
being as it is 1 the set of WAK data has to be 
accepted as consistent. No additional analyti­
cal effort would be required. 

* The notation D-239 is used for 100 - Pu-239 
in analogy to the D-235. 

D.2.5 Uranium-235 balance. 

The uranium-235 balance in g is estab­
lished in the table D.2. 

TABLE D,2 

U-235 final (g) 

WAK 
ACCEPTED 

AVERAGE 
3 INDEPENDENT 

ASSEMBLY U (kg) U-235 (w/o) U-235 (g) LABS DIFFERENCE 

168 264.3 0.975 2577 2523 + 54 
171 266.5 1.005 2679 2641 + 38 
176 265.7 0.990 2631 2593 + 38 
172 264.3 1.040 2748 2776 - 28 
170 264.8 1.085 2873 2845 + 28 

TOTAL 13508 13378 +130 
ESTIMATED a ±130 ±75 ±150 
ANALYTICAL 
EFFORT None 30 samples 

Here 1 the accepted quanti ties of uranium 
total in kg are carried iwer from the table 
D.1 1 while the U-235 final enrichments in w/o 
measured by the WAK are accepted as such. The 
uranium-235 input per batch is expressed in 
grammes by 
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10 x u235 
f 

(g} (w/o) (kg) 

Again 
1aboratories 
parison and 
ference of 1 

the average of the other three 
is taken as the point of com­
it is surprising to find a dif­
% again between the two ba1ances. 

D.2.6 Consistency of Pu/U ratios with isotopic 
fractions. 

The evaluation of the total plutonium in­
put from each assembly is based on the total 
uranium established in the table D .1 and on 
accepted estimates of the Pu/U ratio. 

Early recognized Pu/U indicators (3) in­
clude D-235 1 D-239 and Pu-240/239 1 the first 
one being known to be linear over the whole 
range of exposures. 

The figures 2 and 3 represent the correlations 
of Pu/U with the plutonium isotopic ratio and 
with the D-235 respectively based on the WAK 
data after introduction of the revised Uf 
values of the table D.1. 

Again 1 the five Pu/U ratios must be 
regarded as acceptable 1 although the same 
remarks made in the paragraph D. 2. 4 can be 
repeated here. No additional analytical effort 
would be required. 
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Figure 2. Cerrelation Pu i U versus Pu-240/Pu-239 
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D.2.7 Plutonium balance. 

The plutonium input balance is presented 
in the table D.3 and simply consists of the sum 
of the five individual inputs determined by the 
reprocessor. The comparison with the average of 
the three independent laboratories reveals a 
discrepancy in the order of 200 g (1.8 % of the 
total input). This difference is due to a bias 
and can be corrected for provided either the 
magni tude of the bias is known beforehand or 
it is determined by submitting at least two 
samples by campaign to the referee laboratory. 

A. comparison of the four laboratory means 
for uranium total and plutonium total which is 
displayed in the figure 4, confirms that at 
least two of the participating laboratories are 
affected by systematic errors in the order of 
40 g on the plutonium determination. 

TABLE D.3 

Pu total (g) 

AVERAGE 
WAK 3 INDEPENDENT 

ASSEMBLY ACCEPTED LABS DIFFERENCE 

168 2348 2377 - 29 
171 2299 2323 - 24 
).76 2310 2341 - 31 
172 2224 2283 - 59 
170 2211 2281 - 70 

TOTAL 11392 11605 -213 
ESTIMATED cr ±105 ±60 ±120 
ANALYTICAL 

None 30 samples 
EFFORT 
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D.4 Conclusions 

i) By a simple application of the Isotope 
Cerrelation Technique, it is possible to 

draw up a semi-independent fissile mate­
rial balance of the head end of the repro­

cessing plant with a minimum of additional 
analytical effort. 

ii) A limited nurober of simple linear correla­

tions has been used, involving only the 
more important isotopes U-235, Pu-239 and 
Pu-240. 

iii) Because the fabricators data refer to 

assemblies, it is recommended to pool the 
input batch data - in the present case two 
by two - in such a way as to apply the 

correlations to assembly data rather than 
fractions of assemblies. 

iv) The accuracy and therefore the reliability 

of the results depend on the knowledge of 
the systematic discrepancies between the 
mass spectrometric laboratories. 

v) Confirmation of the isotopic relationships 

by reactor code calculations would still 
enhance the confidence one can put in this 
technique. 
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