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I 

Thermodynamics of a Visco-Plastic Material Model with lnter­
nal Variables 

Summary 

The thermodynamic restrictions for the constitutive relations of an elastic­

viscoplastic material model with internal variables are derived by requiring 

compatibility with the Clausius-Duhem entropy inequality (second law). The 

material model is a thermodynamic extension of a simplified version of the 

mechanical Robinson model, which does not account for isotropic hardening and 

. its thermomechanical history dependence. 

The usual evaluation of the second law implies sufficiently smooth processes. 

However, the evolution equations of the Robinson model are discontinuous at 

certain states. To account for the discontinuities in the rates of the state variables, 

the analysis is based on the time-integral form of the basic equations. Within the 

frame of the assumptions, it is shown that the time-integral entropy inequality 

does not impose additional constitutive restrictions beyond those obtained when 

smooth processes apply. 

The evaluation ofthe residual entropy inequality is clone first for the uniaxial 

state of stress and then for the general threedimensional state. For the uniaxial 

state a limited analysis was performed which resulted in conditions on the 

material parameters which are sufficient but which were not proved to be 

necessary. On the other hand, a more detailed analysis for the generalmultiaxial 

state yielded explicit conditions which are necessary and sufficient to ensure a 

non-negative entropy production. These restrictions do not depend anymore on the 

state variables, except the temperature. This result was obtained since the values 

of some material parameters were assumed to be restricted to certain ranges 

which is, however, consistent with present applications of the material model. 

Further, simplified but only sufficient conditions were derived which encompass 

those for the uniaxial case. They have the handyform of an upper bound criterion 

for one of the thermodynamic parameters. 

These results are suppiemented by constitutive restrictions deduced from the 

stability requirement of equilibrium states. 

With respect to the simplified purely mechanical Robinsonmodel it is shown 

that it is formally consistent with the second law in the following sense: A ther­

modynamically extended version of the mechanical model can always be set up in 

such a way that the entropy production is ensured tobe non-negative, whatever 

the parameters of the simplified mechanical model are. However, the extended 



model may still fail when confronted with caloric measurements even if it is 

compatible with mechanical measurements ofisothermal experiments. 



Thermodynamik eines visko-plastischen Materialmodells mit 
innerenVariablen 

Zusammenfassung 

Die thermodynamischen Einschränkungen für die konstitutiven Gleichungen ei­

nes elastisch visko-plastischen Materialmodells mit inneren Variablen werden 

aus der Forderung nach Verträglichkeit mit der Clausius-Duhem Entropieunglei­

chung (Zweiter Hauptsatz) abgeleitet. Das Materialmodell ist eine thermodyna­

mische Erweiterung einer vereinfachten Version des mechanischen Robinson­

Modells, die die isotrope Verfestigung und deren Abhängigkeit von thermomecha­

nischen Prozeßgeschichten nicht erfaßt. 

Die übliche Auswertung des Zweiten Hauptsatzes setzt hinreichend glatte 

Prozesse voraus. Für gewisse Zustände sind die Evolutionsgleichungen des 

Robinson-Modells nun allerdings diskontinuierlich. Um auch Diskontinuitäten in 

den Raten der Zustandsgrößen berücksichtigen zu können, geht die Analyse von 

zeitlich integralen Grundgleichungen aus. Im Rahmen der sonstigen Vorausset­

zungen wird gezeigt, daß die zeitlich integrale Entropieungleichung zu keinen zu­

sätzlichen konstitutiven Einschränkungen führt, die über die Restriktionen hin­

ausgehen, wie man sie erhält, wenn nur glatte Prozesse betrachtet werden. 

Die Auswertung der Restentropieungleichung wird zunächst für den ein­

achsigen und dann für den allgemeinen dreiachsigen Spannungszustand durch­

geführt. Für den einachsigen Fall wurde eine begrenzte Analyse durchgeführt, die 

für die Materialparameter Bedingungen ergab, die hinreichend sind, deren Not­

wendigkeit aber nicht nachgewiesen wurde. Andererseits ergab eine detaillierte 

Analyse für den allgemeinen mehrachsigen Spannungszustand explizite Bedin­

gungen, die hinreichend und notwendig sind, um eine nicht-negative Entropiepro­

duktion zu gewährleisten. Diese Einschränkungen hängen von den Zustandsva­

riablen, mit Ausnahme der Temperatur, nicht mehr ab. Dieses Ergebnis wurde er­

halten, da angenommen worden war, daß einige Materialparameter in ihrem 

Wertebereich beschränkt sind; allerdings ist dieser verträglich mit den gegenwär­

tigen Anwendungen des Materialmodells. Weiterhin wurden vereinfachte, aber 

nur. hinreichende Bedingungen abgeleitet, die jene für den einachsigen Fall mit 

einschließen. Sie haben die nützliche Form einer oberen Schranke für einen der 

thermodynamischen Parameter. 

Diese Resultate werden ergänzt durch konstitutive Restriktionen, die aus der 

Forderung der Stabilität von Gleichgewichtszuständen folgen. 



Für das vereinfachte, rein mechanische Robinson-Modell wird gezeigt, daß es 

in folgendem Sinne mit dem Zweiten Hauptsatz formal verträglich ist: Es kann 

immer eine thermodynamisch erweiterte Version des mechanischen Modells in 

der Weise aufgestellt werden, daß die Nicht-Negativität der Entropieproduktion 

sichergestellt ist, wie auch die Parameter des vereinfachten mechanischen 

Modells gewählt werden. Dies schließt allerdings nicht aus, daß das erweiterte 

Modell beim Vergleich mit kalorischen Meßergebnissen versagt, selbst wenn es 

mit mechanischen Meßergebnissen isothermer Versuche in Übereinstimmung ist. 
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1. Introduction 

For the description ofthe visco-plastic high temperature deformation behaviour of 

metals various constitutive models have been proposed. Many of these models 

imply that the state of the material is not only described by the instant values of 

the stress, temperature, total strain, and plastic strain but also by an additional 

set ofinternal variables. 

The concept ofinternal variables* has been introduced in thermodynamics and 

continuum thermomechanics in such references as [1- 8] and has been considerab­

ly extended and applied more recently [9- 36]**. This list of publications encloses 

linear as weil as nonlinear constitutive models and rather different thermodyna­

mic approaches, e.g., the classical Theory oHrreversible Processes (TIP) and 

Rational Thermodynamics. However, an appreciation ofthese various contribu­

tions is beyond the scope ofthis study. 

Some general remarks should be made. It is assumed that the material response 

can be characterized by the evolution oftwo sets ofvariables, namely, the indepen­

dentvariables and the dependent variables. Of course, the choice of thesevariables 

depends on the kind of material tobe modeled. For example, if a classical thermo­

elastic material is considered, the independentvariables are chosentobe the 

instant values ofthe strain and temperature and possibly its spatial gradient, and 

the dependent variables are the specific internal energy (or specific free energy), 

the stress, specific entropy, and the heat flux ifheat conduction is accounted for. 

Strain and temperature are in principle easily measured and directly controlled at 

a specimen; therefore, these quantities and their spatial and temporal gradients 

belang to the group of external ( or observable) variables. But the instant values of 

external variables may not be sufficient to determine the dependent variables. 

Here additional variables are required which reflect internal processes in the 

material. They cannot be easily determined and no direct control is possible since 

these internal ( kidden or conceiled) variables are not directly connected to any 

* Early writers did not use this name: Bridgman [ 4) used the term "conceiled 
variables". 

** The cited references neither represents a complete list of all contributors up 
to 1975 nor does this list contain allrelevant publications ofthe cited authors. 
Since 1975 the concept ofinternal variables in continuum thermomechanics 
sees an expanding development and application up to present days (e.g. see 
CISM course "Interna! variables in thermodynamics and continuum 
mechanics", 1988). 
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additional external force variables. Consequently, the form ofthe balance 

equations for linear momentum, moment ofmomentum, and energy are the same 

whether or not internal variables are accounted for. 

Examples ofinterpretations ofinternal variables with ditferent character are 

degree of advancement of chemical reactions or phase transformations 

(concentrations of constituents) 

quantities related to the density, motion, and arrangement of dislocations 

residual stresses between microelements contained in the macroelement of 

polycrystals, concrete, or sand 

internal stresses or displacements in rheological models. 

The evolution ofthe internal variables is usually* assumed tobe governed by a set 

of ordinary differential equations suchthat the rates ofthe internal variables are 

uniquely determined by the external and internalindependent variables 

(constitutive equations for internal variables). 

The constitutive equations forthedependent variables such as stress, free energy, 

and entropy are usually assumed tobe algebraic relations between thesevariables 

and the independent external and internal variables. Thus, the dependent variab­

les depend on the history ofthe independent external variables only through the 

instant values of the internal variables. Of course, the constitutive relations for 

the dependent variables and the evolution equations for the internal variables 

cannot be chosen independently because the second law imposes certain 

thermodynamic restrictions. ** 

For the description ofvisco-plastic material behaviour models have been set up 

taking into account thermodynamic concepts [e.g. 19-28,30, 35]. However, the 

references [37- 41, 43- 57] demonstrate that various internal variable models 

have been proposed which arenot embedded in a truly thermodynamic frame 

although they involve the temperature: The temperature appears either simply as 

a parameter affecting materials "constants" or it allows for thermomechanical 

history dependence in the evolution equations [ 41, 43, 56]. The missing thermo­

dynamic frame is seen in the fact that quantities like internal energy, free energy 

* More complex cases are conceivable: for example, the evolution equations 
may involve also the rates ofthe external variables or they may involve 
divergence terms ofthe internal variables (spatial differential equations) 

** Other constitutive principles have tobe observed, too. 
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and entropy arenot present in the theory, and thermodynamic restrictions on the 

various material parametersarenot considered. Therefore, these models are 

actually purely mechanical models. However, it appears tobe desirable that even 

a mechanical model should be interpretable as a special case of a more embracing 

thermomechanical model, and in general thermodynamical requiremen ts are 

expected to impose restrictions even on the structure of the purely mechanical 
models. 

The Robinsonmodel (54- 57] is such a mechanical modelnot embedded in a 

thermodynamic frame. It has been implemented into a Finite Element Code and 

extensive numerical sturlies have been performed; also parameter identification is 

underway at the Nuclear Research Center Karlsruhe (58- 61]. Therefore, it 
appeared appropriate to complement those studies by investigations ofthe 

thermodynamic consistency of the model: Here the question should be answered 

whether a thermodynamic analysis yields restrictions on the material parameters 
of the Robinson model. 

Such an analysis requires a thermodynamic extension ofthe model, i.e., an 

assumption about the structure of the free energy. But it is conceiveable that 

restrictions are obtained which involve only the aspects ofthe original mechanical 

model and thus arenot subject to the additional assumptions. 

The above questions are analysed in this report under a set of simplifications 

made because ofthe apparent mathematical complexities: 

• Isotropie hardening was ignored and therefore also the thermomechanical 

history dependence ofthe drag stress. This simplification reduces the number 

of evolution equations for the internal variables by one. 

• The static recovery term in the evolution equation ofthe back stress, which 

controls the kinematic hardening, is modified in the same way as was done by 

Hornbergerand Stamm [58- 60]. This not only eliminates a discontinuity in 

the evolution equation but also allows for the existence of equilibrium states. 

• The second law ofthermodynamics is taken tobe the classical Clausius­

Duhem entropy inequality. Further, its evaluation is based on the Coleman­

Noll argument. More advanced principles and concepts, e.g., the approach of 

Müller (62] (see also (63]), require a more elaborate analysis. 

The organization of the present study is as follows. In section 2 a general discus-

. sion ofthermodynamic restrictions foradass ofinternal variable models is given. 
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An essential starting point is the thermodynamics with internal variables 

formulated by Coleman and Gurtin [13] within the frame ofRational Thermo­

dynamics. Results obtained for smooth processes are summarized (section 2.1). 

This is supplemented (section 2.2) by observations on the residual entropy in­

equality at equilibrium states and stability considerations ofthese states. 

The derivitions ofthermodynamic restrictions is usually based on the assumption 

that processes are smooth functions oftime; thus, the local instantform ofthe 

Clausius-Duhem entropy inequality is an adequate starting point. In fact, this is 

an assumption contained in the work [13, 63]. However, a peculiar property ofthe 

Robinsonmodel is the fact that the evolution equations involve discontinuities in 

the rates ofthe internal variables. Therefore, these discontinuities require a more 

general starting point, i.e., a time integral formulation ofthe entropy inequality 

and the bnlance equations. A general internal variable model, allowing for 

discontinuities in the evolution functions for the internal variables, is set up 

(section 2.3) suchthat the Robinsonmodel (without thermomechanical history 

dependence) is a special case. Forthismodel the time integral form ofthe entropy 

inequality is evaluated to study whether or not additional constitutive restrictions 

are obtained for the discontinuities in the evolution functions. 

The thermodynamics with internal state variables formulated by Coleman and 

Gurtin [13] has been used by Perzyna et al. [19- 22] and Kratochvil and Dillon [27, 

28] to analyse the thermodynamic restrictions imposed on some elastic-viscoplas­

tic or elastic-plastic material models. In these and other studies the inelastic 

strains are interpreted as internal state variables suchthat the results ofColeman 

and Gurtin could be directly applied. This interpretation is also used in the 

present analysis. With this interpretation, and observing some rather general con­

stitutive assumptions compatible with the simplified Robinson model, the residual 

entropy inequality is formulated (section 2.4). This inequality is tobe satisfied for 

all states* and it requires further evaluation when specific forms ofthe evolution 

functions are given. 

In section 3 a formal description ofthe Robinsonmodel for the multiaxial and 

uniaxial state of stress is given, and section 4 describes a relatively simple exten­

sion ofthe Robinsonmodel within a thermodynamic frame. 

* Admissible according to the assumed constitutive equations. 
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The residual entropy inequality is evaluated in section 5, first for the uniaxial 

state of stress, then for the all embracing multiaxial state of stress, and this is con­

cluded with a comparative analysis. 

A discussion of the stabili ty of equilibrium states of the thermodynamically 

extended Robinsonmodel is enclosed in section 6; a further constitutive restriction 

is obtained from these considerations. 

In the final section 7 the results obtained for the thermodynamically extended 

Version as weil as for the mechanical version ofthe simplified Robinsonmodelare 

discussed. Future work is indicated. 
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2. On Thermodynamic Restrietions for Constitutive Equa­
tions of Internal Variable Models 

2.1 Constitutive Restrietions for an Interna! Variable Modelbasedon the 

~Evaluation ofthe Clausius-Duhem Entropy Inequality for Smooth 

Processes (A Summary) 

Starting from the set of assumed constitutive equations for a three-dimensional 

deformable heat conductor with (N) scalar internal variables ay*, y = l, ... ,N, 

A A 

6~ = ~ (Eh4~ 1 7; ~~ ~) =-6.,.e~ : stress 

1tt. 
,.. 

: heatflux - ?-~~. ( Al ) 
(2.1) 

1\ 

{ : specific internal E - e ,, ) energy 

? ::: /1 

7 ( II ) : specific entropy 

and with the evolution equations for the internal variables 

J 
(2.2) 

the "dissipation postulate", in connection with the local instant Clausius-Duhem 

entropy inequality 

~.­
\,J II -

or the equivalent dissipation inequality** 

>o 
- ' 

(2.3) 

* Latin subscripts are associated with cartesian tensors and Greek subscripts 
with scalar tuples. The summation convention applies to repeated indices. 
A comma denotes partial differentiation. 

** The dissipation inequality is derived from the entropy inequality by elimi­
nating the heat sources from (2.3)} via the local energy balance equation, 
introducting the free energy, and multiplying the result with the absolute 
temperature T > 0. 
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was evaluated in [13, 63]. Here the free energy (Helmholtz function) ~ e G.- T~ 
is introduced. 

Two methods were applied [63] which yield the same restrictions on the 
constitutive functions, i.e., 

g 1 (2!L 1\ 

G~,. = +-
E &IE .. ~ 

;4. d~ 
7 ::=; -

IJT 
;4. 

A ;4. 

- 7 JJ?-€ .::::: y-
~r 

and the residual dissipation inequality 

" . -(/ "-
4 
T 

"' ';)?p 

&>E~~.,., 
) 

(2.4) 

(2.5) 

Condition (2.4)4 implies that w, t, ~' and ~rnn are independent ofthe temperature 

gradient gk. It is also evident that the prescription ofthe free energy function w 
completely determines the constitutive functions Gmn, ij and c. 
A few remarks on the logic how the restrictions (2.4) and (2.5) are derived from 

(2.3) within the frame ofRational Thermodynamics should be made; a more 

detailed analysis is given in [63]. 

The "dissipation postulate" requires that (2.3) holds for all smooth admissible 

processes, i.e., smooth solutions ofthe balance equations (momentum and energy) 

and the constitutive equations (2.1) and (2.2). 

Two approaches can be used to realize an arbitrary thermodynamic process in the 

body. From a physical standpoint these processes are controlled by prescribing the 

distribution and history ofthe body forces and the heat supply as well as initial 
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and boundary conditions. In the approach ofColeman and Noll [117] the body force 

and the heat supply are required tobe assignable in any way but initial and 

boundary conditions need nottobe considered explicitely. This assures that locally 

and instantly the observablevariables strain CkJ and temperature T and it 

gradients gk =T,k as weil as their rates CkJ, T, gk may take arbitrary values. For 
example, the energy balance equation 

does not impose a coupling on the rates CkJ, T, gk since r is arbitrary assignable by 

assumption. Therefore, the balance equations can always be satisfied for an 
• • • 

arbitrary set ofvalues CkJ, T, gk and CkJ, T, gk. 

In the approach ofLiu [118] and Müller [62] extended by the author [63] the body 

force and heat supply arenot assignable any more but only the initial and bound­

ary conditions. Thus, the balance equations represent auxiliary conditions which 

have tobe considered explicitely to account for the coupling; details may be found 
in [63]. 

To elucidate the results (2.4) and (2.5) somewhat further the moresimple 

approach ofColeman and Noll is followed. The local energy balance allows to 

eliminate the heat supply pr from (2.3h. Insertion ofthe assumed constitutive 

functions (2.1) and (2.2) into (2.3) yields an expression for the entropy production a 

which involves only the independentvariables emn. T, gk, ap and the rates ofthe 
• • • 

observablevariables Cmn, T, gk; thus 

This expression, when written down explicitly, contains the rates only linearly. 

According to the Coleman-Noll approach the arguments ofthe ~-function are 

arbitrary and independent quantities at any material point and at any instaut and 

the inequality must be satisfied for any arbitrary list of arguments, i.e. arbitrary 

rates and arbitrary state variables. Thus, one obtaines two groups ofnecessary 

and sufficient conditions on the constitutive functions: 

(1) The satisfaction ofthe inequality for arbitrary rates can be easily realized 

since the rates are only linearly involved. One obtains (2.4) and this repre­

sents restrictions on the constitutive functions and not on the state variables 
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l::kJ, T, gk, ap since they can take locally and instantly arbitrary values in a 
process. 

(2) The above result allows to reduce the dissipation inequality to the residual 

inequality (2.5). Here the left hand side is only depending on the state vari­

ables and a set ofmaterial parameters ifthe generalform ofthe involved 

constitutive functions are assumed tobe given. Thus, inequality (2.5) repre­

sents an algebraic condition. N ecessary and sufficient conditions on the ma­

terial parameters have tobe derived suchthat inequality (2.5) is satisfied for 

arbitrary and independent state variables l::kl, T, gk, ap. In general the reali­

zation ofthis requirement may be a formidable mathematical task. 

In the following the dissipation (entropy production rate times absolute temper­

ature) due to a change in the internal variables, i.e., the first term in (2.5), will be 

called intrinsic dissipation; the contribution due to heat conduction, that is the 

second term in (2.5), is the thermal dissipation. 

For zero temperature gradient g~;: =T,k = 0 one obtains from (2.5) for the intrinsic 
dissi pa tion 

However, in general a Separation ofthe two dissipation terms in (2.5) into two 

inequalities is not possible. Aseparation is obtained when the evolution equations 

of the internal variables are assumed tobe independent of the temperature 
gradient, i.e., 

(2.7) 

Then, from (2.5) two separate inequalities are derived when it is observed that 

locally the temperature gradient may assume arbitrary values: 

intrinsic dissipation 

(2.8) 
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thermal dissipation 

These inequalities have tobe satisfied whatever the values ofthe variables 

emn = enm, T, gk, and av. 

Ifwe consider an isothermal relaxation process at uniform temperature, i.e., 

/ 
~ =0 I 

then 

= 

and from (2.5) it follows 

~ 0. 
J 

J (2.8) 

(2.9) 

(2.10) 

thus, during such a process the free energy is a decreasing function oftime.* The 

same conclusion applies when equ. (2.7) is assumed tobe valid, but the temper­

ature field needs nottobe uniform. 

Under the assumption (2.7) the inequality (2.8h is valid and it requires that the 

free energy wand the evolution function r; are intimately related. This relation 

may be given a geometrical interpretation. For constant strain and temperature, . 
I.e., 

I 

a constant free energy 

* The case dw/dt=O is excluded. 
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rep;esents a surface in the subspace ofthe internal variables uy. The n-tuple 

{JII-/Ü«r} e,'l'== const is a vector which is normal to this surface. The changes 

(rates) in the internal variables and thus the evolution functions fy*represent an 

other vector in this subspace, and the left hand side of(2.8h is simply the scalar 

product of these two vectors. Consequently, the inequality (2 .8) 1 requires that the 

two vectors form a blunt angle as shown in fig. 1 for the case oftwo internal vari­

ables, and the choice ofthe evolution functions r: and the free energy w must be 

suchthat this condition is satisfied for allvariables e*mn. T*, and uy. Note that we 

exclude the case where the two vectors areorthogonal such that the intrinsic 

dissipation (2.8)} vanishes identically for all variables. 
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2.2 Some General Observations Concerning the Evaluation ofthe Resid­

ual Entropy Inequality at Eguilibrium States and Stability Consider­

ations 

We focus our attention on an arbitrary material point Xk in the body. Equally weil 

we may consider a finite body in a homogeneaus state. 

An equilibrium state at a material point is defined by the condition that the inde­

pendentvariables 

(2.11) 

do not change with time, 

(2.12) 

and that the temperature gradient gk vanishes: 

(2.13) 

Consequently, the dependent variables Gkl, qk, e, I} are independent oftime. It 

should be noted that this definition does not necessarily include the vanishing of 

the heat flux and the stress. 

Since the rates ofthe internal variables ay vanish at equilibrium, it follows for the 

evolution function fy, equ. (2.2), 

" ()(.r = /1 (E-.#11 ~ o I «v) '"""' o 
I 

/=.4, ... #. (2.14) 

It will be required that the functions fy satisfy these conditions at least at one 

point (CmnE, TE, 0, ayE) in the space ofthe independent variables. Thus, every 

equilibrium state 

;-'/-..,. e. 
h :r::::. (2.15) 
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is a solution of(2.14) and therefore the equilibrium values EmnE, TE, ayE arenot 

independent of each other. 

lnspection ofthe residual dissipation inequality (2.5) and the constitutive 

functions w, fy, and qk shows that the entropy production rate a or the dissipation 

Y can be represented as a function of the independentvariables Emn, T, gk, and ay, 
Le., 

(2.16) 

The functions wand qk, up to and including higher derivatives, are continuous by 

assumption. The evolution functions fy are presently assumed tobe of class C2 but 

in the later course ofthe development discontinuous functions will be allowed. 

Consequently, for the moment being, the dissipation y is assumed tobe at least a 

function of class C2 ofits arguments. 

Generally, the residual dissipation inequality is required to hold for all sets 'lr 
where i t is defined. The evaluation of this requirement may berather cumber­

some. However, restricted but important conclusions with respect to the consti­

tutive functions can be obtained ifthe residual dissipation inequality is evaluated 

at an equilibrium state. In the following some general observations are made and 
discussed. 

Taking due account of (2.12) and (2.13), it is evident that the dissipation y 

vanishes at an equilibrium state 

A t ( EH.~.e I 1 E I 0/ tX., E J - 0 . (2.17) 

Generally, it is assumed that the materials under consideration aresuchthat the 

dissipation is positive except at an equilibrium state. Ifthis assumption applies, 

then the dissipation has a relative minimum at an equilibrium state. The assumed 

continuity and differentiability of y then implies that the first variation of y 

vanishes at this state and the second variation is positive definite*, i.e., 

I >o (2.18) 

* Ifthe second variation vanishes the third variation must be positive etc. 
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for all Variations ofthe state variables Cmn, T, gm, and ay. Ify is not strictly 

positive in the neighborhood of an equilibrium state but possibly vanishing, then 

(2.18)z is relaxed to read 

(2.19) 

The first variation yields the following conditions at an equilibrium state 

;;; - s ;;· ;- -g 'v.- J/.. - _!_ :J?~ zll) 
[ f)E•~o { - [- 'J~ ~t.,. f<~ ;()(tf Jr"'.. T {}f..~o ~ 4:. 

(2.20) 

and this reduces to 

t'l 

( Z.-to )., ~ 
[ /)'!-

~t'(, ;{~l - 0 

( ,.. ~ Jy, /Jfr 7 
(; ,.P./) J • ~ !"J«/ - 0 

_ • .,..,-/ .4J ;;r ..~~ 
(2.21) 

J'{ 
~ ~ .1 

(t.-l&):J =- !J~ f- fT ~ c - D 

~ 
4 M.l (2 . ./o) y 

-;~ 

==> f #ott~ 9«r ~ - 0 
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Ifthe variables 2mn, T, gk, and ay are renamed and collected in the array 

I 

then the condition on the second variation (2.19) can be represented as 

It is obvious that this implies that the diagonal members ofthe matrix 

(Jlf /)1; )fi;). must be non-negative, that is, 

;)\f ). ( ~() 
IJfi;, ~Iift e 

I 
no summation; 

(2.22) 

(2.23) 

(2.24) 

these are necessary conditions but they arenot sufficient. In fact condition (2.23) 

implies that the matrix (d" f /) ~ f) ~)e is positive semi-definite. A 

necessary and sufficient conditon isthat the principal minor determinants of the 

matrixarepositive semi-definite [64]. We will not go into the details ofthis 

analysis at this level of generality. 

However, some further discussion of(2.21) is in place. It is fairly obvious that 

conditions (2.21) are satisfied ifit is assumed that 

.: 0 (2.25) 

and then condition (2.21)3 implies that 

(2.26) 

However, the assumption (2.25) appears tobe rather arbitrary. On the other hand, 

ifthe n x n matrix [df"yl P a}is not singular, 

(2.27) 
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then equ. (2.25) and (2.26) follow from (2.21)4. Enquiring which mathematical or 

physical requirement may yield the condition (2.27), the following observations 

aremade. 

Assurne that the set 1f~ , definition (2.15), satisfies the equilibrium condition 

(2.14). The (n) conditions (2.14) represent (n) nonlinear algebraic equations for the 

(n) equilibrium values oyE. According to the implicit function theorem [65, 66], 

there exists a unique continuous set offunctions 

I 
(2.28) 

in the neighborhood ofthe equilibrium state 'ifE which are continuous diffe­

rentiahte ifthe Jacobian matrix {Jryl do;/at the equilibrium point is non-singular, 

i.e. (2.27) applies. Thus, if(2.27) is valid, then, a unique solution oyE of equ. (2.14) 

in terms ofeEmn and TE exists. However, it should be noted that the implicit func­

tion theorem is only a sufficient condition. One can construct examples* which do 

not satisfy (2.27) but still allow a unique solution (2.28). 

Another interpretation ofthe requirement (2.27) is obtained from stability con­

ditions of an equilibrium state. We consider an equilibrium state 'fE- and 

assume that a perturbation has changed the variables 'lf' to 

~o { e E o} 
II t = En.,. I T I 0 J «V . 

(2.29) 

Note that the observablevariables ofthe disturbed state have the same values as 

in the equilibrium state 'ff'l! , but the internal variables have changed from opE 

to opo. In the following we restriet ourselves to infinitesimalperturbationssuch 
that 

* ~ 

/ "' "..,_ .__.,'Z. 
:= { fX'_, - .ff[E/7)j«l. 

where Ais some continuous function; here allderivatives offi with respect to 
A, 01, 02 vanish at the equilibrium point 01 = 02 = A(e, T) 
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A static stability criterion for the equilibrium state 'if~ would require that the 

equilibrium state 'f~ does not admit an other neighboring equilibrium state 

7i'0 , i.e., the equilibrium state 'irL is uniquely determined by the choice of 
CmnE and TE. 

If a neighboring equilibri um state exists, then the equilibri um condi tion for the 
perturbed state 

(2.30) 

- 0 

must admit a nontrivial solution for dap. However, when the matrix ( 'J fyl () ap)E 

can be shown tobe nonsingular, then, except for higher order terms in dap, only a 

trivial solution for dap is obtained; thus, within the frame ofthis linearized anal­

ysis, a neighboring equilibrium state does not exist. Therefore, the condition 

assures stability ofthe equilibrium state 'lf'e under constant strain and 

temperature. 

The characterization ofstability ofan equilibrium state may also be done from a 

kinetic point ofview. In fact, this seems tobe the mostnatural approach since the 

transition from the perturbed to the equilibrium state is a process involving the 

rates of the internal variables. On the other hand, it is well known from the stabil­

ity theory of elastostatics that a kinetic stability analysis is the mostgeneraland 

safe method [67, 68]. 

We consider again a perturbation ofthe equilibrium state 'lf'C. suchthat at 

timet= 0 the state is at 'lfo , def. (2.29). The evolution ofthe internal variables 
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is studiedunder the constraint of constant strain and temperature, CmnE and TE 

with gk = 0. This evolution is governed by the following initial value problern 

(2.31) 

I r t=o. 

Assurne that the equilibrium state 'lf't! is locally asymptotically stable under 

constant strain and temperature. Roughly speaking, this means that the evolution 

functions fy have properties at 'lf's suchthat the solution ay(t) of(2.31) tends to 

ayE with increasing time, i.e., 

(2.32) 

whatever the choice ofthe initial values ayo in the neighborhood ofthe equili­

brium values ayE. 

A more precise definition is as follows [13]. We assume that the evolution func­
tions fy admit at least one equilibrium point 7fE in the 'if -space. The domain 

of attraction D at constant strain and temperature of an equilibrium state is the set 

of all initial values ayo suchthat the solution ay(t) ofthe initial value problern 

(2.31) exists for all t> 0 and tends to ayE. An equilibrium state 7r~ is said tobe 

locally asymptotically stable at constant strain and temperature ifD contains a 

neighborhood of ayE, i.e., ifthere exists a e>O suchthat every set ofinitial values 

ayo with layO- ayEI < e, is in D. Note that Dis, of course, depending on 'II 'Ii . This 

definition implies that the equilibrium point ayE is entirely within D but not on its 

boundary as illustrated in fig. 2 for the case oftwo internal variables. 

Assurne that the deviation from the equilibrium state 

issmall then the right hand side of(2.31) may possibly be developed in a 

convergent Taylor series 

(2.33) 
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(2.34) 

suchthat (2.31) reads 

#r = ( :f;~ fr I 'YII (t ... ~ T~ ~~ f,} 
(2.35) 

where ny collects the terrns nonlinear in ~v· Instead of analyzing the stability 

properties ofthe nonlinear initial value problern (2.35), one rnay question whether 

. the analysis of the linearized problern 

gives sufficient inforrnation. Here the following theorerns apply (e.g. [69]). 

Consider a nonlinear systern of ordinary differential equations of first order 

I t,' .t: -4, •. ') /II 

with initial conditions 

::::: e.. 
L 

where Aij is a constant rnatrix and Ui(z0 ) satisfies the condition 

~i ( ~~~ .:= D) .:::: 0 • 

(2.36) 

(2.37) 

(2.38) 
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Then theorem (1) is valid [69]: 

Theorem (1): If 

(a) every solution of 

• 
i!i, -

approaches zero as t ~ oo 

(b) ni(Z0 ) is continuous in some region about Zi = 0, i = 1, .... u 

(c) II nill I II zdl ~ 0 as II zdl ~ 0 
(nonlinearity condition)*, 

(2.39) 

then Zi = 0 is a stable solution of(2.37). Furthermore, every solution of(2.37) 

for which II Zi (0) llis sufficiently small approaches zero as t ~ 0 (asymptotic 

stability). 

Note that condition (a) implies asymptotic stability ofthe equilibrium state Zi = 0 

of the linear system (2.39). However, from the theory oflinear systems of ordinary 

differential equations offirst order with constant coefficients it is known (e.g. [67]) 

that the asymptotic stability is assured if and only if all eigenvalues A~ ofthe 

matrix Aij have negative real parts, i.e., 

irrespective ofwhether the eigenvalues aresimple or not. A necessary and 

sufficient algebraic criterion for this requirement is due to Hurwitz [67, 70]. 

Theorem (2): lf 

(a) the matrix Aij ofthe linear reduced system (2.39) possesses at least one 

characteristic root with positive real part 

(b) II ni(zi) II I II zill ~ 0 as II zdl ~ 0, 

th th 'l'b . . i- {\. .L 1 1 " 1 f' " ,. , , • _, __ en ..,~~e eqm 1 r1um pmn ... Zi = u 1s unsLao1e llOL onty ror Lne nnear reaucea system 

(2.39) but also for the nonlinear system (2.37). 

* II Zi II is a norm of the n-tuple Zi, e.g.ll ai II = ~ I ai I 
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From Theorem (1) und (2) and the above remarks it follows that the stability 

properties ofthe equilibrium state ofthe nonlinear system (2.37) can bejudged in 
some cases on the basis ofthe matrix 

I 

alone, ignoring the nonlinear terms ni (Zi). These criteria are related to the Jaco­
bian (j fi/ daj)E as follows: 

(a) lffor all eigenvalues .h~ ofthe Jacobian (;) fi/daj)E 

then the equilibrium state 'if E ofthe nonlinear system (2.37) is locally 
asymptotically stable, 

(b) iffor only one eigenvalue A.r 

then the equilibrium state 'lf'E is unstable. 

A peculiar situation (critical case) arises if one or more eigenvalues have a 
vanishing real part. Then, according to the linearized analysis, the equilibrium 

state 'ii' E may be stable or unstable* but certainly not asymptotically stable. 
However, most important, such a linead~ed analysis is not sufficient anymore: 

The stability properties of 'f E canriot bejudged on the basis ofthe properties of 
the Jacobian ( J fi/;) Gj)E alone but the noplinear terms ny(Zi) have tobe accounted 

for [67]. In the present context it is important to note that asymptotic stability 

may possibly be assured even in this case. The following theorem may illustrate 
this [71]: 

Theorem (3): If 

the J acobian matrix ( dfi/ daj)E has a simple eigenvalue AK = 0 at the equili­

brium state 'ii' E but only eigenvalues with negative real parts in the neigh-

* In the strictly linear case further properties of the J acobian ( ~ fi/) Gj)E must 
be analysed. 
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borhood of 'jf E, then the equilibrium state 'if Eis asymptotically stable. 

However, if at every state in the neighborhood of 7f E, excluding '!f E, 

the Jacobian has an eigenvalue with a positive real part, then '7T' Eis 
unstable. 

Assurne that the Jacobian (d fi/ daj)E has a simple eigenvalue AK =0. Accounting 

for the fact that the determinant ofthe Jacobian can be represented by the product 
ofthe eigenvalues 

it then follows that 

Thus, i t is shown that, even for the case of a vanishing determinant of the 

Jacobian matrix at the equilibrium state, asymptotic stability may possibly be 
assured. 

The aim ofthe above discussion was to develop rigorous arguments on which the 

non-singularity ofthe Jacobian matrix (d fi/D'aj)E at an equilibrium state '!!' E 

could be based. The following conclusions were obtained. Neither the requirement 

that the equilibrium conditions (2.14) should admit a unique solution for the inte­

nal variables in terms ofthe observable variables, nor the condition of asymptotic 

stability is necessary for the non-singularity of the J acobian. There exist cases 

where either the first or the second condition is satisfied but still the Jacobian is 

singular. It is certainly true that the requirement of asymptotic stability ofthe 

equilibrium state puts restrictions on the evolution functions fy at 'ifE but there 

is presently no necessary and simple theorem available. The theorems available 

express only sufficient conditions. 

However, Coleman and Gurtin [13], assuming locally asymptotic stability under 

constant strain and temperature, have proved the condition (2.25), i.e., 

~ " 
(-/;} =0 

rl c::. 

in a direct way without enforcing (2.27).* Ifstrain and temperature are constant 

* Following the previous discussion on the validity of(2.27), the argument of 
Bowen [14] that asymptotic stability at constant strain and temperature 
implies (2.25) appears tobe erroneous. 
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and the temperature gradient vanishes, then (2.10) applies, i.e., the free energy is 

a decreasing function of time. Thus 

,( A 

~(E41u.~ T~ ~~ ;:::_ Jt'(;;:..,.~ T~ ~ H:J) > 
(2.40) 

where ay 0 characterizes the perturbed state in the neighborhood of ayE, and ay( t) 

represents the solution of(2.31) which tends to the equilibrium value ayE. Since 

the equilibrium state is locally asymptotically stable, every set ofinternal state 

variables ay in the neighborhood of ayE may be a point along same relaxation 

trajectory which ultimately leads to the equilibrium values ayE. Thus, it is not 

permitted that the equilibrium state is on the boundary ofthe domain of attrac­
tion (fig. 2). Consequently, 

(2.41) 

where ay is any arbitrary set ofinternal state parameters close to ayE. Since the 

free energy is assumed tobe continuous and differentiable, inequality (2.41) yields 

A 

= ( ;~ (F-!,T~ ~~=~· - o. (2.42) 

Assurne that the material under consideration is strictly dissipative, i.e., the 

intrinsic dissipation is positive everywhere in the neighborhood of an equilibrium 

state. Then the equality sign in (2.41) applies only at the equilibrium state. 

Consequently, the free energy has a relative minimum at the equilibrium state 

with respect to all variations in the internal variables 

( 1.. i-~ = 0 I 
>O (2.43) 

Condition (2.43)t is equivalent to (2.42) and (2.43)2 reads* 

A 

* Ifthe second variation of ft" should vanish at the equilibrium state then 
higher variations should be considered. 
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(2.44) 

which means that the matrix ofthe second derivatives is positive definite. It is 

obvious that equs. (2.43) represent important constitutive restrictions on the 

structure ofthe free energy, and we come back to this when the Robinsonmodel is 

analysed. 

Conditions (2.43) are consequences ofthree independent requirements: 

( I ) The entropy production or dissipation is non-negative. 

(I I) The considered equilibri um state is locally asymptotically stable. 

(111) The free energy is of class C2. 

"" Note that requirement (I) involves both the free energy ~ and the evolution 

functions fy, that requirement ( II) is a condition on the evolution functions alone, 

and that requirement (III) applies only to the free energy. The second requirement 

has been discussed to some extend but a necessary and sufficient criterion for the 

functions fy is not available. A sufficient condition is given by (2.27). 
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2.3 Interna} Variable Models with Constraints and Discontinuities 

2.3.1 Stating the Questions 

lt should be recalled that the derivation ofthe constitutive restrictions (2.4) and 

(2.5) is based on the dissipation postulate requiring that the Clausius-Duhem en­

tropy inequality is satisfied identically for all smooth thermomechanical pro­

cesses. Thermomechanical processes are represented by solutions to the nonlinear 

differential equations generated by the balance laws ofmass, momentum, and 

energy as weil as the assumed constitutive relations, prescribed initial and bound­

ary conditions, and given body forces and heat supply. However, smoothness of 

these solutions cannot be taken for granted. Discontinuities in space and time of 

spatial gradients, temporal rates, or even the amplitudes of the solutions may be 

induced by discontinuities in the initial values, external constraints, forces or 

energy input, or by discontinuities in the constitutive relations. But even for 

smooth initial data, etc., material nonlinearities may increase the solution ampli­

tude rapidly suchthat shock waves are generated. Of course, dissipation is a 

mechanism which may smoothen out the discontinuities. 

In the present context only discontinuities in the constitutive relations are of 

interest. When modeling elastic-plastic or elastic-viscoplastic material behavior, 

smoothness ofthe constitutive functions is not necessarily acceptable. Therefore, 

the validity ofthe arguments and continuity requirements leading to (2.4) and 

(2.5) have tobe reassessed when the evolution equations (2.2) change according to 

certain constraint conditions. However, the constitutive equations (2.1) arestill 

assumed tobe continuous, at least up to and including their firstderivatives with 

respect to all their independent variables. 

Thermomechanical processes with discontinuities andin connection with an 
evaluation of an entropy inequality have been primarily considered (eg. [72-78)) 

when the discontinuity is represented by a spatial singular surface (e.g. a shock, 

i.e., a mathematical model ofa transition zone with large spatial gradientsoffleid 

quantities). In additionmaterial properties (like a surface density ofinternal 

energy or entropy) may be attached to a singular surface* to represent immanent 

physical properties ofinterfaces orthin layers [72, 73, 76, 78]. Therefore, constitu­

tive relations are required to describe thesematerial properties. 

* Daher and Maugin [78] call this simply an "interface" or a "thermodynamical 
singular surface" in cantrast to a "free singular surface" described above. 
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Thejump conditions related to the balance ofmass, impulse, and energy play the 

role oftransition conditions between the adjacend regimes separated by the 

discontinuity surface. On the other hand, it has been pointed out by Dafermos [79, 

81] that thejump condition related to the entropy inequality at an ordinary 

singular surface ("free singular surface") rules out certain processes* that are 

otherwise compatible with the balance laws ofmass, momentum, and energy 

(Entropy Admissibility Criterion). Thus, for a spatial singular surface without 

material properties attached to it, the entropy inequality represents a restriction 

on processes and not on the constitutive behavior ofthe bulk material. 

The presence of a discontinuity in the evolution equations for the internal 

variables may produce spatial discontinuities (surfaces, lines). However, even all 

material poin ts of a threedimensional domain of the body may experience a dis­

continuity at the same time. This situation is realized especially under homoge­

neaus conditions. Under these conditions only discontinuities in the time domain 

have tobe accounted for. Eringen [83] has discussed thermodynamic processes 

which are discontinuous at discrete times in somewhat general terms without 

including spatial discontinuities. He assumed that the class ofthermomechanical 

processes tobe considered does include "locallinear continuations" at the instant 

of discontinuity. However, this approach is somewhat artificial and does not 

clearly show the physical implications involved. Here another argumentation is 

developed to derive consequences from the entropy inequality when a discontin­

ui ty of the thermomechanical process is induced in. the time domain by properties 

ofthe evolution functions. 

The primary questiontobe answered is, whether the general constitutive restric­

tions (2.4) and (2.5), derived for smooth processes, are affected or must be supple­

mented by additional restrictions ifthe evolution functions fy are subject to 

constraint conditions yielding a discontinuous response. It is clear that an 

analysis ofthis question in full generality is beyond the range ofthis study. 

Therefore, we will restriet the analysis to a limited class of constitutive models 

which contains the Robinsonmodel as a special case. 

Before we proceed along these lines the constitutive class is described in more 

detail. It is assumed that there exist two constraint functions Ci (Emn, T, gk, av), 

* For example, in classical gas dynamics rarefaction shocks are compatible 
with the balance laws ofmass, momentum, and energy but are inadmissible 
because they do not obey the entropy inequality. 
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i = 1,2 suchthat the following constraint conditions control the evolution 
equations as indicated: 

(2.45) 

Thus, ifthe conjunction ofthe two conditions C1 > 0 and Cz > 0 applies, then the 

function hy governs the evolution ofthe internal variable ay; in all the other cases 

the function ly determines the rate Ö.y. 

Here two different cases are considered: 

(1) Continuous transition, i.e., fy is at least of class co, 

(2) Discontinuous transition* 

()H. I c: ::() 

on a surface defined by the con­

straints in equ. (2.45), i.e., com­

posed of parts of the surfaces 

C1 =0 and Cz=O. 

(2.46) 

It should be noted that case (1) or (2) still permits the derivatives ofthe evolution 

functions to be discontinuous. 

In the (1 0 + N)-dimensional space of the independentvariables 

(2.47) 

in the following denoted by" 'f -space", the conditions C1 = 0 and Cz = 0 repre­

sent two surfaces which may intersect. Locally, i.e., at a material point, the ther­

momechanical history is completely defined ifemn, T, gk are given as functions of 

time and ifthe initial values ofthe internal variables are prescribed. Assuming 

* Physical intuition may suggest that the discontinuous case is nonrealistic or 
even in cantrast to some general principle; nevertheless, constitutive models 
are proposed which have this property. 
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that (2.45) allows a unique solution, then the ay are obtained by integration and 

the variables Okl, e, I}, and qk may be calculated. The history ofthe independent 

variables 'if' up to time te may be represented by a trajectory (process path) in the 

r -space and the timet (0 < t < te) is the parameter ofthe trajectory. The mate­

rial rates 

(2.48) 

are collected in a vector in the T-space which is tangential to the trajectory. 

Thus, a segment ofthe trajectory is defined by ( 'fir dt). At all points in the 'if'_ 
space where these rates are continuous functions oftime the trajectory is a 

continuous smooth curve. An exception is when a trajectory, originally in the 

domain (Cl >0 n C2>0), traverseseither the surface C1 =0 or C2=0, i.e., the 

boundary of the domain (CI< 0 U C2 < 0), and vice versa; then the continuous 

trajectory suffers ajump (kink) in its slope on the surface Ct = 0 or C2 = 0 (fig. 3)*. 

"' 
Consider a smooth trajectory. The segment ( 'if' dt) at a point is not completely 

arbitrary even though the ratesi,R = { Cmn, T, gk} may take locally arbitrary 

values by a suitable choice ofthe thermomechanical process. This is so since the 

components (aydt) ofthe segment depend only on the position in the 'Ir -space and 

are fixed. Consequently, a given trajectory can be traversed only in the direction 

compatible with the evolution functions. Thus, to every trajectory a direction is 

attached except where the rates Ö.y vanish (ay = const. during the process). 

Consider a process following a trajectory which intersects the surface Ct = 0 or Cz 

= 0 with a discontinuous transition (case (2), equ. (2.46)). Although most trajec­

tories on either side ofthe surface of discontinuity can be passed through only in 

one direction, the surface can be intersected from both sides if a suitable choice for 

the rates Cij, T, gk is made. This is illustrated by the following observation. The 

normal vector of the surface* C = 0 pointing from the negative domain C < 0 to 

the positive domain C > 0 is denoted by aC!a'if i where 'ii' i is a component ofthe 

ordered set (2.4 7). The limiting values ofthe segment vectors tangential to a . . ~ 
trajectory on either side ofthe surface C = 0 are denoted by 'lri dt and 'iri dt. A 

trajectory intersecting the surface from the negative to the positive side satisfies 
the condi tions 

* C Stands for either C1 or C2 also in fig. 3. 
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>o. (2.49) 

• • 
then the segment is tangential to the surface. Since the rates ek.1, T~ g·m are locally 

independent and arbitrary, they may be chosensuchthat the segment 'Ü'i-dt is 

pointing away from the surface C = 0, into the domain C < 0, i.e., 

(2.50) 

- . 
However, it should be observed that the segment 7/ i dt built with the rates 'ii'; 
in (2.50) is part of a trajectory which is different from that trajectory which 

contains the a segment 'iJ~ dt constructed with the rates of(2.49)} . . .,. 
Similar arguments apply to the segment ( 'ii i dt). Therefore, the surfaces can be 

intersected from both sides. An exceptional case is envisaged ifthe normal ofthe 

surface C = 0 has no components along the coordinates Ekl, T, gm, i.e., if 

: 0 I 

r;;c 
f)T 

• 

=o I _. 0 I 

Here the segment ( 'ifdt) is always either pointing towards or away from the 

surface C = 0 whatever the choice of (C~m, T~ gk). 

The more readily treatable case (1) of(2.46) is considered first. 

(2.51) 
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2.3.2 Continuous Evolution Functions 

First, it is noted that the constraint condition do depend only on the variables 
but not on the rates 

R=(i .... = (2.52) 

of the observablevariables {emn, T, gm}. Second, it is observed that the constraint 

conditions do not restriet processes to a certain region ofthe f'-space. A simple 

example with this property may illustrate this: Assurne that 

and that the states in the region where C>O are inadmissible. Thus, when a 

process is suchthat the first condition applies along the trajectory, then 

(2.53) 

(2.54) 

Evidently, for a trajectory on the surface C =0 the rates 1/( ofthe observable vari­

ablesarenot independent any more. If the actual state is on the surface C = 0 but 

the process is suchthat it leaves the surfaces C = 0, then the rates II? are subject 

to the constraint condition 

(2.55) 

., 
i.e., positive rates C are inadmissible. 

For the states on the surface C = 0 the two conditions (2.54) and (2.55) on the rates 

II<. represent the inadmissibility condition of states in the domain C > 0. Conse­

quently, instead of(2.53) and the verbal inadmissibility requirement we may 
write 

I {I 
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C'( ... J ~ o 

{f f(t'lc 

~ (.) I C'l)14sl?tü'nsd J_y Ct ~ 0 

o'G = a t,d ./( (2.56) 

J 4f.·.) l W.O>uslra./h•d Cf[ ... ) <o 

It is seen that the inadmissibility of a domain in the 'f-space implies constraint 

conditions for the rates ofthe observable variables. Obviously, this requires 

special notice when the local entropy inequality is evaluated for arbitrary 

admissible processes. 

It is important to note that the constraint conditions in the assumed model (2.45) 

do involve only the actual state 'if but not details ofthe process, e.g., rates ofthe 
observable variables. 

Finally, it is noted that the other constitutive functions ~mn, qk, ~ and ~ are 

assumed tobe at least of class* Cl with respect to all their arguments and thus are 

not subject to any "switch" conditions. 

The Clausius-Duhem entropy inequality takes now the sameform as in ref. [63], 
equ. (2.15), 

I~?~ 4 ?t d K ] • -§'- 7- - <T'.,", E,_,,.._ 
tJE .... T QE/14" T 

.11 ;( ~~ J . -/. [ 5' Q-'1 
f)T rf 8T T 

"' "( ~! l' ~-f~h (2.57) 
rf~ ~ /)rlh1 

~d "' 
f [ 5' ~"' 4 ]JI ?t/4 2: 0 T f ~dr rz.. 

pdJ' , 

* They are continuous functions up to and including their first derivatives. 
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where, depending on the set 'if, the functions fy either take the form hy or ly. 

In the following the Coleman-Noll approach [13], interpreted and described in 

[63], is used. With the same arguments as given in [63] the functions 

ti.J /"'- -' J •• displacement vector 
1<&(""114t-,;;/ 

T / lA.. .L) absolute temperature 
(AM.,~ 

c;f. r ()(';..J initial values ofinternal variables 

are sufficien t to describe an admissible thermodynamic process; of course, i t is 

implied that the new evolution equations (2.45) admit locally an unique solution. 

For an arbitrary admissible thermodynamic process, characterized by an 

arbitrary choice of smooth functions Uk (Xm, t), T (X011 t), and ay (Xm, t), the 
(J 

elements ofthe two sets 

?r=- {E-.. = f...__ I T -.--
I~-~.._) t>tl} 

IR =- 1 tiN&f = " TI j. = i;~ ! E"_ I 

(2.58) 

may take locally (i.e., foramaterial point) arbitrary values independent of each 
other at any time. 

Consider a state 7f suchthat Ct > 0 and C2 > 0 are satisfied simultaneously. 

Since the rates zt> are independent ofthe state 'I' and arbitrary as weil as 

linearly involved in the entropy inequality, the following restrictions are obtained 

;;;;; - "' 
"( ;)e_ 

0 - --- - (2.59) BT T ';JT 

?~ ...-/ ?e 
tJ - --

11?1# T ;r 
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and the residual entropy inequality becomes 

.> o. (2.60) 

Ifthestate T issuch thatC1 <OorC2<0, thestandardargumentationyieldsthe 

same restrictions as (2.59) and the entropy inequality is identical to (2.60) except 

the functions hy have tobe interchanged by ly: 

> 0. (2.61) 

The same conclusions are obtained ifthe state 'if is on the surface Ct ==0 (or 

C2 ==0) since the rates IR arenot interrelated and may take arbitrary values on 

C1 == 0. N aturally, there are special trajectories which stay on the surface C1 == 0 
suchthat 

o. 
(2.62) 

This represents a constraint on the rates /R. Thus, ifthe strain rates and the rates 
• 

ofthe temperature gradient are taken as arbitrary, the temperature rateT must 

obey the following relation 

Inserting this relation into the Clausius-Duhem entropy inequality (2.57) and 

collecting terms with the same rates, one obtains for states 'if' on Ct == 0 and 

arbitrary rates Cmn == Cnm and gm 
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(2.63) 

> 0 .. 

.. " Since Cmn and gm are arbitrary on the surface C1 =0 and linearly involved in 

(2.64), the following conditions on Ct = 0, i.e., 

;)" 
A 

_:!_5' ?e 4 "" !$ d~~ - -r T ff~,. 
T ~&68 

-(f d~ ~ ;)~) 'Jd./JE..~;: 0 n -5' 9T #C: /~T "?'~ = T 

(2.64) 

:J A "' 
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and a residual entropy inequality 
A A r /. d1J 4 ;;E ) 

L ( ~ diXJI T' ()K<f 

_:!__ ';)€ ) ~4 /J«.r ~ 
T i$ ~T /;y4/~TJ.ti 

are obtained. 

A 

!J.J4. ;:> 0 (2.65) 
T~ - I 

However, the relations (2.64) and (2.65) do not represent new restrictions on the 

constitutive equations since they are automatically satisfied ifthe constitutive 

relations obey the restrictions (2.59) and (2.60). This is simply due to the fact that 

on Ct = 0 actually all combinations ofrates tf( are admissible, Of course, the same 

argumentation applies to stateson the surface C2=0. 

Finally, it should be noted that the introduction ofthe free energy w = e- qT 

allows to write the restrictions (2.59) and (2.60) or (2.61), respectively in the 
simple form (2.4) and (2.5). 

Summarizing, we observe that the constitutive restrictions (2.4) and the residual 

entropy inequality (2.5) retain their validity for every point in the '7[' -space of 

independent variables, including points on the surfaces C1 = 0 and Cz = 0. Of 

course, the evolution functions fy in (2.5) aretobe interpreted according to (2.45) 
with (2.46). 

2.3.3 Discontinuous Evolution Functions 

It is important to note that the analysis ofthe internal variable model in [13, 63] 

andin section 2.1 is based on the assumption that the forcing functions (e.g., vol­

ume force, heat supply), the initial and boundary conditions, and all constitutive 

functions are sufficiently smooth so thatspatial and temporal derivatives ofthe 

independent and dependent variablesexist for allmaterial points and all states 
l? 1/. The presence of a discontinuity in the rates ofthe internal variables for states on 

the surfaces C1 =0 or C2=0 in the 'if -space invalidates this prerequisite for 

trajectories which intersect these surfaces. However, the previous argumentation 

and results still apply to smooth processes which do not intersect the surfaces of 

discontinuity in the 'if' -space. Therefore, and considering the discussion in sec­

tion 2.3.1, the question arises whether the Clausius-Duhem entropy inequality 

yields additional restrictions on the processes passing through states on the 

surfaces of discontinuity in the r -space or on the constitutive relations at these 
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states. Thus, observing the remarks in section 2.3.1, it appears sufficient to treat 

discontinuities in the time domain only. 

The internal energy per unit mass is assumed tobe a function ofthe independent 

variables collected in the set 'if', 

e .... d ( ~"~, r; J.., 0(~) 
and again it is assumed tobe continuous up to and including at least the first 

derivatives with respect to its arguments. Then its material time derivative is 

(2.66) 

whenever thesetime derivativesareweil defined. For states on the surfaces of 

discontinuity in the '11'-space, i.e., C1 = 0 or Cz = 0, the rates ofthe internal 

variables are discontinuous, and this may induce discontinuities in the rates ofthe 

other variables. But it is not immediately obvious which quantities are affected. 

Therefore, an analysis is required which accounts for temporal discontinuities in 
the basic principles. 

The energy balance equation is usually formulated as an integral statement with 

respect to some finite part ofthe body but local (instant) in time, i.e., 

ft-(E f-k} 
internal kinetic 
energy energy 

.lt jf(~ +i :z;.fi) dv' 
V 

p 
mechanical heating 
power 

= J~;;.v o~v 1- j z: v ,to 
v () 

...._total mechanical power ___/ 

-1- ft-r dV - t ~--ii .ttJ 
11~ total heating J 

(2.67) 

where the time derivative refers to a material volume V contained in the surface 

0. The integration is performed in the present deformed configuration ofthe body. 

The quantitites are as follows 
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€.. : internal energy per unit mass 

~ density in the present configuration 

,..p : velocity vector 

J : body force per uni t mass 

"."..: heat supply per unit mass 

9 : heat flux vector 

li;1 external unit vector on the deformed boundary surface 0. 

The present formulation does allow for the presence ofstrong spatial discontinui­

ties in the body, well known in continuum mechanics (e.g. a shock). However, in­

terfaces or layers, which can also be modeled by a strong discontinuity with diffe­

rent material properties (e.g. surface density ofinternal energy or entropy), are 

not contained in the above formulation. Nevertheless, in the following spatial 

discontinuities are excluded by assumption. 

More important is the implicit assumption in equ. (2.67) that there exists a time 

derivative ofthe total energy. Allowing for a discontinuity in the rates ofthe 

internal variables, this is by no means obvious. Thus, a more general energy 

balance equation than (2.67) is required. 

The total energy (E + K) of a material body is assumed tobe discontinuous at a 

finite nurober of discrete timest*. Further, (E + K) is required tobe bounded in the 

time domain and the existence of the limi ts 

I 

is implied. These properties are viewed as the result of a mathematical ideali­

zation (passage to the limit) of an energy history with a large time derivative in a 

small time interval (t*-t) < t :S (t* +t). 

Taking the total energy as a continuous and smooth function oftime, the deriv­

ative D(E + K)/Dt is defined and continuous and its integration over the arbitrary 

interval (t1 ~ t* <- t2) gives 

- (Erk~ 
1 
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This is valid alsoforaderivative D(E + K)/Dt discontinuous but bounded at a 

finite number ofinstants. 

Timeintegration ofthe power and heat terms in (2.67) is weil defined as long as 

these contributions are continuous or even discontinuous but bounded functions of 

time (finite jumps at a finite number of discrete tim es are permitted). Thus, the 

time-space integral energy balance reads 

(2.68) 

which is valid for alltime intervals tt < t::; t2 and material volumes V. This is 

the desired general formulation which contains the usual instant formulation as a 

special case: Assuming the power and heat (P + H) and the total energy (E + K) to 
' 

be continuous and smooth functions oftime, the localization in the time domain 

yields the standard formulation (2.67). But in addition, for more general functions 

P, H, E, and K, additional conditions (jump conditions in the time domain) are 
obtained. 

In a similar way the instant formulation ofthe Clausius-Duhem entropy 

inequality (e.g., ref. [63], equ. (1.1)) is generalized to read 

(2.69) 
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The time-space integral energy balance (2.68) and the entropy inequality (2.69) 

may also be formulated in the undeformed reference configuration n of the body 
[84] 

[I $11 r~ +- f-#. ii} d~l ... "' 
1/.. " ~ 

~~ 

I ( J J1r ~. ,;; d~ 
-J, ~ 

f-f 4·Pdt{ 
~Je 

r j ~7< ?" d~ 
~ 

-j ~· ~ do"-j tH-, 

l I S'" "~ "~1~._ > 
~ 6 

-II!. 

l(j~dKt I f_;e•1t:t dl{ j dJ-T 
..;, ~ t?-t ~ 

where V-Rand On are volume and surface in the reference configuration and 

.r~ -= ~ dtl/d~ 

~ ~ l dt'/d4 

: density in the initial undeformed reference 

configuration 

stress vector per uni t undeformed surface 

(2. 70) 

(2.71) 

: heat flux through the surface in the undeformed 

configura tion 

: external uni t vector on the undeformed reference 

surface 

The requirement ofinvariance ofthe energy balance equation (2.70) under 

Galilean transformations yields the integral balance ofmomentum 
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(2.72) 

We now assume that the resultant force 

(2.73) 

is a vector function of bounded variation in the time domain, piecewise continuous 

but with discontinuities* at a finite number oftime instants ti. Therefore, the -vector function F(t) is (Riemann) integrable [65]. The integral 

t-

. - j Fm cte-
..... 

Ju.; (2.74) 

tb 

is uniquely defined at all instants to < t in the time domain. Further, since F(t) is 

integrable, J(t) may be proved tobe a continuous vector function [85]. Since F{t) is 

integrable everywhere in the time domain, it is also integrable in any interval 

to < t1 "'-- t < t2 [85]. Since equ. (2.72) is required to hold for all intervals (tJ, t2), 

one obtains from (2. 72) 

(2.75) 

and thus the impulse 

is a continuous vector function of time. Since this applies to any volume VR, the 

Velocity field is a continuous function oftime. 

* lt is assumed that the limiting values F(ti + 0) and F(ti- 0) exist; the value 
r(tj) may be different from the limiting values but is assumed tobe bounded. 
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With the even stronger assumption of continuity ofthe resultant force F(t) for all 

volumes v'R and all instants ti it may be proven that the material time derivative 

ofthe total impulse and also ofthe velocity field v(X01 , t) is continuous in the time 

domain. Consequently, the time-integral formulation ofthe balance oflinear 

momentum (2. 72) can be replaced by the instant formulation 

(2.76) 

The continuity and smoothness ofthe velocity field in the time domain implies 

continuity and smoothness ofthe kinetic energy, and thus the integral energy 

balance may be written ~s 

1 
f~ 

[ j~11 c_ dr; l ._ = (1 !"_ ( .6-V)·P d~ r 
~ I ~~ ~ (2.77) 

-i. '1-'l . .lil" d 01 dJ-

having used 

Assuming that the total heat input H (per unit time) transmitted to the material 

volume VR is a bounded function oftime and using the same mathematical argu­

ments as applied to the integral balance oflinear momentum, it is shown that the 

total internal energy E and the specific internal energy e are continuous functions 
oftime. 

Ifthe stronger assumption of continuity ofthe transmitted heat (for an arbitrary 

volume V1ü is made, then the continuity ofthe material time derivative ofE and e 

follows as a consequence and an instant formulation of (2. 77) is permitted. 

Thus, under the above continuity assumption for the forces and the heat input, one 
obtains 
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L {€('~~t;_~z:) -erx-h,f:c.J] 
Z"'~ 0 

-{. 4-o 

and (2.78) 

c{~l t -1-r)- e-('~1'0 le) 
-

.&._ cr~,-t,J-~(~H .. ~-z:) 
Z"' 

where tc is any instant during the thermomechanical process including those 

where the process path reaches a surface of discontinuity C1 = 0 or Cz = 0 in the 

'7f -space. Equ. (2.78) states that the internal energy and its material time 

derivative are continuous functions oftime. 

One ofthe basic constitutive assumptions isthat the internal energy is taken as a 

function ofthe independentvariables r' i.e., 

€ - d_ ( E ,u " T, J~ / dJ' ) 

'II, 

which is assumed tobe at least of class Cl in all its arguments. Ifthe variables 

'if are assumed tobe continuous functions oftime, then, obviously, the internal 

energy is also a continuous function oftime, and this is compatible with condition 
(2.78)}. 

In an analogaus way the integral entropy inequality (2.71) is analysed to derive 

some consequences for the entropy Il· We assume that the entropy supply 

and the en tropy fl ux 
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transferred to a material volume V'R are continuous functions oftime (class CO). 

This is based on the previous assumption that the local quantities r and qkiiR, 
i.e., the heat supply and the heat flux as weil as the temperature history T(Xm, t) 
are continuous. 

Consider a trajectory in the 1i' -space which intersects one ofthe surfaces of dis­

continuity C1 =0 or C2=0. Let tc be the instantofintersection. We consider a time 
interval 

Observing the continuity ofthe integrand ofthe r.h.s. of(2.71) and passing to the 

limit -c~o, we obtain from (2.71) 

or 

} f 71 [?tx;,, (rr) - 7/r"-' I.- r:)}d~ > o 
~ 

(2.79) 

Requiring validity for allmaterial volumes V1{, equ. (2.79) yields 

It appears that this condition allows the entropy tobe discontinuous in time. 

However, the entropy Il is a function ofthe variables 'if by assumption, i.e., 

'7 = i (E~ I r; ,_, J<j) 
'lr 

and according to the basic constitutive assumption, :fi is at least of class Cl in all 

its arguments. 
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Since the set 'iT' is continuous in time, so is the entropy q(Xm, t); consequently, 

the equality condition in equ. (2.80) is satisfied. Thus, the basic continuity as­

sumption on q is in accordance with the requirement (2.80). 

We consider now two time intervalsjust before and after the instant ofinter-

section tc, i.e., 

t -7: - t" s t s iz - t. - 0 -c c:. 

t(; 1-0 - ·(, 5: t :=. tl. .:: t" -r 2: 

Application ofthe integral entropy balance equation (2.71) to these intervals, 

observing the continuity ofthe integrand on the r.h.s. of(2.71), and using the 

mean value theorem gives* 

Passing to the Iimit 1~0, one obtains 

(2.82) 

* The subcript MV± refers to the mean values ofthe two internals. 
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where 

t (2.83) 

Since His continuous in time, the right hand sides of (2.82)} and 2.82)2 are equal. 

However, equs. (2.82) show that the entropy ratejust before and after the instant 

ofintersection arenot required tobe equal. Thus, according to the entropy 

inequality, the entropy rate may weil be discontinuous. 

The continuity ofthe rates ofinternal energy and kinetic energy allows to write 

the time-space integral energy balance equation (2.70) in the instantform (2.67). 

Further, the assumed absense ofspatial discontinuities allows to formulate the 

local v~rsion ofthe energy balancevalid at allmaterial points. The same argu­

ments'are applicable to the integral balance oflinear momentum (2.72). These 

local forms, not given here explicitely, allow to derive the local reduced form ofthe 

energy balance (2.6), i.e., a differential equation where the power ofthe body force 
is eliminated. 

An instantform ofthe integral entropy inequality is valid only at those instants 

when the entropy rate~ is continuous. The variables 'lf' are continuous functions 

oftime with continuous rates, except for states 'if' = 'i/:_ on the surfaces of 

discontinuity. Consequently, the rate 

" T (2.84) 

is continuous at all states except 7f c and condition (2.82) clearly shows that con­

tinuity is not required when the trajectory intersects the surfaces C1 = 0 or C2 = 0. 

Consequently, the validity of an instant local energy balance equation and an 

instant local entropy inequality for all states 'ff' * '11; allows to write the 

Clausius-Duhem entropy inequality in the form (2.3). For all states 7r ::/:- '1l;. 
the usual argument yielding the results (2.4) and (2.5) applies [13, 63]; thus, the 

dependence of the functions e, :} and ~ij on the temperature gradient gm is dropped 

for 'i[' =I= 'ii;_ . However, since these functions are assumed tobe of class Cl, 

this applies also to states 'i[' = 'ii;_ . Therefore, in the following the dependence 

on gm can be dropped for all states in the '1f' -space. 
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The material time derivative ofthe specific internal energy just before and after 

the intersection ofthe surfaces of discontinuity C1 = 0 or C2 = 0 are given by (2.66) 

at the appropriate instants. According to the continuity ofthis rate, one obtains 

-< rfc:J. [i.t.r;,, -1.. -1-o) - ih {.K'i,, ~ -o) J r 

(ff~). r f (x"-., ~ f-o} -t {%;., 1-. -o) J f- (2.85) 

-<. rt:J'; [P21'(4, /.fo) - ~tc"/ {-o) J =0 
~ 

Since the Velocity (and displacement) field are continuous in time, the strain rates 

are continuous and thus the first term of(2.85) vanishes. With the notation 

f{t) 

equ. (2.85) reduces to 
-1 A 

( ~~ ) (t ~}- ft'-J) .,4- /~~- ) /;. {-1-J- bt (!.}) - 0. 
f)T /c / ( ()o!tf/r_ ( t-(f tf / 

Consequently, the discontinuity in the evolution equations (2.45) induces a 

discontinuity in the temperature rate 

;J€ 

(2.86) 

(2.87) 

( . . ) ) -( ~l ( A/ (f) - _/ (-) I 
T 1

"J - Te-J ;)€._ J fA J' vc. J' 1 . <2.88) 

{ur )c. 

The relation between the two discontinuities is linear and it is obvious from (2.88) 

that an increase in the rates ofthe internal variable yields a decrease in the 

temperature rate if 
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>0 
) 

A segment of a trajectory in the 'lf' -space is defined by the rates of the variables 

'f, i.e., ('Ir dt). According to the above assumptions and the result (2.88), the 

following statement holds: 

Ifthe limiting semnent on one side ofthe surface ofdiscontinuity in the 

'if -space - e.g. ( lff' -dt)- is given, then the limiting segment on the other 

side ofthe surface - e.g., ( rfr+dt)- is completely determined. 

The jump in the entropy rate at t = tc is defined as 

observing (2.84) one obtains 

(2.90) 

here the continuity ofthe strain rates is taken into account. With (2.88) and the 

definition ofthe free energy 'V (page 7) the r.h.s. of(2.90) simplifies to 

• 
( {-f-) - jt-J (2.91) 

and it is obvious that the jump in the entropy rate is linearly related to the jumps 

in the rates ofthe internal variables. A comparison with (2.5) clearly shows that 

the discontinuity in the entropy rateisproportional to the discontinuity ofthe 

entropy production rate y, i.e. *, 

~~~ (f'/ - i (-} (2.92) 

* Note that the entropy production due to heat condition is continuous. 
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It should be remarked that the discontinuity in the evolution functions will also 

induce a jump in the stressrate 

,;./1 -G-;-' = ( ;~''). (fm_ ~jt-(-:i;1fir~!.;JJ 

(2.93) 

where ~ij and e are related to the free energy .q, by (2.4)} and (2.4)3 which arevalid 

also on the surface of discontinuity in the 'lf -space. 

At this point it is appropriate to summarize the main results. The basic 
assumptions are 

(1) Th . ' f . ,.. "' "' d "" . d h I e constitutive unctwns Oij. c, 1}, an Qi are contmuous an ave at east 

continuous firstderivatives with respect to the variables 'f = {Eij, T, gm, 

ay}. 

(2) The evolution functions fy for the internal variables are allowed tobe dis­

continuous along a surface composed ofparts ofthe surfaces Ct = 0 and 

c2 = 0 in the space ofthe independentvariables ('ü' -space). 

(3) Spatial discontinuities are excluded from the discussion. Thus, it is under­

stood that allmaterial points ofsome material volume V'R experience a 

discontinuity in the rates ofthe internal variables at the same time. This 

situation is realized especially under homogeneaus conditions in the mate­

rial volume V1{. 

(4) The thermomechanical process is suchthat the rate ofthe energy input 

(P + H) to a material volume VR is a continuous function oftime. In accor­

dance with this assumption it is also assumed that the resultant force on a 

material volume is continuous.lt should be noted that energy and force 

transfer to a material volume may also be assumed tobe discontinuous; for 

example, an isothermal process would require such a discontinuity. This 

will yield other jump conditions but no restrictions on the constitutive 

relations. 
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When trajectories in the 'if -space are considered which do not intersect the sur­

faces of discontinuity, the standard Coleman-Noll argument may be applied 

yielding the constitutive restrictions (2.4) and (2.5) for all points in the '1f' -space 

except the surfaces of discontinuity. However, since the constitutive functions 

(2.1) are assumed tobe continuous up to and including their firstderivatives with 

respect to all arguments, the restrictions (2.4) apply also to states on the surface 

C1 =0 or C2=0. Therefore, the independence ofthe functions (2.1) on the tem­

perature gradient is valid for all states in the 'lr-space. 

A special analysis, representing the main part ofthis section, is required for tra­

jectories intersecting the surfaces of discontinuity. U nder the above assumptions 

(1) to (4) and using a time-space integral version ofthe energy balance equation, the 

Velocity field, kinetic energy, and internal energy are shown tobe continuous with 

firstmaterial time derivatives continuous for all instants including those when a 

jump in the rate ofthe internal variables occurs. With these continuity properties 

it is then proved that the discontinuity in the evolution functions produces a 

discontinuity in the rate ofthe absolute temperature and stress. 

The time-space integral entropy inequality (2.69) applied to a time interval en­

closing the instant tc ofpassing through the discontinuity imposes a restriction on 

thejump in the entropy at t=tc: Only non-negativejumps are permitted. How­

ever, since the entropy is assumed tobe at least a CLfunction ofthe independent 

variables 'if' and thesevariables are continuous in time, the entropy must be a 
continuous function oftime. 

On the other hand, the entropy ratesjust before and after t= tc arenot required to 

be equal. Indeed, it is shown that there is ajump in the entropy rate proportional 

to the jump in the rate of the internal variables. 

It is concluded that the above constitutive assumptions are in accordance with the 

time-integral Clausius-Duhem entropy inequality, i.e., no further constitutive 

restrictions are obtained when a discontinuity in the evolution equations for the 

internal variables is present as described. However, this discontinuity naturally 
induces discontinuities in process variables. 



- 50 -

2.4 The Residual Entropy Ineguality for Constitutive Models with 

Internal Variables of Different Character 

In the following it is assumed that the (n) internal variables ay may be separable 
in two sets*: 

(1) a first set representing two 3x3 symmetric tensors** a(i)kl, i = 1, 2, in the 

threedimensional Euclidian (xt, x2, x3)-space, and 

(2) a single scalar K. 

Further, instead ofthe evolution equations (2.45) having the same constraint 

conditions, we consider evolution equations somewhat more general than (2.45): 

/l(i.) _ ui ) AliJ C.f'-J O 
.c, k(l~-..1 11f- 1 K".s, Je. i L~ ~ 0 U J. ~ 

_,i _.All.. 

(2.94) 

unconstrained • (2.95) 

Again the Coleman-Noll argument in connection with the Clausius-Duhem 

entropy inequality is applied. The difference in the constraint functions does not 

affect the general structure ofthe constitutive restrictions. One obtains (2.4) and 

the residual dissipation inequality is 
A "' .( 

o> ~ (4) &> 'lt-- (l) ~ ft.- ,f ~ 
- ~ pof. .. ) ;",,. _, ~~) lflfh -y 3~ I - T~~ ::.. 0 

~h --

(2.96) 

* lt is evident that this is only a special case in a more general setting with (k) 
tensors and (n) scalars. Requiring material frame indifference, Coleman and 
Gurtin [13] have proved that internal variables of vectorial character arenot 
allowed in the evolution equations. 

** 1t appears that the introduction ofinternal variables with a tensorial 
character is due to Perzyna and Wojno [19] 
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where the form of the functions f(l)mn and f(2)mn depends on the variables 

(2.97) 

according to the constraint conditions. 

Up to now the physical interpretation ofthe internal variables was left open. 

However, in section 1 it was already mentioned that these quantities may repre­

sent rather different physical entities, depending on the various physical pheno­

mena to be studied. In microscopic level theories of crystalline materials the 

plastic deformation is governed by the movement, multiplication, interaction, and 

arrangement of crystal defects known as dislocations. Obviously, the parameters 

describing their evolutionarenot subjected to direct external control and there­

fore it appears reasonable to consider those parameters as internal (state) variab­

les. However, it is still rather difficult to characterize thesevariables in a reason­

able finite form for a particular material. 

In dislocation theories ofmaterials, the movement of dislocations cause perma­

nent geometrical changes in the shape ofthe body. Therefore, an average ofthese 

dislocation movements in a volume element is a measure ofthe local shape 

changes which may be described by the macroscopic inelastic strain tensor ePkl·* 

According to Kratochvil and Dillon [27], a detailed discussion ofthe relation 

between the inelastic strain and the motion of dislocations was given by Kröner 
and Rieder [86]. 

Following Kratochvil and Dillon [27], the first set ofinternal variables aO)kl is 

identified as the inelastic strains ePk!, and the following notations are introduced 

(2.98) 

* The introduction of an "inelastic" strain tensor obviously deserves a much 
more elaborated analysis. 
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The evolution equations ofthe internal variables are denoted as follows 

(2.99) 

With these notations the residual dissipation inequality (2.68) takes the following 
form 

(2.100) 

To circumvent superfluous generalities, the following specific assumptions are 
made 

(1) The evolution functions fPmn, famn ,and f are independent ofthe temperature 

gradient. Consequently, the residual dissipation inequality (2.100) can be 

splitted into two separate inequalities analogaus to (2.8). 

(2) All constitutive functions 1p (and consequently I} and c), fPmn, famn ,and f do 

not depend explicitly on the plastic strain CPmn and on the total strain Cmn 

but on the thermoelastic strain, i.e., 

(2.101) 

where cth 11111 is the thermal strain. Thus, instead of the list of independent 
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variables 'if, equ. (2.11), we have* 

(2.102) 

(3) The evolution functions famn are assumed to consist oftwo parts 

ol...... = ;:. ('ii''J = Q ('ii'~ t:. (ft' (- yr'!l'j ;(,.~ (2.103) 

thus, the rate Umn is affected by the plasticstrainrate eP mn since the first 

part depends linearly on it. Here the scalar functions Q and Y are subject to 

the following constraint conditions 

f 
~ I(,('Q'j > 0 

c.~< ) 
-'2tr~ , (') l. 1'11 "! .> 0 

) 

12('iF1 -
..a-{7r1 I( c" lf . c" tlfi'~ ~ o {.) ~ (f"') ~ {) 

) 

y f'!F' t!{ry .;>0 t.tl. " 
(2.104) 

j 
/) ~ (1rJ :>o 

yrr; -
}/rrv " 

I'>( 

. C1{'r/ ~ o V ~t'lr)~o 
I 

where Q + and Q- as well as y+ and y- arenot necessarily continuous on 

C1a=O and Cza=O. 

The dissipation inequality (2.100) yields the following conditions** 

-b )~ 1-S ~tJ .aJ 1:.. -fl-jf.J«,..J-
~ ~ .",,. p Gt'Nf,. sr"' fl"'" 

" 
- J' [/!-}1 .? 0 (2.105) 

~ ?~~~/r ~ o 
* Note that the temperature gradient gm is still an independentvariable but 

only the heat flux depends on it. 

** Since EPmn and Umn are symmetric, only the symmetric part of the bracketed 
terms are involved. 
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Observing 

(2.106) 

weget 
...... - ;;t7 ... 

~EL ?~ fJik CJ~ ;;"' ;;", =- ;)2h = -()Ei,4e. .=::. 
~Eb ~t::h ;; €:,,. 

d~ -~Jt-- 'Ubt Jlfh /)tJtllf.". 

;)'IJ :J'IZ 
(2.107) 

dH - IJce 

;;f- tJi--() ~--Jv #~~ ... 

suchthat (2.105h is transformed to read 
'V 

dy:. 1 " r;;~ z 21 
f- ~ ;9()( ", _Q I /114 - ~ L ~t( 11111 /~- I 

...... :s'/#tt f} ... 

-5[1!-JI >o 
(2.108) 

or with (2.4h and (2.107)4 

(2.109) 

The first term represents the plastic stresspower per unit volume. It is ob­

vious from this expression that the plastic stresspower may be positive or 

negative depending on the sign ofthe bracketed term. However, ifthe inter­

nal variables Omn and Kare not present in the theory, then the bracketed 

term has tobe deleted from the l.h.s. of(2.109) and restriction (2.109) states 

that the plastic power must be positive ifthe decoupling (2.105) is accep­

table. 
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3. Formal Description ofthe Robinson Model 

3.1 The Multiaxial Stress State 

Herewe state in a formal way the multiaxial elastic-viscoplastic constitutive 

equations developed by Robinson [54- 56]. As pointed out in section 1 the reader is 

reminded that the Robinsonmodel is actually a purely mechanical model al­

though nonisothermal processes are accounted for. The model presupposes infini­

tesimal deformations and initially isotropic material response. The references [54 

- 56] use a slightly different nomenclature and are of somewhat different generali­

ty but here the version given in [56, 57] is summarized. 

The total strain tensor Ckl is assumed tobe separable into its elastic, viscoplastic, 

and thermal parts, i.e., 

(3.1) 

The thermal part is given by 

(3.2)A 

implying isotropic thermal expansion. The elastic strain is related to the stress by 

()k = CU~H- t'~-
where C1d mn is the fourth order elasticity tensor; in the isotropic case 

and equ. (3.2) reads (Hooke's law) 

(3.2)B 

In terms ofYoung'smodulus E and Poisson's number v, Lame's constants are 

ev 
) = ~,t.;/f-~1 J (3.3) 
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The essential part ofthe model is contained in relations for the viscoplastic strains 

ePkl and the internal variables Okl and K: 

111 

a..h = 

e 

Jl ;;:::; 

in which 

0 

• F;;-o 
J 

. !=:so 
) 

(3.4) 

II •P •-IJ Cl. 

G 13 .E.• RG -.!:! • G /'G; /J S• a,._>o 
fi~..' J 

(3.5) 
_fL •p RGI;,-/) a~ 

G-~~ o s.ua• ~o G_IJ ~~ • 
0 Ii; ) 

0 

• f' •P 
s~ e..hl -;- er 

s. ::: 6'~ -1 c;;,", ~~ 

a,& = tX.u. - 5 tt'IH,., ~ 

~&: .5~ - t:L._ 

lz " - L.k = :i Z-,u 

L1 
~ 

tl~ = 'l Q4 

F = J2./Je-"- -A 

~ 

G - L/~L - l.. D 

(3.6) 

: deviatoric stress 

: deviatoric "internal stress (back 

stress)" 

effective stress 

: 2nd invariant of effective stress 
(3.7) 

2nd invariant ofback stress 

"yield" function 

drag stress 
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The quantities A, n, m, ß, H, R, and G0 arematerial parameters* which may 

depend on temperature. Ko is the initial value ofK at the reference temperature To. 

The quantities r and e are functions ofthe plastic work WP and the absolute 
temperature 

" r ~ rr 1t1~ TJ 
/ (3.8) 

where 

(3.9) 

From the structure ofthese relationsandas pointed out in [54] it is evident that 

the actual internal variables Ukl (or their deviatoric part akl) and K describe kine­

matic and isotropic hardening, respectively. 

As indicated in [56) the form ofthe evolutionary equation for K, equ. (3.6), does 

allow for thermomechanical history dependence of cyclic hardening response. Equ. 

(3.6) is a growth law for K which is not a perfect differential. Thus the functions r 
and 0 are independent. 

It is noteworthy that none of the evolution equations contain the rates of the 
II "' external observablevariables ekl and T, except the growth law for K; here the tem-

" perature rateT is involved. 

The constitutive equations for the internal variable models discussed in [13, 27] as 

well as [63] did not involve the rates ofthe e;x.ternal observables. Thus, the con­

stitutive restrictions, including the residual entropy inequality (e.g., equ. (2.4) 

and (2.5)), arenot necessarily applicable for the case when the rates of external 

variables are involved. Therefore, a simpler version ofRobinsons model is studied 

which does not involve isotropic hardening at all, i.e., the evolution equation for K 

is ignored and K is set equal to its initial value 

(3.10) 

This Version was presented by Robinson in ref. [54, 55] and during a lecture [57]. 

The more general case described above will be treated in a future paper. 

* The quantity G0 is actually chosen apriory as a small number; this prevents 
the first term in (3.5) to become singular. 
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For future purposes we require a representation ofthe functions fl>ki, equ. (2.98), 

as well as Q and Y appearing in the general evolution equation (2.103). With (3.4) 
and (3.5) one finds 

p ,-~P -
( ::= I= >O /) (._"' : = s. LM. .> 0 

(3.11) 

;;- : = 0 • I 
t;p150 {.) e_P c: 0 

;I -

.f2 '1-. - 11/Gß • t;«::=-G-(i '?'0 n t:;ct: = s,fL aN. ;>o . -
) 

..{2:::::: 
(3.12) 

J2- .. =- h'/6; IJ • c;«~o u ~I( .:::5' 0 
' 

1N-/J 

~~: 
G 

-- -I< 1-=-t c; l( >o n C."' > 0 .Zz. I ~ 

?j:: 'ln-/J 
(3.13) 

RGo z;- K ~tl(~ 0 ;:::. {_, :!50 u rz; • I 

The following remarks are now appropriate: 

(1) lt is noted that in the evolution equations (3.4) and (3.5) only the deviatoric 

part ofthe internal variables does appear. A constitutive equation for the 

trace (Ukk) is not required, and the rate ofthe deviatoric trace (akk) is vanish­

ing. This peculiarity is not in conflict with the formalisni described in section 

2. 

(2) The evolution equations for the plastic strain r,Pkl and the deviatoric internal 

variables akl are discontinuous on certain surfaces in the 7i' *-space deter­

mined by the constraint conditions. This observationwill be illustrated to 

some detail for the uniaxial case (section 3.2). lt should be recalled that such 

a discontinuity is explicitely accounted for in the derivations described in 

section 2. 
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(3) The right hand side ofthe evolution equations (3.4) and (3.5) depend on the 

deviatoric stress Ski, the deviatoric internal variables akl, and the absolute 

temperature T. This set ofvariables differs from the assumed list of 

independent state variables r(' *, equ. (2.102). However, a dependence on the 

elastic strains eekl may easily be formulated if one uses Hooke's law, equ. 
(3.2). 

3.2 The Uniaxial Stress State (Pure Tension or Pure Shear) 

The uniaxial constitutive relations are obtained by ignoring the isotropic 

hardening, suchthat equ. (3.10) applies. Assuming a uniaxial state oftension or 

shear, one obtains: 

Table 1: 

Tension Shear 

0 0 0 '!:' 0 

v;, 0 0 0 Z' () 0 

0 () 0 eJ 0 0 

l:.<S"' 
c3 0 0 () Z"" 0 

0 -!6" 0 tt tf) 0 
..1 

0 0 -Jrr 0 0 0 

0 0 0 

0 () 0 0 0 

0 0 0 () 0 0 

~IJ(. 
3 0 0 0 4 0 

a,._ 0 _:ft>( 
J 0 

"' 0 0 -- Q( ..J 
0 0 0 
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~ 0 
3 

0 0 A 0 

0 " 0 -s /1 0 0 

0 "" 0 --.1 
0 () 0 

In the case ofuniaxial tension Hooke's law (3.2) reduces to 

= E ~e. (3.14) 
I 

time differentiation yields 

. 
I 

(3.15) 

here it is implied that Eisa constant. It is convenient to introduce dimensionless 
quantities 

J 
(3.16) 

The constraint functions Fand G then take the form 
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G = {otl{o) 
l.. 

• 
(3.17) 

Instead ofusing the parameter G0 , we may define another parameter a0 and ao* 
related to the parameter Go by 

(3.18) 

With these definitions the plasticstrainrate function fl>kl is given by 

jli 0 0 

Ii 0 .,. ~ Ii II:) F>o /) 0 --2. fl F 4JIH <5 - p( / 

i3 d'(6'! ()( *) >o 0 0 -z 
•p 'P 
e.~ =I~ = 

0 0 0 

0 0 0 • I=:Eo u 6ro~tX'~~-) ~ o 
) • 

0 0 0 

The rate ofthe deviatoric back stress tensor a1d is determined by (3.5) which 

reduces to a single equation for the dimensionless back stress a* 

where 

) 

(3.19) 
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(3.21) 

The functions Q ± and y±, equ. (3.12) and (3.13), take the following form 

t- H I «KI > Iot// /) II II-' 

J2. =- {ct"l~ • G IX ~o 
I 

_Q= 

- H I K 11
/ ~ /1)/// u 

fl- • 

J2 : = («o1"iJ • 
(!)" ()( ~ 0 

I 

(3.22) 

.l(~-/.1) 

!/r R (d~) 
; jl('j )"- /ot:/ /) * tl-. -- 6' (;( >O .-

~ /pt,*f 
"_ - .1(111-fJ) ~ ~ ( ol" ') • j. ·; G*d4-~ 0 ,- . - !~</ i /IX I~ tt. u ,. -

~ 

J 

For the case ofpure shear the analogaus equations are as follows. Hooke's law 

reduces to 

(3.23) 

With the dimensionless variables* 

I (3.24) 

one obtains 

) (3.25) 

and 

* It should be observed that the scaling factor is different from (3.16). 
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(3.26) 

Then the plasticstrainrate function is given by 

0 ", 0 

A o o !} F~~(f:tt--(1/ i F?o 11 

o t:J o ?:7[.,..-ßt~-)>o 

(3.27) 

0 0 0 

C) 0 0 j F~o V 

0 0 0 

and the evolution equations (3.5) simplify to a singledifferential equation for the 

dimensionless back stress ß*: 
111-/J 

II •P RG Ii- ".,.. • II 

;e_ GP E. "'- t:JeD 
hr~ . I(Jr>!AI /J L t:f ,>0 

) 
1/) 

;ilf= f69--/J (3.28) 

fl "/) RGo 
"r;3~ i j/J1s/!1// f~,..~o ~tfl" (./ 

~ qiJ ~Cl' 

The functions 0 ± and Y ± are given by 

Jl= 

(3.29) 
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.1{""~/J) 

y~:=- R (iJV jf.Ji ~ /(J" ''/ /} r: ~ II- >0 

01 
• (3.29) 

~ I 

~ 
Cll 

- l(.WFjJ 

R (/.i~J 'L"" II-/ß'!~/A/ v fJ ~ 0 
] ·- • . -

Xc/(Jfl./ / 

The evolution equations for the plastic strain eP=eP11 and the dimensionless back 

stress a* change their structure at the boundary of certain regimes in the state 

space (o*, a*) defined by the constraint conditions. For better perception these 
regimes and their properties are indicated in fig. 4 for eP and fig. 5 for a*. Also the 

boundaries in the (a*, a*)-space, where a discontinuity in the rates is observed, are 
indicated. 
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4. Extension of the Robinson Model within a Thermodynamic 
Frame 

4.1 The Free Energy* 

Obviously, the Robinsonmodel is a purely mechanical model although temper­

ature dependence is included. However, the temperature only plays the role of a 

parameter and details ofthe functional dependence have not been described yet. 

Since the consistence ofthe model with thermodynamic principles is tobe ana­

lysed, it is necessary to extend the model. The constitutive functions tobe intro­

duced are the specific internal energy €. and the specific entropy q. But the ther­

modynamic restrictions (2.4) show that it suffices to introduce the free energy 

::::. 

With the above remarks and observing the peculiarities ofthe simplified Robinson 

model, it is necessary to introduce 
tl r ~ rrr'/ 

where (4.2) 

Since the restriction (2.4h shows that the free energy isapotential for the stress 

we have
1
observing Hooke's law

1 

(4.3) 

Thus, except for integration constants, the free energy function w may be obtained 

* Further discussion of this subject is given in section 7. 
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from (4.3) by partial integration in the domain ofthe elastic strains. One finds 

ir'lf',./ = ; 1 (,;r- g~ E;~t- + J t!!,.. ~:,.) 
V (4.4) 

-1- ~ a..T { a. -~ I T) . 

This almosttrivial result should not make one believe that this completes the 

determination ofthe free energy function. Instead, the most important part is the 

char:;}.cterization ofthe "integration constant" which depends on the deviatoric 

internal variables akl and the absolute temperature, and which is assumed not to 

depend on any other variable. This especially implies its independence on any 

material descriptor which is in accordance with the assumed isotropic material 

behavior. Further, it should be noted that the deviatoric internal variables akl do 

appear only in the "integration constant" qla'I', since Lame's constants are 

assumed independent of akl but still may be functions ofT. 

The free energy contribution wa1' (akl, T) due to the internal variables akl is 

required tobe invariant under coordinate transformations. The variables akl have 

the dimension ofstress and combine with the Cauchy stress GkJ to form the 

effective stress l:kl· Therefore, it is reasonable to assume that the back stress akl 

transforms in the same way as the Cauchy stress, i.e., 

where Q isaproper orthogonal tensor. Thus, implying isotropic material behavior, 
it is required that 

This condition is satisfied if and only ifwaT can be represented as a function ofthe 

temperature and the invariants 

.,i., 4 - -/-,;- Q. 

..i.-,l. _ .1 (Ir g. j _ -Ir (a g_) = -161. tl.e4! = - 7-l; 
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In agreement with the continuity requirements (section 2.3.3) it is assumed that 

waT allows a polynomial representation in atd· Dropping terms of cubic order (i.e., 

the determinand i3), one gets* 

; McrJ ; a~~ afl ~ (4.5) 

I~.. 
This simple form will be the basis for the further analysis. 

The specific entropy and the internal energy are related to the free energy by the 

restrictions (2.4)2 and (2.4)1, i.e., 

(4.6) 

[)T 

where 

(4.7) 

It should be noted that the free energy, according to (4.4), involves a different set 

of arguments 

(4.8) 

where the elastic strain eekl is given by (3.1) which involves the temperature T. 

Consequently, ~ 

;) rt fJt/ J JV 
'dT = ~T + e 

t7 ;} l:m.., 

v' #0' ,4(. 

d~ d~,.. .. 
~T ;}~~~ dT 

1/ 

A (L~ .,t.JJ) [e !LjiJ'tr-1~)} e?J?---~T 5 I~ dT 

* The contribution w'~'(T) need nottobe specified within the context oftbis 
study. 

(4.9) 
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and 

(4.10) 

Thus 

( = - ( tf -; ( "/' fJd) :,.[1/~r-T..J} E;,) 

(4.11) 

(4.12) 

These equations have tobe supplemented by an appropriate constitutive law for 

the heat flux. Here simply Fourier's law is assumed 

A >'o 
I 

(4.13) 
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It should be noted that the parameter M(T) and the purely thermal contribution to 

the free energy, i.e., -qrT(T), do not appear in the stress-strain relation (3.8) andin 

the evolution equations for the plastic strain ePkl and the back stress akl· There­

fore, these quantities arenot involved in the balance oflinear momentum. How­

ever, these quantities play their part in the energy balance equation 

(4.14) 

ifthe rate ofthe internal energy is expressed in terms ofits arguments. Starting 
from 

one obtains for continuous rates of the back stress 
V 

c) ~ • 
#T r 

o/ 

• - ;}<f -TI 'ff 

(4.16) 

-; (rt;'< .-Jij;,. fo'Yr:,Jj) ~;~ 

-; (.t,MJ)j fr/11 fr-Tu)} i;~J 
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Ifthe elastic constants A, p, the expansion coefficient Ath, and the parameter M 

are temperature independent, and ifthe specific heat at constant elastic strain 

( -stress) and constant back stress is introduced, i.e. 
~ vr 

c . = - T ~z.Jt-- - - T dJ. "rrr; 
/I • ;)Tl d7z ' 

(4.17) 

then equ. (4.16) simplifies to 

+ 

and the energy balance reads 

(4.18) 

" 

Ifin addition the body is constrained against deformation at constant temperature 

I 

(relaxation process at constant temperature), and if this process takes place in a 

domain where the plastic deformation rate vanishes, i.e., 

then the elastic vol ume change vanishes 

and (4.18) reduces finally to 

(4.19) 

Note that the right hand side represents the heat the body exchanges with its 

surrounding. It is positive if heat is transferred to the body. It is now evident that 
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under the simplifying assumptions and for this special process the heat exchanged 

is directly proportional to the parameter M. In principle this observation allows to 

determine the parameter M. 

The term 

(4.20) 

is the contribution to the intrinsic dissipation due to a change in the back stress. 

In fact, it is equal to the total intrinsic dissipation ifthe plastic strain rates 

vanish; consequently it is necessarily positive. Therefore, within the frame ofthe 

assumptions made, the left hand side of(4.19) must be negative which implies that 

heatmust be extracted from the body ifthe temperature is tobe held constant 

during such a relaxation process. 

4.2 Existence of Equilibrium States 

For every natural body we require the existence of at least one equilibrium state. 

This state is characterized by time independent and uniform fields. Typically, an 

equilibrium state is attained after a sufficiently long time when initial non-uni­

formities and time dependent processes in the body have smoothed out. Of course, 

during this phase the boundary conditions have tobe suchthat this relaxation 

process can take place, e.g., adiabatic enclosure and no transfer ofmechanical 

work. Whether or not this state can be attained can be checked by requiring that 

all balance equations, constitutive equation, and boundary conditions are satisfied 

in the body. However, the constitutive equations are the most crucial part. 

Therefore, the existence of an equilibrium state requires that the evolution equa­

tions for the plasticstrainrate and the rate ofthe internal variables admit a set of 

values (aEij, aEij) suchthat these rates vanish, i.e., 

• (4.21) 
I 

Condition (4.21h is satisfied ifand only if 

F-s o (4.22) 

For the uniaxial case these conditions reduce to 
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the appropriate regimes in the (o*, a*)-space are indicated in fig. 4. 

If(4.2lh is satisfied, then inspection of(4.21)2 shows that the second term in (3.5)2 

should become zero. However, it is obvious that there exists no set ofvalues a1d =f. 0 

which satisfies this requirement; further, performing the limiting process akl --. 0, 

we obtain a finite non-zero Iimit value, e.g., 

Therefore, vanishing of the rate ofthe back stress can be obtained only approxi­

mately as Go is made sufficiently small. A rigorous satisfaction of(4.21)2 can be 

obtained ifthe original version ofthe evolution equation for the internal variables 

Ukl is modified. A convenient approach is to extend the recovery term in (3.5)} 

from the region G>G0 into the region G<G0 , continuously. Consequently, instead 

of(3.5), we have 

II 

.. 
(4.23) 

where it is understood that 

(4.24) 

This inequality is derived as follows. With CPkt = 0 and (3.7)s one obtaines from 
(4.23)2 

, 
Thus, if all rates akl vanish, as it should in an equilibrium state, then the r.h.s. 

must vanish, i.e., 

0. 
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If (m-ß) > 0, then Iz = 0 and consequently* 

' 
(4.25) 

If (m-ß) < 0, then lz -.oo to assure that all rates äkl vanish; however, this appears to 

be unreasonable. 

With (4.23) and (4.24) an equilibrium state is possible when the deviatoric stress 

Skl and back stress akl satisfy the conditions 

Finally, it should be noted that the modification (4.23)z has been used by 

Hornbergerand Stamm [58- 60]. 

(4.26) 

For completeness we indicate that the uniaxial evolution laws (3.20)z and (3.28)z 

should appropriately be changed. Thus, for example, (3.20)z reads 

d< Jt = H i" _ß_ (« 1t""·/JJ «* ~"/.c:jt~q"/ u 
dt;, («/)/($ }I? ;ro Ar i 

o-'* d 1#-~ 0 • 
(4.27) 

* Note that lz is a sum of quadratic terms. 
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5. Constitutive Restrietions for the Extended Robinson Model 

5.1 Preliminaries 

The extended and modified Robinsonmodel is required tobe consistent with the 

dissipation postulate where the entropy inequality is given in the Clausius­

Duhem form. The requirement to satisfy the Clausius-Duhem entropy inequality 

for all processes, i.e., especially for all rates of the independent observable variab­

les, was imposed on a whole class of constitutive relations (section 2) yielding a set 

ofrestrictions (e.g. on the stress, entropy etc.) and the residual entropy inequality 

in the form (2.109). Further, this inequality has tobe satisfied for all admissible 

variables 7f *, equ. (2.102), whether the state is an equilibrium state or not. 

The extended Robinson model (section 4) uses a free energy function depending on 

the variables 'lf ** 

I 

and the scalar quantities Q and Y (3.12) and (3.13) are given by* 

A 

_/?_ = J2 ('rAJ 
A lj ~ y (tq'4) 

I (5.1) 

Thus, the dissipation inequality (2.109) takes the following alternative forms 

or (5.2) 

and with (4.4) and (4.5) this reduces to 

* Note that the elastic strains eekl may be uniquely expressed in terms ofthe 
stresses OkJ 
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(5.3) 

In an equilibrium state, which is partly characterized by (4.21), the left hand side 

of(5.3) vanishes. 

The inequality (5.3) has tobe satisfied for every set ofvariables (amn, amn, T), or 

more precisely, (Smn. amn, T) since the hydrostatic stress* is not involved in (5.3). 

It appears that the general threedimensional case requires a cumbersome analysis 

although the material reponse is assumed tobe isotropic. Therefore, the auedi­

mensional stress state is analysed first. Obviously, conditions tobe obtained here 

cannot be as strong as in the multiaxial case. 

5.2 Thermodynamic Restrietions for the Uniaxial State of Stress 

A uniaxial state oftension is considered. According to section (3.2), one has 

"P ~ 
"p o-iP 

6'~.,. - z~ = E.".".", -

t!>f) .. p ." •p ()( i p 
t:lht~ ";:."~ - tJ/.~ ~"" I-- t'tz~.- ~l f 411 E.fl = -

Cl;",,. Q,_,... .. .l .L.e, -= ~ ()(1. 
..3 

and 

f/i fl F 'Arfa' Jf_ (!(' J/ F > o 1"1 6' {'? .t) ..> o 

(5.4) 

, F!f o u 6' {o'!. oiJ .~(' o 
I 

0 

* Note that Gmn CPmn = Smn CPmn 
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fl 
!ot"/>(ot// 1"1 <S"d.t :>o (ot~J(J • 

} 
A 

.i2.{'if"l - (5.5) 

H 
(~4)~ jiJ({' ~ld,/ "" * . {J a- o( Si::. 0 

I 

(5.6) 

With dimensionless variables inequality (5.3) reduces to 

(5.7) 

or more explicitely using (5.4) 

CaseA: F>o ----------------

CaseB: F~ 0 ----- V 6*-(6' 11
- ot 14

) ~ 0 _____ ._ 

(5.9) 

In fig. 6 the (a*, a*)-plane is separated in: the regions 0 to V. According to fig. 4, in 

regions 0, II, and V, which may or may not include part oftheir boundary, the 

plasticstrainrate vanishes. Consequently, states corresponding to case Bare in 

~hese regions. From (5.9) with (5.6) one obtains 
.t(~ -;'!,) 

RH {P<1 /""~,z 
I tJtl#/ t' / 
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With (4.17) it is assured that the dissipation vanishes at the equilibrium state 

a* = 0 ifRM is bounded. Thus, non-negative intrinsic dissipation requires 

I 
V r. (5.10) 

Excluding the case that either R or Mare identically zero, they are required to 

have the same sign except for special values ofthe temperature where either R or 

M may vanish. Ifthe original Robinsonmodel is used, with Y given by (3.22)2, 

distinctions according to the constraints in (3.22)2 must be made when (5.9) is 

evaluated. However, the inequality (5.10) is obtained again. 

The algebraic analysis for case Aismore involved. This condition applies in 

regions I, III, IV, and VI offig. 6. 

Region III and VI 

In region III the second term of(5.8) is explicitely 

(5.11) 

and with condition (5.10) this is clearly non-negative. The first term of(5.8) in 

region III is determined tobe 

and this expression is clearly positive since a*> 0 in this region and HandAare 

assumed positive. Consequently, in region III the intrinsic dissipation is positive. 

In regionVIa similar consideration yields the same conclusion. 

Region I and IV 

In region I inequality (5.8) simplifies to 
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jor 
(5.13) 

where 

* p(lf c: ( l("j =: lt 11 (I( 'V :l/J 

'D -~-~ J(• -jJ) R7 (11-J /K~/. 

(5.14) 

The second term on the left side of (5.13) is non-negative for all values of a*, i.e., 

(5.15) 
I 

since (5.10) and A>O implies 

~ 0, 

IfRM/A is strictly positive, then D*(a*) vanishes only if a* = 0 (note the assump­

tion (4.24)). The first term on the left side of(5.13) requires some discussion. The 

second factor 
"Zf 

!= = {{6'tt- otfi) z._ /IJ (5.16) 

is definitely positive in region I except along the boundary between region I and 0 

where F vanishes. The first factor 

(5.17) 

may become negative then and only then when the common factor HM of the 
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functions C*(a*) and C0 *(a*) is positive. His positive by assumption but M is 
required tobe positive ifR is assumed positive; then 

/111 > 0. (5.18) 

With (5.18) the terms (5.17) may be either positive or negative depending on the 

values of o* and a*. Thus, the continuous function 

-Zj.1 

~/flbtV - lf/1 I( Ii- («/) ()~ ()(~~Ko-~-. 
I 

6' lf::. 
"_ Z./.1 

(5.19) 

e~~-t"l = lfH («1 ~~~-~ ot• . 
I 

represents a boundary which possibly separates region I into two subsections. For' 

a sufficiently large value HM and 

(5.20) 

this is shown in fig. 7. Note that the function C*(a*) is monotonically decreasing or 

increasing with a* according to whether ß>t or ß<t. The further discussion is 

restricted to the assumption (5.20) which is in accordance with the data assumed 
by Robinson [55, 56]. 

Consequently, for every set ofvalues (o*, a*) represented by a point in region I, 
which is outside the shaded area, the factors (5.17) arepositive and consequently 

the intrinsic dissipation is positive. The shaded area, in the following denoted as 

the "critical region", contains states (o*, a*) where the factors (5.17) arenegative 

and thus the intrinsic dissipation may possibly become negative. The boundary of 

the critical region is given by equ. (5.19) and 

F= 0 , l.e., (5.21) 

The analysis ofregion IV can be done along the same line of arguments. One 

obtains a critical region ofthe same shape but with a point symmetric orientation 
(fig. 7). 

It is obvious that for a special set ofmaterial parameters the critical region in 

regions V and VI may vanish. This is the case when the maximum point C of the 
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curve (5.21), with coordinates 
4-~1$ 

- 1111 ~J I /f>~ 
(5.22) 

isjust on the upper boundary ofregion 0 (point B'). Thus, the critical region 

vanishes if 

or 2/J-~ 

/1/1 ~ ( Af K'o") ( 44/ 
(5.23) 

Of course, the same result is obtained for the critical region in region IV. Conse­

quently, ifthe material parametersaresuch that 

R1 /1
1 

R. 
1 

ae() > o 

and, according to (5.10), 

ft > (') 

and ifin addition inequality (5.23) is satisfied, then the intrinsic dissipation is 

positive for all states in the (a*, a*)-plane. However, it is evident that relation 

(5.23) is only a sufficient condition. Thus, by a suitable choice of the transition 

value a 0 *, equ. (3.18), it is possible to assure that the intrinsic dissipation is 

positive for all states in the (a*, a*)-space. Note that this choice is only depending 

on the material parameters H, M, and ß. But it is obvious from (5.23) that the 

transition value is bounded from below, i.e., it cannot be made arbitrarily small. 

Rem a r k: The original version ofthe Robinsonmodel required a dis­

tinction in the recovery term ofthe evolution equation for the internal 

variables (back stress Old) suchthat the model did not admit an exact equi­

librium state. Nevertheless, by choosing a0* assmallas possible, an approxi­

mate equilibrium state could be achieved. The constraint (5.23) would also 

apply to the original version and assurespositive intrinsic entropy produc­

tion in the (a*, a*)-space. However, the constraint that a 0 * should be above 
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some lower bound and simultaneously assmallas possible represents an 

inconsistency of the original version of the Robinson model. 

To obtain necessary and sufficient conditions for the uniaxial case, the following 

approach appears tobe straight forward. Generally, it is required to find those 

conditions on the material parameters whichjust prevent the intrinsic dissipation 

y* from becoming negative at any state (o*, a*) in the critical region. Thus, the 

vanishing ofthe absolute minimum ofthe intrinsic dissipation in the critical 

region defines the marginal case. For the uniaxial Robinsonmodel the intrinsic 
dissipation y* is a function ofthe variables (o*, a*) and ofthe material parameters 

which may depend on the absolute temperature. Equ. (5.13) and (5.14) show that 

y* is continuous in the variables (o*, a*) but discontinuous in its derivative 
dy*/da* at a* = a0 * (along B' C in fig. 7). Therefore the two regions AB' C and B' B" 

C are discussed separately. 

Ifthe absolute minimum ofthe y*-function in the critical region is represented by 
the extremal properties 

- 0 I 
o, (5.24) 

then the search for the absolute minium ofy* reduces to the solution (o*, a*)min of 

the two nonlinear algebraic equations (5.24). Obtaining a closed form solution is 

by no means obvious, and even ifit can be done, the result has tobe checked 

whether the formal solution is in the domain ofdefinition. On the other hand, the 

absolute minimum may well be on B' C where ?y*/ da* is discontinuous. 

Therefore, an alternativeapproachwill be followed by deriving a qualitative 

picture ofthe y*-function in the two regionsA B' C and B' B" C. 

On the boundary AB' B" C, given by the functions (5.19) and (5.21), the intrinsic 

dissipation is determined from (5.13): 

) 

bH .IJtJu,.ddl ~'Y 

nß 1ß"'C (5.25) 

Thus, y* is strictly positive and independent of o*. Consequently, the smallest 

value ofy* on the boundary is at pointA, the largest at B", and at B' and C the 

intrinsic dissipation is the same. 
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Critical region B' B" C: 

According to (5.13)1, 
-11 

1 ~~- = [6" - e ttl{«tt;J [ (6 "- «1~- 4] -r- J/t«'/ 

and thus 

-1- {6-Jf- t! t~X1 ]-l 'h ( 6 ~- Q( "l J 
'h-1Jdt!lf 

[ (ö-'!. tJt/~4J I d IJ(~ ff'a ~ ~vz-4 J-

- ( c'(."-; -o"} .z", tf>"---«1} -1 :::.. 

(5.26) 

These functions take the following values at the boundary ofregion B' B" C ifthe 

material parametersarenot yet restricted by the condition y* ~ 0: 

Table 2: 

d y* ~y* 
y* & a* da* 

D*(a*)>O dD*(a*) 
B'B" 0 >0 

progressive da* 

B"C D*(a*)>O >0 >0 

progressive ( = 0 at B") 

CB' ::::; < - -

(a*=a0 * +O) 0 0 >0 
> > 

The results in table 2 give a qualitative picture ofthe y*(a*, a*)-distribution in the 

region (B'B"C) as shown in fig. 8. Thus, the absolute minimum ofy* in this region 

is tobe expected on the intersecting boundary B'C (a* =a0 * +0). Since the slope 
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jy*f) o* vanishes at B' and is positive at C, at least one extrem um (minimum) must 
exist along B'C. This is determined by the condition 

- () 

From (5.26)2 one abserves that this is satisfied for 
'*-4 

[(6' 11 -«")'l-41 = 0 

or 

(5.27) 

(5.28) 

(5.29) 

Equ. (5.28) identifies point B' where (5.27) is satisfied. Equ. (5.29) is simply a 

quadratic equation for o* with the following two roots 

(5.30) 

with 

(5.31) 

Since the radicand on the right hand side of(5.30) is positive for all parameter 
combinations, equ. (5.30) represents two real roots. Inspection of(5.26) shows that 

(5.32) 
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and 

(5.33) 

The second derivative ofy* is 

( 
OJ<l J' ~) "'t-t 

~lf~jK1: d/ == (/h _",) { ( 6' *- 11/) z.- 4} L k .t_ tX!/) · 

/f(<S't..c:)·- tJ-1{~-G"},t .. (o-"-K.~} 
[ 

2 ~-~ + (6' 11-tx,/1) - 4J . 
• / (.z f.l".)(a~- oC/)- [(~ -o-"J;.,}. (5.34) 

It vanishes at point B' (a* = 1 +a0 *). At the positions (a0 *, a1 *) and (a
0
*, cr2*) one 

obtains with (5.29) and (5.30) 
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Therefore 

( 
;)l<f,f-l 

'()tSifl.. 6'~~~ 
> 0 --+ Minimum at 

(5.36) 

<::::::' 0 __,... Maximum at 

If(5.29) is observed, then it is evident that the two extrema are positioned in the 

range 01,2* < 0C*. It is clear that the minimum at 01 * is in the interval 

1 +ao* <o1* < 0 C* but the maximum at 02* may be within or outside this interval 

as shown in fig. 9. However, a decision can be obtained whether the maximum is 

in the intervall +a0*<o* < 0 C* or not; ifit is, then y* must be somewhat larger 

than D*(a0 *) for o*-values slightly larger than 1 +a0 *. Inspection of(5.26h shows 
that 

'II ~-'I 

J(fJ\~ö1=!Jtll/) -~~~-6'1(r6A!-a,/J~_-4] < P("~ 
~ "-----.,..--..J 

(5.37) 

>o > 0 ' f .E >o 

with 

and this is true for all parameter combinations subject to the assumptions made so 

far. Thus, it is concluded that the maximum at (a0 *, o2*) is outside the interval 

B'C and is consequently irrelevant. 

These results and the general observations collected in table 2 prove that the 

general shape ofthe function y*(a*, a*) in the region B'B"C is as indicated in fig. 8. 

Therefore, in this region y* has its minimum values along B'C at 

and it is required that 
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(5.39) 

with 

7--.~ RH / /Z('JM ;1)-/1 

...V(ot14J = - ( rx' 
o/ R o • 

Ifthis condition is satisfied, then the intrinsic dissipation y*(a*, a*) is positive for 

all other states in the region B'B"C. This follows from the general shape ofthe 
function y*(a*, a*) in this region (table 2, fig. 8). Condition (5.39) tagether with 

(5.38) represents a restriction on the constitutive parameters and the logical 

status of condition (5.39) is as follows. Whenever the parameters have been chosen 
suchthat 

-<0 
I 

(5.40) 

then it is assured that the set of constitutive parameters is not thermodynamically 

consistent: Then there exists a finite region ofstates in the critical region B'B"C 

where the intrinsic dissipation is negative. However, if 

thermodynamical consistency is not yet assured since y*(a*, a*) may possibly be 

negative in the critical region B'CA. The following analysis demonstrates this. 

Critical region B'CA 

We calculate the slope 

ifthis value is positive for the limiting case 

(5.41) 
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then there exist states with y*<O in region B'CA in the neighborhood of(a0 *, 01*). 

With (5.13)2 we obtain 

(5.42) 

But at the state (a0 *, 01 *) condition (5.29), and thus (5.30), applies so that (5.42) 

reduces to 

/dCD~) fl/1 
( j (J(IIjt4 I = (t//)l/3 

(5.44) 

The limiting case equ. (5.41) gives 

Combining (5.44) and (5.45) with (5.43) yields 

( /J J'~} = -~lf j { {'"il(•l -6,;*)~(•-!1} +-rJ -(C"{r{/) -1/.jl• 
3 0( Jl /{)( '!:.. t?t/- 0 ()(" l' ., / '1 
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Since 

the r.h.s. of(5.46) may be written 

= ,411 I ( c;, },/) - 6; 1 (~ rJ- Pt,/)~~ -!1) - (t~; I- o/.11) j. 
~ l c (5.47) 

• [ ( 6'; 1(-- K/1)l-- 4]/(6',/- P~/) . 

Accounting for (5.29) with a* = at *, again we finally obtain for (5.47) 

(5.48) 

The sign ofthe derivative is determined by the sign ofthe term within the { ... }­

brackets. It is evident that the derivativeisnegative for all values of(at *- ao*) >0 

whenever the exponents m, .ß, and n are conditioned by 

(5.49) 

Thus, ifthe ratio (m-.ß)/n satisfies the upper bound condition, then it is assured 

that all states (a*, a*) in the infinitesimal neighborhood of (a0 *, at*) belonging to 

region BC'A have a positive intrinsic dissipation independently ofthe value (at *­

ao*). Ifthe above condition is not satisfied, then the same conclusion is obtained 

provided 

or 
(b:. ~- {)("~ 

z (5.50) 

(p;t- 11,1 z_"f 
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On the other hand, if either (5.49) or (5.50) is not satisfied by the constitutive 

parameters, the intrinsic dissipation is negative at neighboring states of(a0 *, 01 *) 

in region B'CA. Thus, satisfaction of condition (5.39) assures thermodynamical 

consistence for all states in the critical region B'B"C but not in region B'CA. 

However, the satisfaction ofthe conditions (5.49) or (5.50) does not assure that the 

intrinsic dissipation does not possibly become negative at other states in region 

B'CA. Therefore, it is necessary to study the implications of a vanishing relative 

minimum in region B'CA. 

From (5.13)2 we obtain 

= [ (lflf-~<"J. -d f/L r (flf- «"J • --~ 7 -

- [Ci«")- tJif]l", (tr~ ~<J} 

- [ (6' ~ _ x") • -4]"' -·~~~~ c/f'fl6"-- «"/-~ 7 ,-,1( 
·-[Cf.tv-61z" (6-! ..:~ 

(5.51) 

The general trends ofthese functions at the boundary ofregion AB'C are collected 
in table 3. 
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Table 3: 

';) y* dy* 
y* da* &a* 

dD*(a*) 
B'A D*(a*)>O 0 >0 

da* 

AC D*(a*)>O >0 < -

( =0 atA) 0 
> 

CB' 
< < < - - -

0 0 0 
> > > 

(see table 2) (see table 2) 

Following the variation ofy* for a fixed value ofa* but variable a* (i.e., along a 

parallel to the a*-axes), one finds that the slope ) y*/) a* must vanish at a point in 

the intervall +a* <a*<C0 *(a*), and this corresponds to a minimum ofthe curve 

(y*)a* =const. . Thus, the general shape ofy* along parallels to the a*-axes is the 

same in the regions B'CA and B'B"C. 

From 

in region B'CA (5.52) 

it follows (excluding the boundary B'C; see table 2) 

(5.53) 

and consequently 

The requirement 
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in region B'CA 

yields 

when (5.53) is observed and thus 

(5.55) 

Combining (5.54) and (5.55) gives a nonlinear algebraic equation for am*· Ifthe 

choice ofthe material parameters is suchthat the solution am* is outside the 

interval 

< 

then certainly a relative minimum of y* in region B 'CA does not exist. In any case 

an analytical solution for am* does not appear tobe feasible. Therefore, the search 

for thermodynamic restrictions of the material parametersvia the requiremen t of 

a non-negative relative minimum ofthe intrinsic dissipation is not tractable if 

restrictions ofsome generality are wanted. However, a lower bound for y* in 

region B'CA can be determined. Taking the minimum value ofthe first term on 

the r.h.s. of(5.51h and the maximum value ofthe second term yields 

(5.56) 
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It is now evident that thermodynamical consistency ofthe material parameters is 

assured in case that 

(5.57) 

The quality ofthis bound is difficult to estimate. An improved bound can possibly 

be found ifthe function (5.56) is studied in more detail. However, at this point a 

further extension ofthe analysis seems not to bejustified since the results are 

restricted to the uniaxial case anyhow. It is more appropriate for the multiaxial 

state of stress which is tackled in the next section. In fact, for a limited but 

practically important range ofparameters we will obtain a complete solution. 
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5.3 1'hermodynamic Restrietions for the Multiaxial State of Stress 

For the extended Robinsonmodel without isotropic hardening and for a general 
... 

state of stress the dissipation inequality is given by the inequality (5.3). Here 0 is 

thepositive discontinuous function 

o/G~' . ' G ;;p Go n sil aA4. >0 
.(!. ' Il=J2. - (5.58) 

o/GIJ • 6 ~ u s-'t aAil S,O 
) • 

and, according to the assumed continuity ofthe recovery term (equ. (4.23)), the 
4 

function Y is continuous and given by 

(5.59) 

. ~ . 
Thus, both f! and Y depend only on the back stress and the absolute temperature tf 

a temperature dependence ofthe material parameters is accounted for. Then the 

dissipation inequality (5.3) takes the following form 

r = fp + Iu 0 (5.60) 

where, observing the deviatoric character of the plastic strain rate, 

(5.61) 

is the plastic stress power, and 

(5.62) 

is the contribution due to the hardening term in the evolution equation for the 

back stresses; further, 

(5.63) 

is the contribution due to the static recovery term. 

Several observations can be maderather easily. The evolution equation for the 

plasticstrainrate cPkl is given by equ. (3.4). Then the plastic stresspower reads 
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/1 
p~ ~-~lfoio. 

r?o /J 5 ..... 111 l._" >o r;;) 
•ID "= ~ .. E.-.. ... = (5.64) 

() 
I !=so u s ..... ~-- ~ 0 . 

' 
obviously the Robinson modeJ is designed in such a way that Yp is non-negative, 

I.e., 

(5.65) 

for all processes. Here it should be noted that the thermodynamic requirement of 

non-negative entropy production actually does not require such a modeling since 

the plastic stresspower is not the only term contributing to the intrinsic dissipa­

tion y. 

The Robinsonmodel allows for an elastic region where the plasticstrainrate 

vanishes: 

lf then 

In this region the intrinsic dissipation is completely determined by the static re­

covery ofthe back stress, and it is required tobe non-negative 

(5.66) 

where 

Since I2, the second invariant ofthe back stress (see equ. (3.7)), isanon-negative 

quantity, the restriction (5.66) is satisfied if and only ifthe two material para­

meters R and M are constrained by 

> - \-Ir 
II • • (5.67) 

' 
This condition hasalready been obtained in the uniaxial case, equ. (5.10). 

Equ. (5.67) simply requires that the parameters Rand M have the same sign if 

none ofthem vanishes. The positiveness ofR (as weil as Hand A) is, of course, an 

essential property ofthe Robinson model. Otherwise, the recovery ofthe back 
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stress could be inverted or would be non-existing. Therefore, inequality (5.67) 

yields the necessary requirement 

M o. (5.68) 

Ifthe plastic strain rates rPld are non-vanishing·, that is, ifthe constraint condi­

tians 

0 and 0 

are satisfied, then the contributian Y1-1 due ta hardening is given by 

M . 
J 

(5.69) 

the product term QMAF11 is positive and the second invariantJ2 ofthe effective 

stress Cid is non-negative by definition. Thus, the sign ofyH is cantrolled anly by 

the sign af the tensar praduct a 11111 2:: 11111 ar by 

~-. 
(5.70) 

The scalar quantity Kz is ane afthe mixedar simultaneaus invariants afthe twa 

tensors a 11111 and 2:: 11111 and it may be positive or negative. Here it should be noted 

that the irreducible system afinvariants (integrity bases) ofthe twa symmetric 

tensors Gld and L:1d cansists afthe three invariants af each ofthe two tensors and of 

four simultaneaus invariants f87, 89]: 

=o =0 

(5. 71) 

t.,.. = 1 / 
simultaneaus invariants (5. 72) 

6r Gld and l::id· 
) 

I tl" 

J fr = H 

It is obvious that only three invariants ofthe irreducible system ofthe pair (Ukl, 

l:k) are invalved in the representation ofthe intrinsic dissipatian y, i.e., 
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a~ tla :c;: LI, > 0 

LJL L.~~ .2;}:~. > 0 (5.73) -

Cl~ ;;E .t' I( .zk~ ::=: 0 - ...::::. 

It is evident that the positiveness ofthe contribution y1P equ. (5.69), in the plastic 

region is only assured ifKz is negative 

~ <0 -~). <fH >o . (5.74) 

In this case all three contributions to the intrinsic dissipation (5.60) arepositive 

and thus the dissipation inequality is satisfied. However, ifKz is positive the the 

contribution y 11 is negative, i.e., 

~ >0 !#. < 0 (5.75) 

and possibly the dissipation inequality may be violated by some set of state vari­

ables OkJ, ~kl and T. Therefore, the dissipation inequality has tobe discussed only 

forapositive simultaneaus invariant Kz. 

In the plastic region the intrinsic dissipation takes now the following form 

!==- fp -1- d't~- -f dR 

"'P - Jl..M a~. 
"'P " l N /Iu,,. tl.,.~e- / =.. s...,~ E..,~ ~Nf'l9 

.. v-V 

J'p ?::. 0 J:r ~CJ 
< ~ > 0 

RF'f - - RHG• .. IJ 

_ -'2.Ha~&o ~Jih-J 1- rz. 4.40a .... ::::::r l]: s~,. ~-- .. 
(5.76) 

where the relation 

is applied. 

With the introduction of dimensionless quantities 
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N ,.. ",.; 

s~ - /~ a~ :=: a~;~ d!.-k .::::::; ;::-k/~ I 

and (5.77) 
N ""' ~~~2 -L:=Lj.;e' =G ;;~ - k; = ~/~~ l ~ D I I Jt p 

where Ko>O, equ. (5.76) reads 

I 

(5.78) 

fJ 
) 

here 0 

(5.79) 

(5.80) 

,.,. 
Note that in inequality (5.78) only positive values K2 aretobe considered. Fur-

ther, the admissible signs of other quantities are indicated. 

Following the argument ofRational 'I'hermodynamics, the dissipation inequality 

has tobe satisfied for all states characterized by the deviatoric stress Skl, the devia­

toric back stress Okl and the temperature T. Equally we1l a state may be described 

by the effective stress ~kl =Ski- Gkl, as well as Okl and 'I'. 'I'he stressvariables fkl 
NliVN """' N 

and Uid determine the invariants Iz, J2, Kz. In general L:kt and Ukl may take inde-

pendeniiy arbitrary values and this property applies also to the second invariants ,., ,.. 
J2 and l2, non-negative by definition. 

,.., 
According to the theory ofinvariants [87, 89], the simultaneaus invariant K2 can-

not be expressed in terms ofthe other variants ofthe integrity base (5.71, 5.72). 
IV 

However, this does not mean that theinvariant K2 can take arbitrary values inde-
.., ""' 

pendent ofthe choice ofi2 and J2. This is shown as follows. 



First of all, the assumptions 
,.." .z =0 

z. 
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or 

,.1 

impose the condition that all components of the tensors UkJ or L:kl vanish 

or 

Thus, in both cases one has 

Further, consider the principal coordinate systems S' and S" which are associated 

with the tensors ~kl and ~kl and which are generally different. The principal val-
N ,_. ""._ N f%11 lfi1W 

ues are OJ, au, om and :Er, L:11, L:m suchthat 

..... ...... 
t1z 0 0 Ez 0 0 

"" I "' :::..1/ ,.." 

a,~ = " a- 0 L"~ - 0 Z..;r 0 (5.81) :I. 
...., ...... 

(J 0 Clji t') 0 4 

are the appropriate components in the two coordinate systems. The second in-

variants are given by 

( ~ l .vl. -L) 
~ 

.., 
tlz J.. &z + /1_& - 4 

"" 2. ~z) 
(5.82) 

~ (g};L ct1 - 4 1- E..z .; 2:.. 71! ..t 

The relative orientation of the two systems ofprincipal axes, both considered tobe 

right handed, is completely determined by three angles. For definiteness the 

Eulerian angles 

0~ J s 7T 
I 

as defined by Goldstein [129] are used. Ifthe cartesian coordinates ofthe principal 

systems S" and S' are denoted by x"k and x'k,then they are related by the transfor­

mation matri.x Akl 
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where Atd contains the relative direction cosines 

L"' 4#1.., /Jt"' 

./,_ 44a l.. ", z... 

./a /1'H .1 m:J " 

In terms of the Eulerian angles they are given by [129] 

Ch(X::X'./) =,(" = ~'Y"~Y -~J-~"~~ 
Ch(~~~/ = /z =--~r~r -~~~r~Y 

12h( ~: r"'~) =:; Aj :: ~ ,J-~ 1--

~r~~x;; -
eo:, ( x;, ~ KI ') -= 

t:n( ~~~/ .=: 

~(Kjll'/jj : 

~~. === -~ ~ ~ Y + t1J>tt,) t'hf an 'Y 

~.:l =- ~- J-~p 
.AA~ • ~ A_.,p-4: J ""*"' = "..-_.. r ",_.,_-

AtJ_ = ~ ~ ~~ 
~ ~ ~~ 
~ . 

(5.83) 

(5.84) 

,., 
The back stress tensor l:'kt, given in the principal system S', is obtained from the 

transformation law 

(5.85) 

which yields, observing (5.81)2, 

The simultaneaus invariant Kz is obtained from (5.73) with (5.81)1 

- N 

"""' ~I 
~ 

4 ..., ..... -:!. ,:::::::; 
~ a"~ L~ = L aAL 2. u 

- ""I ..., I '::I ] fL 
IV - ar x:~ ~ tlz ~,_ f a~ c...~.r 



and thus 

r-(äz f.l 

1- (4%;; 
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- 2 N ~ 

-r 4 4 {111t) -t ~ L!i/hJ 

-~- a!l %.I) /ht, .~a. 

I 'fz) ~~ t 
(5.86) 

If one keeps the principal values of the effective stress and the back stress constant 

but chances the relative orientation ofthe two principal systems S' and S", then 
~ N -

the invariants Iz and Jz are constant but the simultaneaus invariant Kz varies 

due to the change in the relative direction cosines. However, this change is re­

stricted due to the boundedness ofthe trigonometric functions (5.72). This observa­

tion applies also two more complex situations where also the principal values 
~ ~ ~ 

change but I2 and Jz are kept constant. Thus, Kz is not allowed to take any (posi-
..., .V 

tive) value iflz and Jz are held constant. In other words, the property of arbitrary-

ness and independence of the two deviatoric tensors GkJ and ~kl is not transferable 
,., ,..,. "" 

to all ofthe three invariants I2, Jz and Kz. This has logical consequences for the 

restrictions tobe obtained from the dissipation inequality (5.78). 

- .., ..... 
Assurne in cantrast to the above conclusions that Iz, J2 and Kz > 0 could take in-

dependently arbitrary values. Then inequality (5.78) is satisfied ifand only if 

(5.87) 

From (5.79) one finds than the maximum value for Q is given by 

(5.88) 

Thus, under the above assumption the restriction 

IJ AAl 

.A 
tf{'l') 17tr) > 0 

""'"'IJ '? .:z,.. 
0 

I 
(5.89) 
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is a necessary and sufficient condition for the dissipation inequality tobe satisfied 
~ IV ..., 

for all values ofh, J2, K2. However, since the invariants cannot take independent-
ly allpositive values the r.estriction (5.89) is only sufficient. 

Combining the two inequalities (5.68) and (5.89) yields 

i/& 
t:~L 

(5.90) 

This may be viewed as a lower and upper bound for the parameter M; the lower 
bound is necessary the upper only sufficient. IfM is assumed tobe given, inequal-,.. 
ity (5.90) represents a lower positive bound for l2ß/H. 

" 
It should be noted that condition (5.90) does not involve the state variables 

"stress" and "back stress" any more, but is a condition only on temperature depen­

dent material parameters. 

Because ofthe sufficiency ofthe inequality (5.89) or ofthe upper bound forM is in-... 
equality (5.90) values ofM larger than l2ß/H are possibly allowed without viola-

o 
tion ofthe required non-negativeness ofthe intrinsic dissipation (5.78) for all val-

ues of the state variables UkJ and ~kl· Therefore, the derivation of a necessary and 

sufficient upper bound on M or more generally necessary and sufficient conditions 

involving only the temperature dependent parameters would berather valuable. 

This aspect is discussed in the following. 

Tobegin with such an analysis requires a better understanding ofthe bounded-
~ ." N 

ness ofthe simultaneaus invariant K2 ifthe invariants J2 and l2 are prescribed. 

Here the Schwarz inequality applicable to vectors or matrices is the essential rela­
tion [64]. Applied to the two tensors ÖkJ and ~kl it reads 

IV fZ: (j: Kl ~ -
or (5.91) 

"" ~ /Tl~ I/ Pli ~~~ 1'\l, ? '-'l ' ~ I . 
J I 

note that only positive K2-values are ofinterest, thus, only the range o< ~s 1 is to 

be considered. The dissipation inequality (5.78) then reads 
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f (-1 - .12 rL ;r; !ttr,j t Ii; Ii} 
""-----v--" 

(;) 0 

(5.92) 

>o 
~0 

where nti2; 1.') is the discontinuous function given by (5.79). We now consider con­

stitutive models which permit the expression [1- n62; T) M(T)] tobe negative in a ,., ".. 

region l2 < 12* suchthat (Fig. 10) 

/1 - 1111/.f/~ 
...... "'A' 

;>O 
" 

1~. >-.1,_ 

V"' (J 
- '"",f-

d -1111 ~~~ =0 I ..z~ =.I,_ 

A- #11/f~P 
.V """% 

<o I z;_ <:: IL 
(5.93) 

N # ~ -

In the region I2 ~~~ 12* the dissipation y is definitely positive but for 12 < I2* the 
....... -

dissipation may become negative for some set ofvalues 12, J2 and ~ and a given 

temperature. However, the function 

(5.94) 

is required tobe non-negative for all values of its arguments in the regions 
...., ,., * 

0 ~ I~ ..::::: LL 

,.... 
4 < l~ 

(5.95) 

0 < f s A 

T ;;> 0 . 
J 

) 
note that for}2 ~ 1 the yield function <F> vanishes (vanishing plastic strain 

increments) and then y is definitely positive. 

N N 

Fora given set ofvalues I2, J2, 1.' and [1- QM] < 0 a lower bound Yw for the intrin-

sic dissipation is obtained by setting ~= 1; thus 
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+ ( 4 -J2ri;;7}11tr))t'Z (/;} 
(5.96) 

N ...., 

Since the value E,=l may indeed be attained for some choice ofakl, l:kl for given val-

ues ofl2 and j2, the function yLB is subject to the constraint 
""' ".. II-

I( o:= I,. < Ia. , 
,.. 

Jl. ". A I 
(5.97) 

T?o. 

If this is assured, then fisalso non-negative and therefore it sufficies to study the 
lower bound YLi3' 

With ,..,. 

,C=~/J;t - A ==- ~ - d 

and the notation 

(5.98) 
I 

equ. (5.96) reads 

r/io ..., ~11~ (~·-4/' [ if' + (4- -'lr""J/1).-r} 

(5.99) 

here andin the following the dependence on temperature ofvarious quantities is 

not indicated anymore. Then the lower bound dissipation (5.99) represents a sur­

face in the (x, y, yL8)-space. 'l'his permits to discuss the lower bound-dissipation 

function yLH in geometrical termsanalogaus to the analysis ofthe uniaxial stress 
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(section 5.2); but it should be noted that the choice ofthe independentvariables is 
different. 

....--
Since [1- n M] is allowed tobe negative for x < x* =V l2*, a critical region exists 

in the first quadrant ofthe (x, y)-plane where yLB may become negative; this re­

gion has a closed boundary and outside this region the lower bound dissipation is 

definitely positive. This boundary is defined by (see also fig. 11a) 

if= A i oou.nd4t.7 'ltß'ßfl 

{f-(4- /IH) 
X' lj'l )('"' =0 j JI'Jvvaoh~/ g..rc (5.100) 

( /1- NH) 0 bduht47 Cf! 
;-~- x- ~IJ )('- - . 

I 
D 

where 

(5.101) 

In fig. 11a the boundary _BT.'C is constructed assuming that 

(5.102) 

in accordance with the data for the Robinsonmodel [56]. This limitationwill be 

used throughout the following (see also section 5.2); it implies that the shape ofthe 

critical region approximates a triangle. 

Whenever a state (x, y) is on the boundary, the first term ofthe lower bound­

dissipation (5.99) is zero either because (y2- 1) or the term in [ ]-brackets vanishes; 

here it should be noted that Q(x .. ) is a continuous but non-smooth function. Thus, 

along the boundary the lower bound-dissipation is determined by the positive sec­

ond term in (5.99), i.e., the dissipation yR due to recovery; this is only a function of 

the variable x (related to the back stresses): 
~~~~+tL. 

dta =- ~ -= z R M de-
0 

(X"') > o 4/()NJ ll&'B'tll. (5.103) 

The critical region exists if and only ifpoint Cis above point B' (fig. lla); note that 

this is strictly true only for {3 • · 112. Thus, the following criteria apply: 
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exists 

A critical region if (5.104) 

does not exist 

The non-exh;tence of a critical region implies that the lower bound dissipation is 

positive for all values X, y and T. rrherefore, the condition 

-A)r 
~ (5.105) 

· assures compatibility ofthe thermodynamically extended Robinsonmodel with 

the dissipation postulate; however, it is only a sufficient condition. Inequality 

(5.103) implies an upper bound for the parameter M 

2/.1 

N ~ ; (.4+- fo.). (5.106)A 

With equ. (5.98) we have 

~=I!: 
and therefore equ. (5.106)A takes the alternative form 

N (5.106)13 

A comparision with inequality (5.90) shows that (5.106)13 is an improved upper 

bound which encloses the bound (5.90). 

In principle necessary and sufficient conditions on the temperature dependent ma­

terial parameters can be derived by requiring that the absolute minimum value of 

the lower bound dissipation is non-negative in the critical region. However, the 

classical extremal conditions 

I 

~not be simply applied since y LB is a non-smooth function: At x = Xo, i.e., along 

B'C (fig. lla) the derivative ayL8/Jx is discontinuous. Therefore, analogaus to sec-
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tion 5.2, a qualitative picture ofthe yL8-function in the two regions AB'C and 

B'B"C is derived. 

Critical region B'B"C: 

According to (5.99) with (5.79) the lower bound dissipation is 

di.o == ,e ll ~ (~'--"') .. [:; r (A- ;~)r] -r- ,rn&-J 

and thus 

p d't.IJ 
~4'-

(5.107) 

Here it is tobe observed that ß 0._:; 112 (5.102) and m- ß > 0 (equ. (4.24)). 

These functions take the following values at the boundary ofthe region B'B"C 

(table 4): 

Table 4 

0YLB iJyLB 
YLB 

ay ax 

B'B" yH>O 0 
dyH 

>0 --
progressive dx 

B"C Yn>O >0 >0 

progressive (0 at B") 

CB' -- ~~ 

(x = x0 + 0) 0 0 >0 
> > 
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Since the slope ayL8/ay vanishes along B'B" and is positive along B"C there exists 

at least one extremal value ofyLB along parallels to the y-axes. The condition 

dd}ß / 
- =- 0 

}' 
yields Yo= 1, i.e., the boundary B'B", and two roots 

':/~z = /fi~At ( ~ - A),K'-
- ~ ( IIH 

+ ! .41 ~"" )('- l;l 

(5.108) 

only the first one is relevant, since the second one is outside the critical region. 

Observing the derivatives along the boundary B'B" and B"C, it is evident that the 

root Yl represents the locus of the minimum value of y LB along a parallel to the y­

axes. Fig. 11b gives a qualitative picture ofthe yL8-distribution along any parallel 

in the cri tical region B'B"C except at point B" where P = Q. 

Since the derivative ayL8/ax is positive everywhere in the critical region B'B"C, the 

absolute minimum ofyLB in this region must be on the boundary B'C. Therefore, 

the absolute minimum (yLB)Min ofthe region B 'B"C is at 

(5.109) 
(

1/H 
)('~~ 

tJ 

and is given by 

(5.110) 

With this geometrical results and the data oftable 4 a qualitative picture ofthe 

surface yL8(x, y) in the critical region B'B"C can be given: It is similar to the "sag­

ging roof'-picture offig. 8; of course, here the difference in the choice ofthe vari­

ables produces some distortion. 
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It is required that 

(5.111) 

Ifthis is satisfied, then the lower bound dissipation Yr,8 (x, y) is positive for all oth­

er states (x, y) in the region B'B"C; this follows from the derived geometry ofthe 

surface Yr,8 (x, y). Condition (5.111) is a somewhat limited restriction on the tem­

perature dependent material parameters. Whenever the material parameters are 

chosensuchthat 

then it is assured that this set ofparameters is not thermodynamically consistent: 

There exists a finite region in the critical region B'B"C where the lower bound dis­

sipation is negative. However, if 

~ () J 

thermodynamically consistency is not yet assured since y LB still may possibly be 

negative in the critical region B'CA. This is discussed in the following. 

Critical region B'CA 

The lower bound dissipation is given by 

(5.112) 

and the corresponding derivatives are 

dl•"' ,/ (11-H A) 
= .tii~D ((!'-") f.-m")!l'- z;-1';.., {"" --yA" 

- 4~~/ 
_ 21J~ fJ/-_,J"f-r;~-"Jl 

fj 

(5.113) 

~-(J 

f .t Rh X;, .!fm. -~ + ~) r~z; 
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At the boundary of region B'CA the above functions take the following values 
(table 5): 

Table 5 

ayLB ayLB 

YLB ay ax 

B'A Yu>O 0 
dyl{ 
-- >0 

progressive dx 

<~ 

AC yH>O >0 0 
progressive (0 at B") > 

.... :_:: 
~::::c 

CB' - - -
() () 0 

> > > 

-Similar to the region B'B"C the slope Cly1 13/ay vanishes along B'A and is positive - ' 
along AC. Thus, there exists a relative minimum ofthe distribution ofyLB along 

parallels to the y-axes. Fora given x-value (xA <x <x0 ) the necessary condition for 
this minimum is given by 

- 0 
(5.114) 

and this yields Yo = 1 and two roots 

(5.115) 

but only the root Yl is relevant. 'l'herefore, the yL8 -distribution along any parallel 

to the y-axes is similar tothat in region B'B"C (fig. 11b). 
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The second derivative ofyLB along a parallel to the x-axes is given by 

~ .t(~-r-tJ-4 
d't.4 = 1. RHx ..t(~ -(3+-~) .Z(t'h? -r.J) r > 

;)K ~._ o 
0 

/ 

an intrinsically positive quantity and constant along parallels to the y-axes. This 

gives a qualitative idea ofthe shape ofyL8-distributions along parallels to the x­

axes. In principle the positiveness allows the occurrence of a relative minimum of 

this distribution. 

The locus where the derivative ayL8/ay vanishes in the critical regions B'CA and 

B'B"C is represented by the curve ADB" in the (x, y)-plane (fig. 12a).lt is evident 

that a relative minim~ ofthe surface YLix, y) in the critical region B'CA, ifit ex-

. ists, is on the section AD and the necessary condition, in addition to (5.114), is 

= 0 along /10. (5.116) 

This yields a second nonlinear relation for the coordinates xt, Yl ofthis extremum. 

Tagether with (5.114) this represents the determining system of equations. In­

stead of trying to solve this system of equations*, we prefer to study the question 

whether or not a relative minimum exists in the critical region B'CA. 

The lower bound dissipation yLB along the section AD and DB" is given by 
&/ 

/La= /t.tJ fr/~flt"J) = /tJ;(rJ (5.117) 

where Yl(x) is defined by (5.115) and (5.108), respectively. Fig. 12b gives a qualita­

tive idea ofthis distribution. Along the section DB" the function (5.117) is monoto­

nously increasing. Observing (5.107), the slope dyu/dx is given by 

(5.118) 

At point B" one finds Yl = 1 and thus .. 

* In fact, an analytical solution appears nottobe possible. 
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= > 0. 

Consequently, the function ~LB is tangential to Yn at B" as shown in fig. 12b. 

The second derivative is given by 

el z&ß - (;JlJ'J_'. ) .,2 /Jllts ) 
d.r z. - fJ.K"'- 1~, r { iJx ~J J, 

>o >o >o =0 

and consists of positive and negative contributions. 'l'herefore, its sign is not im­

mediately obvious. In fig. 12 different values are assumed; in any case a precise 

knowledge is not important since it is known that the absolute minimum in region 

B'B"C is at D (x = x0 , y = Yl ). 

At x = x0 one finds 

suchthat 

(
J&a J rd~") 

"~- ; r1,:,., ax- k."" 
::::::o 

/1-11 
)(llfJ 
{) 

=::.o 
< 

'l'hus, the slope at x0 + 0 is always larger than at x0 - 0. This fact is accounted for in 
fig. 12b. 
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Atx=x/\ one obtains 

>o 

V -
Therefore, the distribution yLB(x) along AD at x = xA is tangent to the function 

y R(x) as shown in fig. 12b. 

=0 

The com plexi ty of this expression makes i t difficult to judge the possible occur­

rence of a change in sign. However, at x = xA a positive value is observed: 

.::: ./RI1l~-~~~) ~~~ 7-l) ~ 
zf"..-rsJ-4 

?0 . 

Several distributions along the section AD are shown in fig. 12b (case 0- 3). Case 3 

implies the existence of a relative minimum. Since the slope at x = x A is always 

positive the presence of a relative minimum in the interval xA ~~ x ~~ X
0 

implies the 

existence oftwo extrema at least. Therefore, the necessary condition 

I 
(5.119) 

must yield at least two different roots in the interval. With (5.118) and (5.113)2 

equ. (5.119) yields 
V 

d if't(J 

d):'-

= 0. (5.120) 
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This problern is equivalent to the search for the points ofintersection oftwo curves 
ZJ (x) and zz(x), i.e., 

(5.121) 

where 

(5.122) 

the function Yt(x) is given by (5.115). A geometrical discussion ofthe two functions 

zt (x) and z2(x) will yield the required information. 

The function Yt(x) may be written as 

• ·; #;._ 
.f (tA :t (Jf') 

.:::: 13x- I-- ~x- (5.123) 

with 

tA 
4 4 ~ t:h -4}?-o (5.124) - !S - ~ := ,;;;t; ,r-l~ 

4-I~'.H .3 I 
() 

where l3 is positive by assumption. Thus, 

-~ 

- ß + r~ r ~l.x-'l} .b
2r .>o 

(5.125) 

>O 
• 

For large values ofx the function Yt(x) approaches the straight line 2 6x from 

above; and for x-values close to zero Yt (x) is tangent to (flf 112 + B x). Its curvature 

is positive for all 0 <x and continuously decreasing. Fig. 13 gives a qualitative 

idea ofthe shape ofyt(x) as well as its square, i.e., zt(x); this figure is constructed 

for some arbitrary x-scale and arbitrary value l3 but for n = 5. 
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The first and second derivative ofz1(x) is given by 

' ti?., 
Lif;, 

d:& >o - .::::; 

d.JC- dK" 

(5.126)A 

d 1
%1 J({i)z f .t 11 

tl~:;:, >o ....... d~l. 
d.Cl 

and for z2(x) one obtains explicitely 

' ~ 

( 
!< 11 l (m" -/1~" 'A )) (.t 

- ll (~t<J -4) 
lfJ' (5.126)B 

-- ( 

Obviously, the shape ofthe Z2(X)-function is determined by the ratio* (m- {3)/n > 0 

ofthe three exponents. If 

Case 1 .::L< 1111-/J 
.l" h 

Case 2 
., ~-4 

,/, 
:::;:; 

"""' 
\{ .x'>o (5.127) 

• 

Case 3 ,4 t'JN-/J - > .t 4 <O 

Clearly, for cases 2 and 3 there exists one and only one point of intersection of the 

t\l./O curves Zi(x) and z2(x) as shown in fig. 14. Case 1 requires some further analy-

sis. 

* The positiveness of(m- ß) and n in an inherent property ofthe Robinson 
model. 
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For large values ofx the ratio ofthe two functions z1(x) and zz(x) is given by 

where 

(5.128) 

Hence, for case 1 (i.e., ~-,4)~ > /2.) 

(a) ~ ~"" ~~ 
"('--+ .00 'i!!l 

(6}L ~ = '1- il· 
y_.~ z-~. ~ 

(5.129) .:::: /1 if and only if 

(c} ~ ~ ~o -
~~ r~Od 

At x = 0 one observes zt(O) = tfl < z2(0) = 1 and for large x-values case l(a) implies 

z1 (x) ~ z2(x); this requires that there exists at least one or a Zarger uneven number 

of intersections of the two cu rves z 1 (x) and zz(x); if there is more than one in tersec­

tion there should be at least three. 

The case ofone intersection, possibly in the interval xA <x<x
0 

as shown in fig. 12 

(case 2), seems tobe the most likely case. In fact, we will prove that for case 1(a) 

there is one and only one intersection in the range x > xA. 

As noted above the two functions ZJ(X) and zz(x) have at least one intersection for 

case 1(a). Assurne that their first intersection is at x = xi >xA (fig. 14). Consider the 

lower bound function ofzr(x) given by 

~ (lf). 
) 
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for large values ofn or large values ofx this is also a good approximation for z1 (x). 

The intersection ofthe two functions (zthb and Z2 is determined by 

// ~ .l..z""' IP z"' lh-/3 
rrc:J 2 = /ffc_ '---... 

I 

As long as (m- {3)/n < 1 the shape ofthese two functions ofi2 shows that there ex-
""' ist one and only one intersection (I2)i 

,.V . z 
(~)i = fx;;46 > 

l 

f~) I 

which corresponds to the value (xj)ub, an upper bound for Xj. Consequently, the ac­

tual functions ZJ and Z2 allow one and only one intersection in the range x >x A for 

case l(aJ. 

On the other hand, case l(c) impliesthat zt(x) ~ z2(x) for large x-values. Thus, 

there exist none or at least two intersections depending on the factors l3 and ~. 

For case l(b) there exist one or two intersections depending also on the parameter 

l3 and t. Some ofthese cases are illustrated in fig. 14. 

It should be pointed out that the existence of a relative minimum in the critical re­

gion B'CA requires that at least two intersections of the functions Zl (x) and z2(x) 

exist and are located in the interval xA < x :.:: xo. The above remark should be ob­

served when studying the following conclusions. 

Case 3 & 2 ("hh·t3)ß" ~ ~ and 

Case 1( a) ~ <~-13)/...,.._ < 4 

One and only point ofintersection ofz1(x) and z2(x) for xA < x 

=:} relative minimum does not exist in critical region B'CA 

Case 1( b) (AH -/J)/""" = A 

One or two intersections for xA < x 

=:} existence ofrelative minimum cannot be excluded; depends on para­

meter l3 and ~. too. 

Case 11 cJ ( .-.. -/.3)/~ > """ 

None or two intersections for xA < x 

=:} existence ofrelative minimumnot excluded; depends on parameter 13 
and t, too. 
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If(m- ß}in < 1, a relative minimum ofthe lower bound-dissipation Yt.n does not 

exist in the critical region B'CA and the distribution (3) in fig. 12b is not possible. 

Consequently, the absolute minimum ofyi.B is either at A or at D (distribution 0, 1 

& 2, fig. 12b). AtA the dissipation is positive a priori, but at D it may be positive or 

negative. Therefore, these results yield the following theorem: 

The inequality 

(5.130) 

and, provided a critical region exists and (m- ß)/n < 1, the inequality 

0 (5.131) 

with 

) 

(5.132) 

(Jf} -4)~ 

r~! -"ltl}r. 
are nece:-;sary and suffrcient conditions for the intrinsic dissipation y tobe 

Al> IV <V' 

positive whatever the variables Iz, .J2, Kz. 

..J "" 

It should be nuted that both inequaiities do not involve the state variables Iz, J2, -K2 anymore but only temperature dependent material parameters. Further, for 

the derivation of(5.130) and (5.131) use ofthe positiveness ofthe parameters A, H, 

R, K, m, n, ß, ;t: as weil as (m- ßl ar .. d (2ß- 1) has been made. 
q} (;) 
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'I'he above inequality (5.131) is a criterion which applies whenever a critical re­

gion.exists that is if(see (5.102)) 

(~ -4/f > 4 (5.133) 
f) 

If, however, 

{fiH -4)1 < A 
X~ (5.134) 

D 

a critical region does not exist and the intrinsic dissipation is positive everywhere. 

So inequality (5.134) is the first criterion tobe tested. 

Further, the above inequality (5.131) applies only ifthe ratio ofthe exponents is 

bounded by 

(5.135) 

If(m- {i),n ~ lthe situation is much more complex; a necessary and sufficient con­

dition has not been derived yet. Fortunately, in most applications ofthe Robinson 

model [56, 6ll the exponents have the typical values n- 4-5, m- 3.5-4, t < ß < 1 

suchthat (5.135) is satisfied. 'I'herefore, an analysis ofthe more complex situation 

(m- ß)/n l is superfluous. 

'l'he derivation of a strict upper bound criterion for the parameter M using (5.131) 

and (5.132) is a difficult task. However, a sufficient upper bound may be obtained 

as follows. The assumed existence of a critical region requires that 

(5.136) 

which implies 

-4 > 0. 

Consequentiy, equ. (5.131) yields 
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~-fl<~- ?t. 
: r,.r;:; (5.137) 

The basic trick is to find an expression which is an upper bound for the left band 

side of(5.137) and which allows an explicit analytical solution for the parameter 

M.lf(yl )ub and (Ylhb is an upper and a lower bound for Yl, respectively, then 
0 ~ D 

(5.138) 

and the above left hand side is an upper bound of the r.h.s. Instead of requiring 

(5.137) the inequality 

•14<~-Pt. 1 f{'/ (5.139) 

is enforced.lf the parameters satisfy (5.139), even more so inequality (5.137) is 

satisfied. Therefore, inequality (5.139) is only a sufficient criterion. 

Dropping the term 11(1 + 2n) in (5.132)2, a lower bound for Yt is 
"' 

~· 
Obviously, an upper bound is 

(5.140) 

=: (t -1!)/JJx; -(c (5.141) 

but a reduced upper bound can be obtained as follows. The function Yt(x) in the 

critical region B'CA approaches the straight line 2ax from above (fig. 13). There­

fore, a parallel shift ofthis asymptote through point A gives an upper bound func­

tion for Yt(x) which is below the boundary AC (fig. 13). Thus 

) + (5.142) 
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where 

~ .::: [~~~ -4 J 
Observing (5.124), one gets fJ 

• (5.143) 

(5.144) 

Combining (5.140), (5.141), and (5.144), one obtains 

< (5.145) 

Thus, for !arge values of n the upper and lower bound arerather close. Fora mod­

erately !arge value, e.g., n = 4, inequality (5.145) gives 

With the definition 

~·-/~ ...... (5.146) 

and introdueing (5.140) and (5.141) into (5.139), one obtains 
-41 Zß 

) I 4) ~ /lfL~t 
-A { A ~ ;;- < 

Ii ~ 

(5.14 7) 
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where 

(5.148) 

and 

/1 .. 

Still the l.h.s. of(5.147) does not alJow an analytic solution for p or M. But taking 

an upper bound ofthe l.h.s. of(5.147), suchthat 

(5.149) 

is used instead of (5.145), greatly sirnplifies the problern and if the parameters sat­

isfy (5.149), even more so they satisfy (5.14 7). Beyond that the l.h.s. of (5.149) may 

be a good approxirnation for the l.h.s. of(5.147) ifp ~ 1; then 

( /1- ~) 4 

Note that the present analysis is clone under the assumption that a critical region 

exists; this is the case if and only if 

(5.150) 

Ifx is a :::;rnali number, 
rll 

(5.151) 

one obtains 

and (5.152) 

(
• ",-:1 ' 
/1- _:_; A. 

J 
Hornbergerand Stamm l58- 60], when performing parametric calculations with 

the Robinson model, have used a relatively large value for x, i.e., 
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However, Schwertel [61], when fitting the Robinsonmodel to experimental data of 

a stainless steel, proposes to use a value less than a smalllimit, i.e., 

-L 
o-/fo i 

this is to improve the fit. On the other hand, an extremely small value for x, say x-
• Cl 

10-6, would cause trouble for the numerical calculation. Thus, this remark demon-

strates that there exists materials which indeed require a relatively small value 

for x. 
f) 

Irrespective ofthe magnitude ofx, the inequality (5.149) is valid and from it the 

" relation 

follows; with ( 5.148) this yields 

Note that this condition is only a sufficient upper bound criterion for Jl. That is, 

provided a critical region exists, i.e., 

> 

and a relative minimum is not located in the interval xA <x<x, which is certain 
() 

for 

J 

the conditiun (5.153) assures that the intrinsic dissipation is positive. However, 

values of Jllarger than the r.h.s. of(5.153) arenot forbidden. 

1'\ l • J 

vOVJOUSly, 
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'rherefore, the sufficient condi tion (5.153) encompasses the condition (5.134) for 

the non-existence of a critical region. 

Fora neces:>ary and suff'icient condition one has to apply (5.131) and (5.132). How­

ever, ifn is large, the upper and lower bounds (yi)ub2 and (YÜib are "close" to the 

exact value Yl, and ifx ~ 1, then inequality (5.153) represents a "good" approxi­

mation to the necessary and sufficient condition (5.131) for p (or M). 

Provided 

-<<A (5.154) 

the r.h.s. (5.153) may be simplified 

(5.155) 

With (5.146) one finally obtains 

The shift of the upper bound forM to values larger than (1 + llx)x2ß/H depends lin-
• 0 

early on the ratio w/x ofthe two small quantities wand x. It is obvious that for w/x 
tll 6 0 

~ 1 this shift is negligible and criterion (5.106)A is sufficiently accurate. 
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6. Stability Properties of Eguilibrium States 

In section (2.2) it has been pointed out that the evaluation ofthe residual entropy 

inequality at an equilibrium state yields important but limited restrictions on the 

constitutive functions if continuity and sufficient differentiability ofthe constitu­

tive functions are assumed. Now, one should be aware ofthe fact that necessary 

and sufficient criteria for non-negative entropy production for all states in the 

state space have already be derived. Thus, the requirements (2.18) need not be 

discussed here. 

We turn to the derivation of certain consequences following from stability 

requirements of the equilibrium states. 

At first equilibrium states characterized by 

-<0 

= 0 

are considered where sEkl and aEkl are equilibrium values. States defined by 
G E 

f=' E = 4 St~e S.RtE. - 4 = 0 
z. d( l. 

() 

(6.1) 

are discussed later. In the neighborhood ofthe above equilibrium states (6.1) the 

plasticstrainrate ePkl vanishes identically. Thus, the evolution equation (4.23) for 

the back stress reduces to 

(6.2) 

Consider an equilibrium state with the following equilibrium values 

e 
E~ equilibrium value oftotal strain 

E_e 
k " " " plastic strain 

I! ..... o Q...k " " " back stress 

Te " " " temperature 
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Correspondingly, the equilibrium values ofthe stress and the deviatoric stress, 

i.e., af1 and S~J are given by Hooke's law (3.2) suchthat (6.1h is satisfied. We now 

consider a disturbed state suchthat all these values remain unchanged except the 

akt, which take new initial values aid. We require that this disturbance lfkt is 

sufficiently small suchthat plastic strain rates do not occur, i.e., (3.4)2 applies. Ifit 
is now required that the equilibrium state is locally asymptotically stable under 
constant total strain and temperature*, then it is obvious from the differential 
equations (6.2) that R must be positive, i.e., 

(6.3) 

The thermodynamic restriction (5.95)}, which is a consequence ofthe evaluation of 

the residual dissipation inequality, then implies** 

(6.4) 

This result can also be derived along the lines sketched in section 2.2. Starting 
from the same assumption as above, the residual dissipation inequality takes the 

following form during an isothermal relaxation process in the neighborhood of an 

equilibrium state where CPkl = 0 

d~ 
-9 dClk 

(6.5) 

For the constitutive model under consideration the equality sign applies only at 
an equilibrium state, i.e., the model is strictly dissipative. Thus, equ. (6.5) implies 

along an isothermal relaxation process 

* It should be kept in mind that different constraints could be applied, e.g., 
adiabatic enclosure at constant total strain. 

** The case M::::: 0 is ofno interest. It implies a vanishing entropy production due 
to the internal variables. 
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where 

Since the equilibrium states satisfying (6.1) are locally asymptotically stable, 

inequality (6.6) may be written as 

(6.7) 

(6.8) 

valid for all values apq in the neighborhood of atq. The equality sign applies only 

at the equilibrium state. Consequently, equ. (2.43) applies which yields 

(6.9) 

for all Variations Bapq subject to the constraint 

laA = o 

which is due to the deviatoric character ofthe back stress tensor.lt isatrivial 

matter to show that (6.9)} yields (6.7), and (6.9)2 implies 

(6.10) 

We now turn to equilibrium states characterized by 

\ FG &:: ::! s,t ~ " D -4 -,l, ;c_Z 
t:) 

aG' = 0 (6.11) 
~ 
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lt is obvious that a perturbation ofthese equilibrium states, suchthat the total 

strain Ctd and temperature T are kept constant, may yield the production ofplastic 

strain or not. Correspondingly, the following cases are considered: 

Case (1): The perturbed state is suchthat not only strain and temperature are 
the same as in the equilibrium state but also the plastic strain. Consequently, the 
elastic strain and thus the stress remains unperturbated but the internal vari­

ables are affected. We assume that this perturbed state is within the region where 

(3.4)2 applies but not on its boundary. Thus, during the following isothermal 

relaxation process no plastic strain is produced. Therefore, only the simple rela­
tion (6.2) applies and it is clear from the previous discussion that the internal vari­

ables relax to the equilibrium values aEkl =0 with increasing time. Consequently, 

undersuch disturbances the equilibrium states are asymptotically stable. 

Case (2): We assume that the perturbation is suchthat the total strain and 

temperature are the same as in the equilibrium state butthat the equilibrium 

values of the plastic strain CPkl and back stress akl are perturbed too. The response 

during the following isothermal relaxation process depends strongly on the fact 

whether plastic strains are produced or not. This can be decided on the basis of the 

constraint conditions given in (3.4). We assume the perturbed state satisfies the 
condition 

-4 <o u 
o -o 

S• .C..t'4 <o 

so that the plastic strain rates are vanishing. Then relation (6.2) applies and the 

back stresses relax to the equilibrium values aEkl = 0. However, the other 

variables, i.e., plastic strain, elastic strain, and stress, remain at their perturbed 

values CPkl, C~kl, and Ski· Thus, under this kind of disturbance the equilibrium 

state is not asymptotically stable. However, the response ofthe material under a 

bounded perturbation is bounded. Under the above conditions the equilibrium 
state may be considered tobe indifferent. 

Case (3): Again we consider a perturbation as in case (2), however, the perturbed 

state should satisfy the constraints 

r">o 
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Thus, during the following process at constant total strain Ekl = eEkl and temper­

ature T =TE the plasticstrainrate is non-vanishing such that (3.4h and ( 4.23)2 

apply. Note that (4.23)2 is the appropriate form since the perturbation äkl is 

assumed tobe sufficiently small suchthat 

The ordinary differential equations governing the above process are derived as 

follows. Equ. (3.2) yields the deviatoric stress 

and with (3.1) one obtains aftertime differentiation 

note that Jl is assumed constant and CPkl is deviatoric. Iftotal strain and temper­
ature are held constant, then (6.12) reduces to 

" "P 
s~ = -0 .e~. (6.13) 

Consequently, observing (3.4h, (6.13), and (4.23)z, 

.. 
s41 

(6.14) 

• 
a~ 

and this represents the required set of differential equations for the deviatoric 
stress and back stress*. The associated initial conditions (perturbed values) are 

-\'. /_' .: ~!--« ( "'/ -~ 

(I 
(6.15) 

a4f()J .:: a..(~ 

* Equations (6.14) represent a system of12-2 = 10 independent ordinary diffe­
rential equations. Note that thjs §.YStem can be condensed to a system ofthree 
O.D.E.'s for the invariants Tz, J2, K2. 
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and these values are required to satisfy 
F () _ 4 (sh•- ~"1Ü ) fse~ - a~4) _ 4 l- .;el. 

." 

and 

The initial values ofthe deviatoric stresses are given by 

s~ .2~ ( ~:;; 
t> 

t!h) - A Ei~" - .3 

where 

eo e. c po e""'E E-u - ek .h b . 

The stability properties ofthe above nonlinear system of ordinary differential 

equations cannot be judged simply by inspection. Mathematical methods are 

required, and we will comment on two standard approaches [67]: 

(1) Linearization at the equilibrium point 

(2) The direct method ofLyapunov. 

The first method consists oftwo parts. Firstly, the derivation ofthe linear 

variational equations ofthe nonlinear system (6.14); this requires a Taylor series 

developement ofthe right hand side at the equilibrium point 

SM = Se 
~ 

G 
(6.16) 

a-k :: a.,u "" 0 

with 
e s rE 4' SAe s~-~. A 0 ::::- - -

./; ~z 

and a reformulation of(6.14) in terms ofthe deviations ~kl andiX'kl 

(6.17) 
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In the second part the stability analysis ofthe linear variational system is done. 

Turning to the first part, we note that generally n > 1 and, therefore, the first 

derivatives ofthe right hand sides of(6.14) vanish at the equilibrium point; this is 

true also for higher derivatives ifn is large. Thus, ifn is an integer and n > 1, 

linear variational equations cannot be set up. On the other hand, ifn is not an 

integer, a Taylor series development at the equilibrium state is not possible. 
Consequently, the approach (1) is not applicable to the system (1). 

For the discussion ofLyapunov's method some introductory remarks are neces­

sary. We denote the deviations (6.17) by the letter ~K 

(6.18) 

Then the system (6.14) may be put in the generalform 

(6.19) 

where 

(6.20) 

represents the equilibrium point. The initial conditions (6.15) read 

(6.21) 

The solution ~K(t) of(6.19) and (6.21) may be represented by a trajectory in the ~K­

space (phase space) starting at the point ~K = ~K· 

Lyapunov's theorem for a system of autonomaus differential equations may be 

formulated as follows [67, 90]. Assurne that a scalar function V(~K) can be pre­

scribed with the following properties: 

(a) V and its firstpartial derivatives are continuous in an open region n around 

the origin ~K =0, 

(b) V vanishes at the origin, i.e. V(o) = 0, 

(c) V is positive everywhere in n. Thus the origin is an isolated minimum ofV. 

A function with the properties (b) and (c) is called positive definite. 
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/}J/ • 
- :1~ t 

(7 J";< 

is negative semidefinite or identically zero along all trajectories, i.e., if 

then the unperturbed solution, i.e., the equilibrium point ~K =0, is stable. IfV is 
negative definite 

except for ~K =0 where V= 0, then the unperturbed solution is asymptotically 
stable.* 

We recall the fact that the intrinsic dissipation must be non-negative during any 

process and, therefore, also for processes at constant total strain and temperature, 
i.e., along solutions of(6.14) and (6.16). Within the plastic region the intrinsic 

dissipation (2.99) reads 

> 0 - (6.22) 

where 

V 

- ~ ( ej, ( Erts
1 
E~s1 tt>-11;) 1 /; a~:..). 

(6.23) 

At constant strain and temperature 

and consequently 

* For the strict definition of stability see ref. [67, 90] 
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we obtain from inequality (6.22) 

.c::::. o .. (6.24) 

The rate ofthe free energy is strictly negative in the plastic region but vanishes at 

the equilibrium state. 

Condition (6.24) gives the motivation to check whether the free energy satisfies 

the requirements ofLyapunov's theorem observing that a constant term may 

always be added. Substracting the value at the equilibrium state gives 

(6.25) 

suchthat requirement (b) is satisfied by ßqr. Further, by assumption, requirement 

(a) is satisfied everywhere and since (6.24) applies to w it also applies to ßw. 

Using Hooke's law (3.2), the free energy may also be expressed in terms ofthe 

stresses 

X A 

Ll'f = 'tfo.u' 0 aN;~) tp.e 

-1.1. 
Ar Jl 

" Nah tiL~ -J- }b{r) ~E 
$ ~ 

(6.26) 
X;< Kt(. 

't (siL, 6;"~, T, a") Jbe 

1. 1. ( /f'f'l/ 
~r~v 

~ .. u... 6:.~) - 5'M S~.t .Je - ~ l.. E 

A r 
+ 'lf {7) 
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where 

I 
JJ- (6.27) 

Note that 

thus, if the total strain and temperature are held constant, the trace Omm or the 

hydrostatic pressure 

does not change. Ifthe deviations (6.17) are introduced in Ä:tp, equ. (6.26), it is seen 

that ~klare quadratic but also linearly involved and the coefficients ofthe linear 

terms do not vanish identically: 

Consequently, the difference Ll1p is not positive definite in the neighborhood ofthe 

considered equilibrium state. Thus, ilw is not a Lyapunov function and stability 

cannot be assessed on this basis. 

Presently, we will postpone the stability analysis ofthe generalnonlinear system 

(6.14) and (6.15). We expect that the perturbated state will relax to the equilib­

rium state characterized by (6.11) ifthe material parameters A, H, and Rare 

positive, p taken tobe positive anyway. But possibly this behaviour depends on 

the initial disturbance. In fact, it can be shown [91] for the restricted condition of a 

uniaxial state ofstress that the equilibrium state (6.11) is not locally asymptoti­

cally stable: The equilibrium state is on the boundary of its domain of attraction 
(see fig. 2). 

Summarizing the discussion of equilibrium states characterized by (6.11), it has 

been demonstrated that their stability depends on the kind of disturbance: For 

some disturbances asymptotic stability is assured, for others a kind ofindifferent 

equilibrium is observed. Ifthe perturbated state is in the plastic region andre­

mains in this region at constant strain and temperature, asymptotic stability is 

not assured, but a general analysis is not yet available. 
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An important observation should be added. Ifthe equilibrium state is locally 

asymptotically stable, the free energy has a relative minimum at the equilibrium 

state which implies (2.43) 

as shown in section (2.2). 

Using the terminology ofthe classical Theory oHrreversible Processes [92, 93], 

the quantities -p PlJ!f;)ay represent the "affinities" or "thermodynamic forces" 

associated with the "thermodynamic fluxes" ay, i.e., the rates ofthe internal 

variables. Thus, under the above assumptions the "thermodynamic forces" vanish 

at equilibrium. Classically, this is considered as apart ofthe definition ofthermo­

dynamic equilibrium [93, 95]. For the equilibrium states in the non-plastic region 

(6.1) the thermodynamic forces (-p {)wl & Umn)E indeed vanish as seen from equ. 

(6.9)}. However, equilibrium states characterized by (6.11) arenot locally 

asymptotically stable, and so the free energy has no relative minimum. This is 

seenalso from (6.22) which can be written as 

?:.. 0 

and obviously 

The "thermodynamic forces" ofthe plastic strain rates are given by the deviatoric 

stresses which do not vanish at the equilibrium states. Thus, following the discus­

sion ofBowen [14], equ. (6.11) characterizes non-classical ("false") equilibrium 

states. 

Finally, the following remark should be made. The assumed external constraints 

on the process following a perturbation, i.e., constant total strain and temper­

ature, isjust one set of constraints which involves heat exchange ofthe body with 

the surrounding but no exchange ofmechanical work. Stability should also be 

studiedunder other constraints, e.g., when neither work nor heat are exchanged. 
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7. Discussion and Conclusions 

The primary aim ofthe present study is to analyse whether or not a version ofthe 

Robinsonmodel is consistent with thermodynamic principles as motivated in sec­

tion 1. Here it should be noted that the Robinsonmodel is a mechanical modelnot 

.embedded in a truly thermodynamic frame although it involves the temperature. 

Therefore, a thermodynamic consistency analysis requires an extension of the 

model, i.e., an assumption about the structure ofthe free energy. 

'rhe analysiswas clone und er a set of simplifications: 

~ Isotropie hardening was ignored, and, therefore, also the thermomechanical 

history dependence ofthe drag stress K. This simplification reduces the num­

ber of evolution equations by one. 

The static recovery term in the evolution equation ofthe back stress ak) was 

modified in the same way as done by Hornbergerand Stamm [58-60]. This 

not only eliminates a discontinuity in this evolution equation but also allows 

for the existence of equilibrium states. 

The second law ofthermodynamics is taken tobe the classical Clausius­

Duhem entropy inequality. Further, its evaluationwas based on the 

Coleman-Noll argument. More advanced principles and concepts, e.g., the 

approach ofMüller [62] (see also (63]), require a more elaborate analysis. 

Starting point for the above analysiswas the thermodynamics with internal state 

variables formulated by Coleman and Gurtin [13] within the frame ofRational 

Thermodynamics. This generalframewas used by Perzyna and Wojno (19-22] and 

Kratochvil and Dillon [27, 28] to analyse the thermodynamic restrictions imposed 

on some elastic-viscoplastic or elastic-plastic material models. In these contribu­

tions the inelastic strains were interpreted as internal state variables suchthat 

the results of Coleman and Gurtin could be directly applied. This interpretation 

was also used in the present analysis. 

Usually, the derivation ofthermodynamic restrictions implies the assumption 

that processes are smooth functions oftime; thus, the local instantform of the 

Clausius-Duhem entropy inequaHty is an adequate starting point. In fact, this is 

an assumption contained in the work (13, 63]. However, the Robinsonmodel has 

the peculiar property that the evolution equations for the inelastic strain and the 

back stre8s involve discontinutties in the rates ofthese variables. Therefore, the 
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Robinsonmodel requires a more general starting point, i.e., a time-integral formu­

lation of the Clausius-Duhem entropy inequality and time-integral balance equa­

tions. Allowing for discontinuities in the evolution functions for the internal vari­

ables, a general internal variablemodelwas set up suchthat the Robinsonmodel 

(without thermomechanical history dependence) is a special case. The constitutive 

functions for internal energy, entropy, or free energy, however, were assumed to 
be continuous and differentiable up to any needed order. Under these conditions 

the instant Clausius-Duhem entropy inequality is adequate for all states except 

those where a discontinuity in the rates occurs; here the time-integral form is re­

quired. 'I'he instantform imposes restrictions as usual. It was shown then that the 

time-integral form does not impose additional constitutive restrictions at states 

where a discontinuity in the rates ofthe internal variables occurs. However, 

discontinuities in the process variables are induced. As a consequence, the restric­

tions obtained from the classical instantform ofthe Clausius-Duhem entropy in­

equality are applicable to all states, and no other constitutive restrictions aretobe 

observed. 

One may question whether the assumed differentiability ofthe free energy is com­

patible with the discontinuities in the evolution equations for the internal vari­

ables [113]. Same remarks on this subject are in place here. 

In the classicallinear Theory oHrreversible Processes (TIP) the rates Öy of the in­

ternal variables, i.e., the "thermodynamic fluxes", are assumed tobe linearly re­

lated to the ::.ocalled "thermodynamic forces" Ay so that 

The Ay are the "work coefficients" ofthe fluxes in the Gibbs fundamental equation 

whose validity is a basic assumption ofTIP. Ifthe free energy w is differentiable 

with respect to the internal variables then it may be shown that 

.. 

Here one considers the "forces" as the causes ofthe "fluxes"; then, formally, a dis­

continuity in the "fluxes" is obtained ifthe "forces" are discontinuous or ifthe coef­

ficients Lvö relating "forces" and "fluxes" are discontinuous. Thus, there appears 

tobe no basic requirement that a discontinuity in the rates ay -the fluxes- should 

always be connected only to a discontinuity in the derivatives awlaay ofthe free en­

ergy, i.e., the "forces", even in the linear Theory oHrreversible Processes. Further-
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more, the present analysis is within the frame ofRational Thermodynamics which 

does not use the concept offorces and fluxes and which does not enforce a priory a 

Gibbs fundamental equation but which is fairly general with respect to the evolu­

tion and the state equations. Of course, the assumption of sufficiently smooth state 

functions (2.1) is a restriction on the constitutive behavior. 

The present material model is a macroscopic phenomenological modeland the in­

ternal variables used represent suitably chosen macroscopic mathematical enti­

ties to describe some ofthe observed material behavior. The understanding is that, 
in a certain auerage sense, they reflect essential features ofmicrostructural 

changes. 'l'his interpretation is followed by many ofthe cited writers. Others have 

associated a\' with special structural changes occuring at localized sites within the 
body, e.g., Rice and coworkers [32, 114, 115]. There the state functions arenot ex­

plicitly required tobe differentiable with respect to the historyvariables denoted 

by H; however, the notation in [32, 114, 115] is somewhat irritating since it is not 

always clear whether the existence of a limiting process for the state functions ex­

ists or not. In any case, the assumption ofdifferentiability ofthe free energy is not 

just a formality which has also been pointed out by Nemat-Nasser [116]; in gener­

al this assumption may exclude certain effects. 

The constitutive restrictions obtained for the Robinsonmodel will now be dis­

cussed. Herewe willfirstturn to the thermodynamically extended model; later 

the consequences for the purely mechanical modelwill be considered. 

The thermodynamic e~tension requires an assumption about the free energy. The 

elastic response is described by Hooke's law where the elastic constants are possi­

bly tempera ture dependent but independent on the plastic strains and back stress­

es. Therefore, the free energy consists of a term depending only on the first and 

second invariant ofthe elastic strains suchthat the elastic strains (or the stresses) 

are quadratically involved. This term is entirely analogous to classical thermoe­

lastic assumptions. However, this term has tobe supplemented additively by two 

terms representing the influence ofthe back stress and, of course, the purely ther­

mal effects. The essential assumptionisthat the second invariant ofthe deviatoric 

back stress is involved lineariy so that the free energy depends only quadratically 

on the back stress; this is the mostsimple assumption compatible with isotropy 

and differentiability. 
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Expecting mathematical simplicity, the uniaxial case was subjected to a consis­

tency analysis first. But since the multiaxial case is the more embracing one, we 

will restriet the discussion to this case. 

The requirement that the intrisinc dissipation is non-negative for all admissible 

processes has yielded a set of conditions with different logical properties. The nec­

essary condition (5.97), i.e., 

>o 

gives with R > 0 (7.1) 

0, 

Further, implying (7 .1)2 and assuming a critical region does not exist, i.e., 

~~t - 1}-K'; ~ 4 or equivalently (7.2)A 

II 

the intrinsic dissipation is assured tobe non-negative; thus, inequality (7 .2)A is 

only a suf{Lcient condition. However, if a critical region exists, that is 

and if 
""_/.3 

0< 

condition (5.131), i.e., 

where 

(7.2)B 

' (7.3) 

(7.4) 
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is a necessary and sufficient requirement foranon-negative intrinsic dissipation. 

These condi tions involve only the temperature dependent material parameters 

but not the variables "stress", "back stress", and "plastic strain". 

It is important to note that, when deriving the above restrictions, it was under­

stood that the material parameters satisfy the following requirements: 

Firstly, 

f1~ 1 ~ >O 
I 11P 

>- 0 
(7.5) 

and secondly and more specific, 

I 
< A. (7.6) 

The condition (m- ß) > 0 assures that an equilibrium state for vanishing back 

stresses exists (see section 4.2). 'rhe condition ß 2 1/2 implies that a critical region 

in the (x,y)-plane has a quasi triangular shape suchthat the existence or non­

existence of a critical region can be characterized by the simple criteria (7 .2)A&B· 

Finally, when the condition (m- ß)/n < 1 applies it is certain that a relative mini­

mum of the lower bound-dissipation does not exist in the critical region B'CA. 

Practically relevant material data are consistent with the conditions (7 .6). There­

fore, the analysiswas not extended to the range (m- ß)/n < 1. In this range, strict 

conditions are more complex. 

Whereas inequality (7.1)2 represents a necessary lower bound criterion for the free 

energy parameter M and (7.2)A a sufficient upper bound criterion, condition (7.4)} 

should yield a necessary and sufficient upper bound forM. However, a strict crite­

rion is difficult to obtain. Nevertheless, it was possible to develop from (7.4) an im­

proved sufficient upper bound forM using bounding estimates ofvarious terms in 

(7 .4). This bound is given by (5.153) or explicitly 
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obviously, this condition includes the sufficient condition (7.2)A. Further, it may 

be shown that for !arge values ofthe exponent n and small values x (x ~ 1) the 
" " above condition represents a good approximation for (7.4)!. 

TheSeparation ofthe dissipation inequality into the two conditions (7.1)} and 

(7.4)] is due to the fact that the Robinsonmodel involves a "switch" which controls 

the transition between regions where the plasticstrainrate is either vanishing or 

not. If the plasticstrainrate vanishes, then dissipation is only due to the static re­

covery characterized by the parameter R. Thus, inequality (7.1)} expresses the 

fact that this contribution to the total dissipation must be non-negative and this is 

a necessary and sufficient condition whenever the plastic strain rates vanish. 

It should be noted that the derivation of(7.1)) actually did not involve any as­

sumptions on the two parameters Rand M. Thus, for R=I=O and M:fO condition 

(7.1)) simply requires that Rand M have the same sign. Of course, M=O is math­

ematically permissible but this would imply that the internal variables akl - the 

back stresses- do not contribute to the intrinsic entropy production which appears 

tobe unreasonable. Therefore, assuming R(1')>0, condition (7.1h simply implies 

M('l') > 0. The positiveness ofthe recoveryparameterRas weil as the hardening 

parameter His an essential property ofthe Robinson model. The equality ofsign 

of both RandHis necessary for the existence of stationary states, e.g., secondary 

creep. Otherwise the hardening and the "static" recovery term in the evolution 

equations for the back stress could not compensate each other to yield a vanishing 

rate in the back stress. Also, ifboth Rand H where negative, primary creep with a 

decreasing creep rate could not be modeled. Furthermore, the positiveness ofthe 

parameter R alone implies that equilibrium states in the region ofvanishing plas­

tic strain rates are asymptotically stable under constant strain and temperature 

(section 6). This isarather reasonable property since otherwise equilibrium states 

could not exist in nature. Thus, we conclude that a unique assignment of either a 

positive or negative sign to each ofthe parameters Rand M cannot be based on 

thermodynamic considerations alone but other physically reasonable require­

ments, e.g., certain simple response properties ofthe model or stability of equilib­

rium states, are necessary too. 

In this connection it should be puinted out that in the present analysis the require­

ment of positiveness ofthe entropy production (second law) does not impose stabil­

ity of equilibrium states by itself, but stability isaseparate demancl.. Similar ob­

servations were made by Perzyna [96], Podio-Guidugli [97], Anthony [98], and es-
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pecially Serrin [100] in his illuminating article; in fact, Coleman and Gurtin [13] 

introduced the asymptotic stability ofequilibrium states as an extra requirement. 

On the other hand, one may easily get the impression in textbooks that existence 
and stability of equilibrium states is a consequence ofthe first and second law 

alone (e.g. [102], [103], [62]). In fact, there exist several indications pointing to an 

intimate relationship between the second law and stability. Notably, the work of 

Ericksen [104, 105], Koiter (106], Coleman and Dill [108], and Gurtin [109] has re­

vealed that the Clausius-Duhem inequality induces Ljapunov stability of equilib­

rium states for a variety ofmaterials. Dafermos [110) established a different con­

nection between stability and the second law, in that stability is interpreted as 

continuous dependence ofthermodynamic processes on the initial state and supply 
terms. He showed within the context ofthermoelasticity theory without heat con­

duction that, whenever they exist, smooth processes are stable within the class of 

(not necessarily smooth) proper processes [110] that satisfy the Clausius-Duhem 

inequality in its traditional form. However, this result was established under cer­

tain assumptions on material response, relating to the convexity ofinternal ener­

gy. Thus, as pointed out by Dafermos (110], it is not generallytobe expected that 

the second law will by itself induce stability, unless it is supplemented by appro­

priate restrictions on constitutive relations. Here one may add the almosttrivial 

remark that primary assumptions and derived theorems obtained in one course of 

theoretical deduction may interchange their role in another course of deduction. 

Weillustrate this for the thermodynamically extended Robinson model. Lame's 

parameter 1, p arepositive by assumption. Ifthe free energy 'V is assumed tobe a 

positive function ofthe variables rw ** and vanishing at the reference state 

'Ti'** = {0, 0, T0 }, then this implies that the temperature dependent functions 

M('l') and qr'l'(1') arepositive too. Then, according to the dissipation inequality con­

dition, equ. (7 .lh is required which yields the positiveness ofthe parameter R. 

This in turn implies the asymptotic stability of equilibrium states in a regime 

with vanishing plastic strain rates. 

After this digression we proceed to discuss condition (7 .4). It has been demonstrat­

ed that the derivation of(7.4), especially its logical status, is less trivial than (7.1) 

since this requires the identification ofthe absolute minimum ofthe intrinsic dissi­

·pation in the critical region whenever such a region in the (x, y)-plane exists. 

The non-linearity ofthe problern forbids a formal analytic solution. Also a numeri­

cal approach would be of a very limited value. Rather, a geometric interpretation 

ofthe relations is used to a large extend. This allows for a limited range ofthe 
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parameters, i.e., (m- ß)/n < 1 as well as ß > 1/2, to exclude the existence of a rela­

tive minimum ofthe intrinsic dissipation in the critical region. 'fhis in turn per­

mits to localize the absolute minimum. Condition (7.4)} simply states that the in­

trinsic dissipation (more accurately: its lower attainable bound) at this location is 

non-negative. 

'I'he inequality (7 .4h can easily be used for a test ofthe thermodynamic consisten­

cy ofthe extended Robinson model. Further, the sufficient upper bound condition 

(7 .7) is a handy criterion for the free energy parameter M: It allows to define a 

rangeforM which assures that the extended Robinsonmodel is compatible with 

the dissi pa tion inequali ty. 

The derivation ofnecessary and sufficient conditions for the extended Robinson 

model has demonstrated that such an analysis is relatively complex; by no means 

it is certain that conditions, which involve only the temperature dependent mate­

rial parameters, can be derived in explicit terms. 'I'his complexity makes it under­

standable that various authors propose the concept of a positive convex dissipation 

potential which determines the evolution equations for the intervalvariables and 

which assures a positive intrinsic dissipation [e.g., 9, 32, 42, 95, 112, 114, 145]. 

'I'his approach has been criticized by Onat and Leckie [126]. 

'I'wo further remarks are added. 

Firstly, in the spirit ofRational Thermodynamics, which requires that the 

Clausius-Duhem entropy inequality is identically satisfied for all processes every 

extended Robinsonmodel with exponents satisfying (7 .6) but whose parameters 

arenot compatible with (7.4)) is thermodynamically inconsistent. Consequently, 

the model has tobe modified. Herewe will not elaborate on this subject in detail 

but ad hoc-possibilities are indicated. For some initial choice ofmaterial param­
eters the condition 

"' - ...... together wi th (5.91) and (5.95) defines a surface in the (Iz, Jz, Kz)-space; here the 
,., "" -temperature T is assumed tobe constant. This surface devides the (lz, Jz, Kz)-

space into an admissible region (y .. t. 1 =::: 0) and into an inadmissible region 
llll lU 

(yinitiul < 0). The surface may be considered as a kind ofswitch condition which 

controls a change in the constitutive modelsuchthat processes are allowed to 

transmit the initial surface y .. 
1 

= 0. A very simple adjustment is obtained if one 
lllllla ,., 

ofthe material parameters, e.g., H!'f')' R<'f)' Mm or jz. is modified suchthat the in-
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trinsic dissipation is non-negative. A specific choice wuuld be the one where the in­

trinsic dissipation vanishes identically (non-dissipative process). Consequently, 

the parameter modified will become a function.not only ofthe temperature but 
N N N . 

also ofthe invariants I2, J2, K2. 

On the other hand, the surface (y .. t. 1 = 0) may be considered as a kind of"limit-ml 1a 

ing surface" so that points beyond this surface cannot be reached. Thus, the limit-

ing surface represents a kind of"thermodynamic yield surface". Furtheranalysis 

of this idea is required but we will not proceed here. 

One must admit that all these approaches are purely hrmal and ad hoc and it is 

not excluded that the adjusted models fail when confronted with experimental re­
sults. 

It should be mentioned that a concept of a "thermodynamic yield surface" was set 

up by Lubliner [111]; starting from a set of evolution equations, it was possible to 

derive a yield condition from the Clausius-Duhem inequality. However, the struc­
ture ofthe evolution equations in [111]* is very different from the one considered 

in this report such that Lubliner's concept of a thermodynamic yield surface is not 

comparable with the one indicated above. 

We now turn to the primary question ofthe thermodynamic consistency ofthe 

mechanical Robinsonmodel without isotropic hardening whose parameters satisfy 

(7.5) and (7.6). The two thermodynamic conditions (7.1) and (7.4) contain the ther­

modynamic parameter M which is not part of the purely mechanical Robinson 

model. Thus, the parameter M is free and its choice has no consequences for the 

purely mechanical predictions. 

Both thermodynamic conditions (7.1) and (7.4) are formally satisfied ifthe para­

meter M is chosen such that 

note that the upper bound is solely defined by the parameters ofthe mechanical 

Robinson model. 

* Allevolution equations contain a scalar function cp, a priory restricted tobe a 
non-negative function ofthe state variables. As a consequence, the intrinsic 
dissipation is proportional to cp. 
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This result yields the following conclusions: 

• There exist a thermodynamically extended version ofthe Robinsonmodel 

which can be designed in such a way that the intrinsic entropy production is 

assured tobe non-negatwe whatever the parameters'" ofthe mechanical 

Robmson model are. Of course, the extension chosen hereisnot the only one 

but obviously the simplest. Since the parameters per se are found nottobe 

subject to thermodynamic restrictions, the mechanical Robinson model is for­

mally consistent with the second law. 

Consider the case that the mechanical Robinsonmodel with a given set of 

mechanical parameters is in agreement with the data of isothermal me­

chanical experiments (e.g. creep, relaxation etc.). The thermodynamic pa-

. rameter M is not required to predict these tests. Therefore, a choice consis­

tent with (7.8)A cannot be tested with these experiments. According to sec­

tion 4.1., the parameter M plays a quantitative role only in the energy bal­

ance equation; therefore, caloric measurements arealso required for the test 

ofthe validity ofthe thernwdynamically extended model and, obviously the ex­

tended model may possibly fail in these tests. 

Remark: 
~nother sufficient condition is given by (5.89) suchthat inequality (5.90) applies, 
1.e., roZß 

0 < JA ..::::: -- ,.,, - H . (7.8)B 

Obvious1y, this inequality is contained in (7 .8)A but more important it is also valid 
when (7.5) and (7.6)} but not (7.6)2 and (7.6)3 are satisfied. This situation has not 
been analyzed in this report but likely there exist an improved upper bound forM 
less restrictive than the one in (7 .8)g. In any case, the above interpretations for­
mally apply also when the exponents ofthe Robinsonmodel do not satisfy (7.6)z 
and (7 .6):J. 

Theseobservations clearly demonstrate that a thermodynamic consistency analy­

sis of a purely mechanical model can only yield the assurance that the model is the 

isothermal derivative of one or the other thermodynamically extended (i.e. non­

isotherma]) model which is compatible with the second law. This extended model 

may still fail energetically even under isothermal conditions. 

The generally accepted viewpoint that a purely mechanical material model should 

be thermodynamically consistent, i.e., compatible with the second law, has obvi-

** However, the parameters are required to satisfy (7 .5) and (7.6). 
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ously a quality which ranks above the requirement that the model should be com­

patible with some caloric test results which arenot in the centre ofinterest ofthe 

intended application. Two reasons are indicated: Firstly, this priority assures at 

least that the mechanical model is thermodynamically consistent in principle, and 

secondly, restrictions may be obtained which limit the range of possibilities for set­

ting up the mechanical model. This last aspect is frequently realized within a 

purely mechanical context by requiring that the mechanical material model 

should satisfy certain work-inequalities; they are or appear tobe related to irre­

versibility and the second law [119- 128]. An analysisoftbis relation and espe­

cially the relation to the concept used in this report must be postponed. 

We will close the discussion by pointing out the required future theoretical work 

to enhance understanding of the phenomenological Robinson model. 

So far only a simplified version of the Robinsonmodel has been analysed. 

The thermodynamical consistency analysis must be extended to include iso­

tropic hardening as well as the thermomechanical path dependence ofthe 

drag stress. This last aspect is modeled suchthat the evolution equation for 

the drag stress involves the rate of the observablevariable "temperature" in 

a non-integrable form [56]. This requires special attention when the 

Clausius-Duhem entropy inequality is evaluated. 

In this analysis the Clausius-Duhem inequality has been used in its traditio­

nal form in connection with the Coleman-Noll argument. Both concepts are 

subject to criticism [112, 63]. A more advanced and less restrictive entropy 

principle and a physically more realistic method for exploiting the entropy 

principle should be used [62). 

It is suggested to provide some evidence whether the choice ofthe free energy 

is acceptable in the light of available caloric experiments. 

Consequences ofwork-inequalities proposed in the literature to restriet 

purely mechanical material models should be applied to the Robinsonmodel 

and the results should be compared with the conclusions obtained in this re­

port. 

Last but not least it is mentioned that various visco-plastic models use the 

concept of a dissipationpotential to satisfy the Clausius-Duhem inequality. 

The relation ofthe Robinsonmodel to this concept should be clarified. 
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Nomenclature* 

material parameter in the evolution law for the visco-plastic 

strain, equ. (3.4) 

lumped parameter, equ. (5.124) 

deviatoric back ~tress, equ. (3. 7) 

lumped parameter, equ. (5.124) 

constraint functions, equ. (2.45), (2.94) 

function characterizing boundary of critical regime, equ. (5.14) 

lumped parameter, equ. (5.128) 

intrinsic dissipation due to recovery along boundary of critical 
regime, equ. (5.14) 

internal energy, equ. (2.67) or Y oung's modulus, equ. (3.3) 

evolution function for the internal variables, equ. (2.2) 

yield function, equ. (3.7) 

dimensionless second invariant ofback stress, equ. (3. 7) 

value defining switch in evolution equation for the back stress, 

equ. (3.5) 

temperature gradient, equ. (2.1) & page 6 

total heating, equ. (2.67), or hardening parameter, equ. (3.5) 

* 1'he number ofthe equation indicates where the symbol appears for the first 
time. 1'he Iist contains primarily those mathematical symbols which are used 
throughout the text. 
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evolution fundiun for internal variables, equ. (2.45) 

secund invariant of back stress (internal stress), equ. (3.7); 

dimensionless secund invariant, equ. (5.77) 

secund invariant ofeffective stress, equ. (3.7); dimensionless 

secund invariant, equ. (5. 77) 

kinetic energy, eq u. (2.67) 

2nd order simulaneuus invariant ofhaek stress and effective 

stress, equ. (5.G3); dimensionless simultaneaus invariant, equ. 

(5. 77) 

evolution function for internal variables, equ. (2.45) 

material purameter characterizing the contribution of the back 

stress to the free energy (stored energy parameter), equ. (4.5) 

material parameter: exponent in the evolution law for the back 

stress, eq u. ( ~3 .5) 

material parameter: exponent in the evolution law for the visco­

plastie strain, equ. (3.4) 

external uniL vectors in current and reference eonfiguration, equ. 

(2.67), (2.70) 

cutTent and reference surface ofbody 

total mechanical power, equ. (2.67) 

hydrostatie stress, pressure, page 116 

component uf(eurrent) heat flux vector 

heat flux veetor in current or reference configuration 
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external heat source per unit mass, equ. (2.3) 

set ofrate variables, equ. (2.52) 

recovery parameter, equ. (3.5) 

index denoting undeformed reference configuration, equ. (2.70) 

dimensionle::;::; intrinsic dissipation due to recovery, equ. (5.75) 

deviatoric stress, equ. (3.7) 

time 

stress vectors referred to current or reference configuration, equ. 

(2.67) 

absolute temperature, equ. (2.8) 

displacement vector and its components 

velocity veetor, equ. (2.67) 

volume in the current and reference configuration 

plastic work per unit volume, equ. (3.9) 

cartesian courdinate; a distinction between Eulerian and Lagran­

gian coordinates need nottobe made since infinitesimal displace­

ment gradients are assumed in this study 

variable, equ. t5.98) 

~"" IJ;=JI{ parameter, equ. (5.101) 

lumped parameter, equ. (5.143) 
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variable, equ. (5.98) 

function, solution of aylay = 0, equ. (5.108) & (5.115) 

y-position of y-minimum along B'C at x = x0 , equ.'(5.132) 

functions, equ. (5.122) 

general internal variables, equ. (2.1), (2.2) 

dimensionles:s internal variable characterizing the uniaxial back 

stress, equ. (3.16) 

value defining switch in evolution equations for the back stress, 

equ. (3.18) 

dimensionless value of a0 , equ. (3.18) 

tensorial internal variables, equ. (2.94) 

tensorial internal variable defining the back stress tensor (kine­

matic hardening variables), equ. (2.98), (2.99), (3.7) 

material parameter: exponent in evolution equation for the back 

stress, equ. (3.20) 

constitutive quantity and the related function, equ. (3.6), (3.8) 

dissipation (entropy production rate times absolute temperature): 

total dissipation, equ. (2.3), (2.5), & intrinsic dissipation, equ. 

(5.13) ff 

plastic, hardening and recovery contribution to intrinsic 

dissipation, equ. (5.60) 

lower bound-di:ssipation, equ. (5.96) 
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lower bound-dissipation at x= x0 , y = y'b, equ. (5.132) 

constitutive function, equ. (3.6), (3.8) 

internal energy per unit mass, equ. (2.1) 

total strain tensor, equ. (2.1) 

elastic strain lensor, equ. (3.1) 

visco-plastic strain tensor, equ. (3.1), (3.4) 

thermal strahl tensor, equ. (3.1), (3.2) 

deviation from equilibrium stress, equ. (6.17) 

entropy per unit mass, equ. (2.1) 

drag stress (i~otropic hardening variables), equ. (2.95), (3.6), (3.7) 

initial value of drag stress, proportional to yield stress, equ. (3.10) 

heat conductivity, equ. (4.13) 

eigenvalues, equ. (4.13) 

Lame's constants, equ. (3.3) 

dimensionless free energy parameter, equ. (5.146) 

Poisson's number, equ. (6.27) 

variables denoting deviation from equilibrium values, equ. (2.33), 

(6.18) 

various sets of independentvariables characterizing a point in 

different state spaces, equ. (2.11), (2.97), (2.102), (4.2), (5.1) 
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density, equ. 12.67) 

effective stress, equ. (3.6), (3.7) 

symmetric stress tensor; a distinction between the Cauchy stress 

and the Kirchhoff-Piola stress of 2nd kindisnot necessary, since 

infinitesimal displacement gradients are assumed, equ. (2.1) 

entropy production rate, equ. (2.3), or uniaxial stress, table 1, equ. 

(3.23) 

dimensional uniaxial stress, equ. (3.16) 

increment oftime (page 35) or shear stress, table 1, equ. (3.23) 

dimensionless shear stress, equ. (3.24) 

general constitutive function, equ. (2.103), (5.1) 

deviation ofthe back stress from its equilibrium value, equ. (6.17) 

free energy per unitmass, page 7, equ. (2.106), (4.2) 

general constitutive function, equ. (2.103), (5.1) 
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Fig. 1: Relation Between the Normal of the 
Constant Free ·Energy-Surface and the 
Evolution Functi'on &l=;F.; 
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CX2 T= const. --- Trajectory of relaxation 
E = cons t. process 

Domain of 
attraction 

Equil. state locally Equil. state not locally 
asymptotically stable asymptotically stable 

0(1 

~~~~~~~~~~~~~~~~~ 

Fig. 2: Equilibrium States and Asymptotic Stability 
at Constant Strain and Temperature for 
the Case of Two lnternal Variables 
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Fig. 3: lntersection of a Trajectory (process path) with I 

a Surface of Discontinuity (::0, Simplified Version 
for a Three-Parameter Model 
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= Boundary with discontinuity 
in plastic strain rate 

~~~~~~~~~~~~ 

Fig. 4: Regions in the (a*,cx*)-Space for the 
Plastic Strain Rate tp, Continuous and 
Discontinuous B'oundaries 
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* * 0 1. Quadrant cr (X > 

Boundary with dis­
continuity in rate 
of backstress 

Endpoints of discon­
tinuous boundary ex­
cluded from jump 

* * 4. Quadrant a (X <0 

~~~~~~~~~~~~~~~~~ 

Fig. 5: Regions in the (cr*, cx *)-Space for the 
Backstress Rate ix*, Continuous and 
Discontinuous Boundaries 
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@ F>O 
* * * cr (cr -cx ) >0 
* *<0 0' cx -

Region including the boundary 

Region excluding the boundary 

~====~~~~~~~~~~~~~= 

Fig. 6: Regi ans in the ( cr*, cx*)-Plane for the 
Evaluation of the lntrinsic Dissipation 
lnequality 
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Fig. 7: Critical Regions in the (a*, cx *)-Plane 
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Fig. 8: lntrinsic Entropy Production Rate in the 
Critical Region B'B"C 
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Fig. 9: Distribution of the lntrinsic Dissipation 
along B'C (see, Fig. 8) 
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Dissipation 
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Fig. 10 Distribution of [1-~M] as a Function -
o f I 2 (Sec o.n d In v a r i an t o f B a c k 
Stress Tensor) 
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(a) Critical Regions in the (x, y)-Plane 
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(b) Distribution of the Lower Sound Dissipation 
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Fig. 11 Critical Regions and Distribution of 
Lower Sound Dissipation along Parallel! 
t o t h e y- A x es in Region B' B "C 
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Critical Region 

Fig. 12 Locus ( OOLB/ oy=O) in the (x,y)-Plane, 
Distributions of Lower Sound Dissi­
pation along this Locus (Schematic) 
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Fig. 13 Form of the y 1-Function in the Critical 

Region B'CA {for n=5) 
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Fig. 14 Schematic Representation of the Functions z1(x) 
and z2 (x) for Different Exponents and Possible 
lntersections in the Interval xA < x < x0 


