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Entwurfsspezifikation eines Wissenschaftsdatenbanksystems 
für das MIPAS Satellitenexperiment 

Bei der Betrachtung eines wissenschaftlichen Experiments sollte auf zwei Hauptpunkte 
hingewiesen werden. Als erstes muß die Geschichte der Generierung wissenschaftlicher 
Datenprodukte aufgezeichnet werden, damit ein Mechanismus verfügbar wird für die Ver­
folgung der abgeleiteten Datenprodukte. Als nächstes muß ein Datenbanksystem mit den 
Merkmalen der Verwaltung von wissenschaftlichen Daten entworfen werden, beispielswei­
se Zugriff auf große Datenmengen, Verwaltung unterschiedlicher Datentypen (numerische 
Daten, Text, Graphiken, Bilder, usw.), die Erklärung und Integrationsaspekte durch Me­
tadaten, die Überwachung der Datenbankgenerierung, usw. 

Ein Wissenschaftsdatenbanksystem wurde entworfen, das den Bedürfnissen der Ferner­
kundung aus dem Weltraum entspricht und Atmosphärenforschung unterstützt, in unse­
rem Fall das MIPAS-Satellitenexperiment innerhalb der von der ESA (European Space 
Agency) geplanten ENVISAT-1 Satellitenmission. Grundlage des Entwurfs ist ein erwei­
tertes föderatives Datenbankschema, wobei autonome und heterogene Komponenten in­
tegriert sind. Dazu gehören die Operationale Datenbank für die Generierung von MIPAS 
Datenprodukten, das massive Speichersystem mit dem dazugehörigen Dateiverwaltungs­
system, das Visualisierungsverwaltungssystem und das Dokumentationssystem für wis­
senschaftliche Ergebnisse. 

Ein objektorientiertes Datenbanksystem (Forschungs- und Entwicklungsdatenbank) wird 
einen Objektraum liefern, worüber das globale Schema als gemeinsames Datenmodell für 
alle Komponenten modelliert werden soll. Es wird Metadaten in Form von Navigations­
und Annotationsdaten verwalten. Es muß die Beziehungen innerhalb und zwischen den 
einzelnen Objekten erfassen- beides Messwertdaten und Metadaten als Objekte modelliert 
- damit die Integration und Adressierung von Objekten aus den entsprechenden Objekten 
ermöglicht wird, d. h. die Adressierung der relevanten Meßwertdaten im massiven Spei­
chersystemmit Hilfe von Metadaten, die Komposition von unterschiedlichen Objekttypen 
(Annotation durch Text oder Graphiken), usw. Darüberhinaus wird eine Schichtenarchi­
tektur für den Zugriff auf TeraBytes in Betracht genommen, wobei die Anforderungen 
wissenschaftlicher Anwendungen für sowohl eine direkte Handhabung von Dateien, als 
auch durch ein Datenbanksystem berücksichtigt werden. 

Der in der objektorientierten Datenbank modellierte Objektraum erfaßt auch die Wissens­
basis, worauf die Ableitungshistorie beruht. Dieses wird durch die Kopplung des Daten­
und des Prozessmodells erreicht. Auf dieser Basis sollte ein Inferenzmechanismus auf­
gebaut werden, damit die Konsequenzen der Wiederverarbeitungsanforderungen auf das 
Datenmodell ermittelt werden können. 

Schlagworte: Wissenschaftsdatenbanken, föderative Datenbanken, Multimedien, aktive 
Datenbanken, dynamisches Verhalten, Ableitungshistorie, Objekt-Orientiertheit. 



Abstract 

Dealing with a scientific experiment, two major issues should be pointed out. At first, 
the scientific data generation process history must be captured, in order to provide a 
tracing mechanism for any kind of derived data. Secondly, a database system has to 
be designed, coping with the characteristics of scientific data management, like access of 
vast amounts of data, managing various types of objects (numerical data, text, graphics, 
images, etc. ), their explanation and integration aspects in terms of metadata, monitaring 
of the database generation, etc. 

A design approach of a scientific database system (SDBS) has been taken, for the needs of 
remote sensing from space concerning atmospheric research, in our case of MIPAS satellite 
experiment. The design of SDBS has been based upon an extended federated schema, 
providing an integration facility of heterogeneaus and autonomaus components. Theseare 
the operational database dealing with the generation of scientific data products, the mass 
storage system and its associated file management system, dealing with the management 
of scientific datasets, the visualization management system, and an authoring system for 
documentation of scientific results. 

An object-oriented database system (Research and Development Database) will provide 
an object space over which the global schema should be modelled, as the common data 
model for allheterogeneaus components. It will manage metadata in terms of both navi­
gation and explanation data. It must capture the intra- and interrelationships among the 
various objects-both datasets and metadata considered as objects-enabling the integ.·a­
tion and addressing of objects from their counterparts, i.e. the addressing of the relevant 
datasets at the mass storage system with help of metadata, and the composition of differ­
ent kinds of objects, for explanation and annotation purposes, addressed at the various 
heterogeneaus components. Furthermore, a layered architecture for accessing terabytes 
of scientific data will also be considered, taking in account the requirements of scientific 
applications for both handling with files directly, and/or through a database system. 

The object space modelled over the object-oriented database system, will also express the 
knowledge base of the derivation history coupling the data and generation process models. 
An inference mechanism should be built upon this knowledge base in order to extract the 
consequences of reprocessing requirements on the scientific data. 

Keywords: Scientific databases, federated databases, multimedia, active databases, in­
formation systems behavior modeling, derivation history, object-orientedness. 
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Introduction 

Dealing with a scientific experiment, two major issues should be pointed out. At first, 
the scientific data generation process history which must be captured, in order to provide 
a tracing mechanism for any kind of derived data. Secondly, a database system has to be 
designed, coping with the characteristics of scientific data management, like access of vast 
amounts of data, managing various types of data (numerical data, text, graphics, images, 
etc. ), dealing with explanation and integration a;spects in terms of metadata, monitaring 
of the database generation, etc. These are considered to be the main characteristics of 
scientific experiments concerning atmospheric research too. 

In the last years, an increasing demand is ernerging on developing and improving database 
systems for dealing with scientific data, on the purpose of monitaring global climate 
change. Efforts in this area have been untertaken by universities and other research 
institutes [SFD93, HGW93], aiming at the contribution of database technology in un­
derstanding climate dynamics. Specifically, building up a scientific database system for 
doing atmospheric research has common characteristics with related systems which should 
support other scientific disciplines. 

Conventional database techniques arenot adequate for handling of large amounts of sci­
entific data, gathered du ring a scientific mission, like the satellite mission 1 considered in 
this paper. The remote sensing instrument (MIPAS), delivering raw data of atmospheric 
parameters, must be complemented with a scientific information system located in the 
ground segment (KfK Research Centre- MIPAS PAC 2 ) of the satellite mission. lt deals 
with the further processing of raw data, generating and managing data products of var­
ious abstract levels. The core segment of this information system will be the scientific 
database for operational and research data. According to the deficiency of conventional 
database systems to cope with non-business-oriented applications, a scientific database 
system design approach is presented in this paper, which is based on an extended feder­
ated schema, enhanced by a knowledge base system through which the data derivation 
history is going to be managed. 

At first, some seenarios will illustrate the specific requirements coming out of atmospheric 

1ENVISAT-1 
2 Processing and Archiving Centre 
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4 The Scientific Database System Design 

scientists' work with the system to be developed ( chapter 1 ). In chapter 2, the most 
characteristic design issues, in association with the deficiencies of conventional database 
systems, have been stated out, in order to provide a system capable of supporting atmo­
spheric research. The system requirements and design issues described in the first two 
chapters drive the design approach of the scientific database system presented in chapter 
3. The scientific database schema is based on an extended federated schema, including 
various types of components, which are not regarded to be only conventional DBMSs. It 
has also been allocated to a federated server consisting of autonomous system components 
providing a distributed client-server environment over a common local area network. 



Chapter 1 

On seenarios of scientific data 
manipulation requirements 

We will try to illustrate the design issues of the' proposed architecture by rnaking use of 
sorne characteristic seenarios of scientific data handling requirernents, as they have been 
specified by the prirne investigators of MIPAS satellite experirnent, concerning atrno­
spheric research frorn space. In parallel, the deficiences of conventional database systerns 
will be rnade clear, with respect to the whole spectrum of functionalities that must be 
provided. At this point, an overview of the rnain system requirements is given, as they 
have been specified in [Kap93], airning at making the reader familiar with the system 
functionality. 

At first, raw data received frorn the satellite platforrn must be calibrated and further 
processed, leading to more abstract data levels up to trace gas 2D/3D rnaps of the earth's 
atmosphere. This will happen on an operationally basis (24 hours a day and for 4 years ), 
requiring a data archivation facility of allintermediate scientific data products, like inter­
ferograms, calibrated spectra, trace gas profiles, 3D gridded atrnospheric data and maps, 
as well as some special data products which are going to be derived in off-line rnode. 
A mass storage system for archiving and handling the derived scientific data ( ca. 10-12 
TeraBytes) rnust be provided, in terrns of rnanaging not only secondary, but also tertiary 
mernory. 

Furthermore, monitaring facilities of data products generation and displaying of low levels 
data ( e.g., calibrated spectra) in order to undertake radiometric corrections and calibra­
tion process irnprovement, are considered to be essential functionalities during the gen­
eration process. The generation process should be automated, except of the derivation 
processes of special data products, which will be activated interactively. A powerful vi­
sualization systern should cornplement the 3D spatial data rnodel of the third data level, 
for purposes of looking inside the atrnosphere. 

The following seenarios will dernonstrate the increasing dernand of providing a scientific 
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6 Tbe Scientific Database System Design 

database system enhanced by properties which cannot be supported efficiently by con­
ventional database systems. 

1.1 The scenario of derivation history 

Acting in a processing environment like the operational data products generation, the 
need of capturing and modeling the generation process must be addressed. Developing 
and improving the calibration process physics, or the physics concerning the subsequent 
process of trace gas profiles generation, would Iead to an algorithm modification and, con­
sequently, to a retroactive processing-modification of the archived data products. This 
would trigger a set of reprocessing actions on the data products that have been extracted 
by subsequent processes, which are timely-sequentially related to the modified ones. 

For example, prime investigators would like to activate a new calibration method on infra­
red spectra (interferometry), in order to increase the possibility of a right identification 
of chemical compounds in atmospheric volumes, resulting at validated data products of 
trace gas profiles. This, in turn, should inform the scientists of which scientific data prod­
ucts, which have been generated based upon the precedent ones, should be affected by 
an intended algorithm modification, and of which processes must be reactivated for the 
regeneration of the affected data products. 

Furthermore, improving calibration process physics and providing radiometric corrections, 
presupposes the capture of knowledge expressing the conditions under which derived data 
products have been processed. Thus the description of derived data should be enhanced 
by the related algorithms and their parameters, which can also be considered as metadata. 
Typical queries addressing the derivation history concern with a certain algorithm version 
and the related data product version. Of course, the submitted queries would be related 
to the temporal aspects of data capture, from the satellite mission point of view (orbital 
data related access ), and of data generation, from the scientific database system point of 
view (generation time related access ). 

1.2 The scenario of observing atmospheric phenom­
ena 

The observation of atmospheric phenomena - like creation and expansion of ozone hole, 
chemical reactions of trace gases contributing to the depletion of ozone, tracing of certain 
gases among different atmospheric layers, etc. - through a suitable visualization system, 
should allow references back to the original data, from which observed phenomena have 
been derived. Thus the verification and validation of observed phenomena goes through 
the whole processing chain, starting from very low data levels (interferograms ). The an­
nouncement of the occurence of an atmospheric event will follow, after making sure that, 
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what has been observed by the prime investigators, is a real fact and not an artifact. The 
need of keeping track of the generation process along all data levels arises at this point. 

But doing research means that the prime investigator is not able to define, in advance, 
its whole mini-world, because there are some issues and relationships that should be ex­
tracted and provided by tbe system itself. Consequently, a partially unknown universe 
of discourse (UoD) has to be modelled. For example, in our case, prime investigators 
wish tbe system to instantiate the relationships among various observed phenomena, and 
between observed phenomena and trace gases. With similar modeling issues arealso faced 
scientists from other scientific disciplines, like molecular biology [Fre91]. 

It's probably known that the discovery of atmospheric phenomena sbould not only be 
based on an interactive communication way with the scientific database system, but also 
on an alerting mechanism through which prime investigators are going to be informed. 
The extension of upper (in case of carbon dioxide) or lower (in case of ozone) limits on 
trace gas concentrations, should trigger an action of signaHing attention that must be 
paid on the phenomenon. Passive behavior of the system (interactively reacted) cannot 
always guarantee that atmospheric phenomena will be really observed and, consequently, 
analysed. 

1.3 The scenario of explaining scientific results and 
data 

One of the most important issues of dealing with a scientific experiment, is the notion of 
metadata and its management for accessing and explanation purposes of scientific data. 
Metadata will cover a wide spectrum of information affecting scientific data products 
and scientific results. During the generation process, source data (orbital and instrument 
data) will be used, which has been captured on the satellite platform and delivered to­
gether with the associated measurements data. Orbital data will be used for the efficient 
access to the required data products, according to a multidimensional model of space and 
time. Instrument data will annotate derived data products. This source or housekeeping 
data are, e.g., orientation and position of instrument in space, instrument status, relevant 
temperatures, status of transmission quality, resolution, time of acquisition, etc. [lnc92]. 

We have seen in the previous section, that it's not sufficient to annotate scientific data 
with only source data. They must also be annotated with information concerning the algo­
rithms with which are derived. Otherwise, scientific analysis of the derived data would be 
clone under extremely difficult conditions, leading often to false assumptions. This kind of 
metadata concerning the derivation history must also be modelled and managed efficiently. 
Access to data products, according to specific processes and transaction-generation time, 
will constitute the first step towards the modification, for example, of the calibration 
process. 
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Moreover, annotating graphical representation of observed atmospheric phenomena, would 
enrich the semantics of observations, in terms of both source information and phenomenon 
explanation. An explanation of a scientific result or assumption should also be docu­
mented, creating a text database. This must be brought in conjuction with the facts 
(observed phenomena, derived data products, source data, etc.), from which a scientific 
conclusion or assumption has been implied. 



Chapter 2 

Design issues of the scientific 
database system 

Designing a database system for manipulating scientific data, is not a trivial effort. There 
are many substantial differences from conventional database systems (relational, network, 
hierarchical) which have been designed for business-oriented applications. Based upon 
the system requirements and the seenarios of the scientific data handling given in the 
previous chapter, we will try to illustrate the major design issues, in order to take an 
approach of the scientific database schema architecture. 

• Scientific data types and structures 

Starting with the data and their representation, two main features must be ad­
dressed: their complexity and the diversity of data types. It has been pointed 
out that multidimensionality is a dominant feature in scientific database systems 
[SW85). Scientific data arenot only measurements data, but also the related house­
keeping data concerning the orbital data, instrument status, acquisition time, etc. 
It is the housekeeping data that invoke the complex-multidimensional structure of 
our scientific data ( figure 2.1). 

Accessing the measurements data, will be clone in terms of space and time. This 
assumes modeling facilities of complex data structures for multidimensional data. 

The most conventional systems support only simple data types for the attributes 
of the entities. Ernerging technologies can provide a better modeling approach 
through the definition of more abstract and complex data types [F JP90). This can 
be achieved only at the logicallevel, like extended relational models (Postgres, Stra­
burst, Genesis, etc. ), or also at the physical one, like object-oriented database sys­
tems [Kim90b, Kim90a, Heu92). Other approaches are basedonextensible database 
systems [CDRS86), providing a database toolkit supporting the definition of new 
data types and their operators, as well as of new storage structures. 

Focusing on the diversity of data types, we are faced with formatted (i.e., measure­
ments and source data) and unformatted data (i.e., graphics, text) which must also 

9 
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•Dmolb 

Figure 2.1: Complex-multidimensional structure of MIPAS data 

be managed and accessed, in order to observe and explain atmospheric phenom­
ena. They are all associated to each other. Graphics data will undergo frequent 
changes according to reprocessing requirements of lower Ievel data. On the other 
side, textfragmentswill be generated for explanation and documentation purposes 
of scientific results and assumptions. Retrieval techniques could be added in order 
to improve retrieval quality. 

Graphics, text and measurements data have a common feature; they are all of large 
or unbounded size and constitute the long-field data upon which their related struc­
tures have to be built [Loc88]. Text management can be dealt with established 
technologies. Text fragments can be considered as objects, and there are already 
object-oriented database systems, like 02 [BDK92], that can support both text and 
image data types. But accessing graphics data in terms of its contents, requires 
the bridging of gap between database and visualization systems [HS90, KASS93]. 
Prime investigators should not be forced to write their own programs for visual­
ization of predefined files. They want to observe spatially and timely specified 
atmospheric volumes and/or phenomena. The system has to provide visualization 
facilities through locating and accessing the related datasets to be visualized, and 
subsequently, to use them as input to the suitable visualization package. 

Additionally, no database system has been evolved with a clear technical identity of 
"graphics Database Management System" [Loc88]. The definition and modeling of 
a spatial database providing a 4-dimensional gridded dataset-a 3-dimensional space 
(longitude, latitude, altitude) and dimension of time-complemented with a carto­
graphical model for the projections of the observed phenomena on earth, seems 
to Counterbalance the deficiency resulting from the lack of supporting graphics 
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data management. Established geographical information systems provide model­
ing facilities up to 2.5 dimensions [BF91). Some research efforts are addressing the 
development of 4-dimensional geographical information systems [HLW91), but are 
concentrated on topological structures and operations, and not on dealing with sci­
entific phenomena such as in atmospheric chemistry, or other scientific disciplines, 
like medicine and biology. 

The spatial database model must be integrated within the scientific database sys­
tem. It will be instantiated as a result of trace gas profiles generation ( third level 
of generation process ). Visualization should be executed by rendering specified pro­
jections of timely specified volume objects on the 3-dimensional gridded data space. 

• Active capabilities required 

The generation process in operational mode consists of several steps that must be 
correctly sequenced. These processing steps constitute long-run activities, in most 
cases longer than a single transaction, which must be coordinated by workflow 
controls in their asynchronaus activation and execution. As a basis for the workflow 
control, an event- or data-triggered invocation of actions must be used, a mechanism 
provided by an Active Database Management System (ADBMS) [MD89, Ber92]. 
The same mechanism must also be used to alert scientists when certain patterns of 
events or data are detected. 

The most conventional database systems don 't provide such a mechanism, and are 
considered tobe passive. They react only on submitted queries. The development 
of ADBMS was motivated by the need to have timely and customizable response 
to critical events and situations. Generally speaking, triggers are event-condition­
action triples. They are operations that are automatically executed, whenever a 
specific event occurs and a condition over a database state or state change holds, 
due to the definition in [vdVK93]. 

The required usage of active capabilities of the scientific database system, will be the 
user notification, the creation of an abstraction level for organizing related actions 
on the occurence of an external or internal event, and the integrity enforcement. 
With the first one, scientists will be alerted on the occurence of events which need 
attention from a scientific point of view, such as the decreasing ozone concentration 
in a certain atmospheric volume. With the second one, the workflow control will 
be specified and, furthermore, the activation of a series of actions for the needs 
of reprocessing requirements. With the third one, constraint evaluation can be 
triggered when specified events or situations are detected, such as the quick-look 
facilities of low levels data. In contrast, conventional database systems evaluate 
integrity constraints immediately on the event of updating the database, during or 
at the end of a transaction. 



12 The Scientific Da.ta.ba.se System Design 

• Managing TeraBytes of data 

The execution of a. scientific experiment, collecting and generating vast amounts of 
data, must be supported by a mass storage system providing not only secondary, 
but also tertiary storage Ievel. The generated data products have to migrate to 
the mass storage system, after a certain time period, in which they are needed 
by the sequenced generation processing steps, and therefore, will be temporarily 
stored and managed, locally, by the operational database system. A file storage 
and management system of the mass storage system manages the stored files, with 
a parameterized migration policy between the secondary and tertiary storage levels 
[Mil88, omsst90]. 

The mass storage system cannot be considered only as a. supplementary archive 
medium of the system. Accessing of selected stored files, will be caused by the 
needs of reprocessing specified data products. Furthermore, keeping track of the 
whole generation process (going back from observed phenomena to the lower data 
Ievels ), presupposes the capture of relationships among the various data products, 
which cannot be expressed using only a file system. This kind of semantics should 
be captured and expressed one Ievel above the file system in usage, which can be 
generally called data system level [Sho93]. 

This semantically enriched access on TeraBytes cannot be provided by conventional 
database management systems, because they cannot access directly tertiary storage 
[Sho93J. In addition, there are some software packages for accessing files from mass 
storage with specialized software and operations [BFGR93] on data files, but they 
don't deal with semantics, they only improve the file system design and performance 
(we remain at the physicallevel of the scientific database system). Scientific efforts 
are underway, addressing the integration of database management systems with file 
systems for mass storage [SD91, SFD93]. 

On the other side, from a scientific applications point of view, direct access to files 
from mass storage should also be supported by the underlying system. Using the 
database system as file searching and location mechanism, will enhance the flexibility 
and performance of the scientific database system. Thus the scientific applications 
will not exclusively access files through the database system, but will also access, 
directly, the layer of the file system (figure 2.2). 

• Operational and scientific data management 

Thinking of a scientific database system, in terms of its operational and scientific as­
pects, two main perspectives should be kept in mind. The perspective of monitoring 
the scientific experiment and data generation process ( operational point of view), 
and the perspective of getting out the information the prime investigators need ( sci­
entific point of view ). Each perspective has some characteristic features concerning 
the data types to be handled, the creation and access policy, their functionality, etc. 

Operational data types are, at most, time series data, raw data blocks, event data, 
which are self keying. The most recently used data are going to be stored locally 
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( operational database ). Old data will be automatically discarded as new data is 
written. They will migrate to the mass storage system. Operational data will be 
annotated by rnetadata (source data) which are handled only at the physicallevel, 
which will be interfaced with the algorithrns of the generation processes. 

As stated above, the various processing steps must be sequenced by an event­
triggering rnechanisrn of the operational database. This capability should be ex­
tended with a remote procedure call mechanism (rnessage routing facilities ), for the 
execution of the generation processing steps in a distributed environrnent, consisting 
of dustered powerful Workstations andjor supercomputer environrnent. Moreover, 
the operational database can be thought of as multiple database. A reference spec­
tral database will be used by the processing step of the trace gas profiles generation 
{Wet93, Fia84). Other databases containing radiosonde or rneteorological data rnust 
also be used. Each of these datasets can be considered as aseparate database needed 
when data products are being generated or analysed. 

Arrangement of the generated data products into files, rnust be achieved not only 
historically according to when they have been added to a file ( only sequencial access 
provided), but also using indexing techniques for a more efficient retrieval technique 
required-case of inversion algorithm for the identification of chernical compounds 
(generation of trace gas profiles) [Wet93]. File structures must be easily changeable 
and extensible, so as to accornodate evolving data structures. 

From the scientific point of view, information should be extracted out of the systern, 
with respect to the operational data being generated and to the archived data on the 
rnass storage system. Accessing the stored data, in order to get out the information 
needed, has to be clone on a sernantically enriched level, dealing with rnultidirnen-
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sional structures ( search in space and time), as well as different data types (graphics, 
text ), and their interrelationships with derived scientific data. To this extent, the 
extraction of information goes through the creation and management of metadata. 

In addition, a dynamical schema modeling facility should enable the modeling of a 
partially unknown Universe of Discourse (UoD), a fact playing an important role in 
scientific experiments, whereby the scientists' mini-world cannot be totally defined 
a priori. In case of atmospheric research, the relation of certain trace gases to a 
particular phenomenon, or among different phenomena, cannot be a priori defined. 



Chapter 3 

The scientific database schema 
architecture 

The design issues can be summarized in a 3-dimensional space ( figure 3.1), for the repre­
sentation of what kind of scientific database system is going to be designed, according to 
the three dimensions of interpretation, intended analysis and source. 

The dimension Ievel of interpretation indicates the various Ievels of metadata needed as 
an ancillary information for the processing, analysis and explanation of scientific data. In 
our case, metadata ranges from calibration data, derivation and validation data, up to 
interpretation data, as explanation or annotation data, and scientific reports. 

The dimension of intended analysis refers to the access policy to a shared pool of data 
for scientific analysis purposes, under the assumption that all scientific data are subject 
to further analysis. In our case, analysis concerns with time series ( calibration physics 
development ), as well as with multidimensional objects, represented as discrete sampling 
of 4-dimensional functions, e.g., (x=longitude, y=latitude, z=altitude, t=time). 

The third dimension source refers to the integration aspects of the different components 
of data, which will provide a certain functionality to the whole system. In our case, 
integration of various heterogeneous components, such as the operational database, the 
Research and Development Database, the mass storage system, graphics and text data 
management systems, will be provided at a higher level, enabling the handling of all 
components from a common interface to the outside world. lt's necessitated by the fact 
that a high modularity must be achieved, and the fact of efficient data handling according 
to different functionalities which cannot be provided by a single DBMS .. 

15 
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Figure 3.1: The scientific database system volume 

3.1 The federated database reference schema archi­
tecture 

The best-case seenarios for the management of scientific data have rarely been anything 
more than the archiving of a computer-compatible magnetic tape, with an analog cata­
log which briefly describes where data are going to be found due to generation source, 
time and location of acquisition [CSea89]. If a prime investigator wished to locate and 
browse the data, he had to know where the data set has been archived, the specific data 
of interest, and who to contact to order the data. This kind of file oriented accessing 
degrades the functionality of a scientific data management system, and don't support a 
knowledge or information access to the data, employing artificial intelligence technologies 
in a distributed heterogeneaus environment. Within this scope, an extended federated 
database schema design approach will be presented for the scientific database system. 

Definition. A multidatabase is a distributed system that includes a global component 
to access globally shared information, and multiple local autonomous components that 
manage only information at their sites [BH90, BHP92]. The distinctions are in the struc­
ture of the global component, and how it interacts with the local components. 

A taxonomy of global information-sharing solutions according to the definition given 
above, has been specified with respect to how tightly the global system integrates the 
local databases. Following this specification given in [BH90, BHP92], one can distin­
guish between distributed databases, global schema multidatabases, federated databases, 
multidatabase language systems, homogeneous multidatabase language systems, and inter­
operable systems. 
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Definition. A Jederated database system is a collection of cooperating but autonomaus 
component database systems [8190]. The components are integrated to various degrees. 
A component can continue its local operations and at the sametime participate in a feder­
ation. There is no single global schema, but a federated one composed of the components 
export schemas, which provide the description of the information to be shared with the 
global system. 

A key characteristic of a federation is the cooperation among independent systems. These 
components may be characterized among three orthogonal dimensions: distribution, het­
erogeneity, and autonomy. The types of heterogeneity can be divided due to the differences 
in database management systems, and due to differences in the semantics of data. Thus 
heterogeneity also occurs when there is a disagreement about the meaning, interpretation, 
or intended use of the same or related data [S190J. 

Definition. An extended federated architecture allows the access to data from systems 
other than database management systems [8190]. The components may be of different 
types of data management, such as file server, a database machine, a distributed DBMS, 
etc. 

Building up a federated database system, a five-level schema architecture (figure 3.2) has 
been specified [SL90, She88], in order to provide an adequate architecture for supporting 
the three dimensions of a federated database system-distribution, heterogeneity, and au­
tonomy. It will be used as a reference architecture. The ANSI/SPARC three-level schema 
architecture is only adequate for describing the architecture of a centralized DBMS. 

According to the five-level reference schema architecture, the external, federated, export, 
component, and local schemas are included. The local schema is the conceptual schema 
of a component DBMS, expressed in the native data model of the component DBMS. The 
component schema is the data model, ~alled the canonical or common data model of the 
federated database system. It is derived by translating the local schemas, and describes 
the local schemas using a single representation, enhanced with semantics that are missing 
in a local schema. The component schema facilitates negotiation and integration tasks 
performed by the system. 

The export schema represents a subset of a component schema that is available to the fed­
eration. The federated schema is the integration of multiple export schemas and includes 
the information on data distribution. There may be multiple federated schemas, one for 
each dass of federation users. The external schema defines a schema for a user and/or 
application or a dass of users/applications. 

Transforming, filtering, and constructing processors are the mechanisms which underlie 
the mappings among the various schemas. The transforming processors are used in order 
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Figure 3.2: Five-level Reference Schema Architecture of a Federated Database System 

to transform commands on a component schema into commands on the corresponding 
local schema. The jUtering processor can be used to provide the access control by limit­
ing the set of allowable operations on the component and federated schema, as they can 
be defined by the export and external schemas respectively. The constructing processor 
transforms commands on the federated schema into the commands on one or more ex­
port schemas, supporting the distribution feature of the federation. There are also other 
kind of processors ( e.g., accessing processors) supporting the participation of components 
without local schema ( database management component ). 

Processors and schemas are the basic elements, which can be combined in order to create 
various federated database system architectures, with missing or additional elements, 
according to the characteristics of the database system to be designed. Considering the 
design issues of the scientific database system, as stated above (chapter 2), an extended 
federated schema architecture will be presented, underlying the scientific database schema 
architecture. 



The Scientific Database System Design 

;----Fihering----
1 Processor 1 , _____ ------' 

..-- -Tr;o""sro~~i~g- -, 
1 Processor 1 , ___________ 1 

Operational 
Database 

1 Accesing 1 1"---Ä~c~~--- -, 
1 Processor 1 

1 Processor 1 
I _____ r __ -__ I I _____ -r _____ I 

Mass Storage 
System 

3D Gridded Data I 
V isualization 

programs 

,.--- Ä~c~;g----

1 Processor 1 

------r-----
Documentation I 

Text Data 

Figure 3.3: The extended federated architecture of the scientific database schema 
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3.2 The extended federated schema architecture of 
the scientific database system 

As illustrated in figure 3.3, the scientific database schema architecture has been specified, 
providing the integration facilities required by the system. The participating components 
are the atypical components of the mass storage system with its file and storage man­
agerneut system, an authoring and documentation system, the visualization management 
system, as well as a component DBMS for the operational database. 

A local schema can only be considered in the case of the component DBMS for the op­
erational database. The local schema of the operational database will be based upon 
the relational model, as regarded to be more suitable for handling with scientific data 
during the generation phase (section 2). The atypical components don't provide any local 
schema, since they arenot typical DBMS, but different types of data management systems. 

The component schemas are considered as the common data model of the federation. 
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Taking in account the divergency among the various components, and the need to model 
also data from the atypical components, the common data model to be chosen must 
provide more enriched semantics than the underlying components. It refers to semantic 
models [PM88, HK87]-they complement work on knowledge representation (in artificial 
intelligence)-with its primary concepts of explicit representation of objects, attributes of 
and relationships among objects, type constructors for building complex types ( aggrega­
tion, grouping, association), and IS-A relationships. Some well-known semantic models 
have been described in the literature, like the Extended Entity-Relationship model (EER), 
the Functional Data Model (FDM), the Semantic Association Model (SAM*), the Binary 
Model, etc. 

A semantic model also complements the object-oriented paradigm of programming lan­
guages. An object-oriented data model (OODM) could provide the common data model 
over which the component schemas are going to be defined. The reason is that it is 
based on the most semantic model primary concepts [Nie89, Kim89, Mc191, LAC+93], 
and could support a unique platform of modeling also data from atypical components 
(no local schema) by considering them being generally objects [CHT86, MRT91, 1Sea93]. 
However, there are still some differences between a semantic model and an object-oriented 
one, but it is out of the scope of this paper. 

The export schema has the purpose to facilitate access control to the operational database 
by limiting the set of allowable operations which can be submitted. lt is associated with a 
filtering processorresponsible for the implementation of the access control aspects. There­
fore, the autonomy feature of the operational database component is increased. 

The federated schema will also be based on the same object-oriented data model, like 
the component schemas. It will take the form of schema integration, and therefore, the 
federated scientific database is considered to be tightly coupled ( as opposed to loosely cou­
pled federations ). A uniform object space is going to be provided ( everything is regarded 
to be an object ). The mass storage system files, the visualized 2d/3d datasets and/or 
atmospheric phenomena, the scientific reports, the scientific data itself, explanation or 
annotation data, are all objects. At this level, not only intra-object relationships are 
going to be defined, but also inter-object relationships, following the concepts for 
multimedia databases as stated in [Mas87, Loc88]. 

A constructing processor from the federated schema to the component schemas, will par­
tition and/or replicate an operation submitted on objects, modelled in the federated 
schema, into operations that are accepted by the corresponding components. lt will also 
merge objects returned by several components, taking in account synchronisation aspects 
for the purpose of a contemporary display of various data types, e.g., explanation of 
a visualized phenomenon through a scientific report, or description of derived data by 
annotation data. An auxiliary schema will provide information not available from the 
participating components, like data residing in other external information systems, and 
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are related to those managed by the scientific database system under consideration. 

The accessing processor to the mass storage system will execute access procedures against 
a stored file, probably, through an access library system (HDF or netCDF data access 
libraries). This will cause the retrieval of a certain file or a subset of the data included. 
Some issues to be addressed by accessing processors include local concurrency control, 
commitment, backup, and recovery. They have to be provided by the file and storage 
management systern (Uni'l'ree, EpochServ, etc.) of the mass storage systern. Similarly, 
the accessing processor to the documentation system will provide access to several scien­
tific reports, related to observed phenomena and/or other scientific assumptions based on 
the scientific data generation. 

The accessing processor to the 3-dimensional gridded spatial data model, facilitates the 
access to the requested, in order to be visualized, 2-dimensional (e.g., user-defined slices 
perpendicular to one of the three axes) or 3-dimensional data subsets ( e.g., user-defined 
volurne areas) of the volume dataset. The information on how to visualize a dataset will 
also be stored in the database with the dataset itself, without bringing the scientists in a 
situation of writing visualization programs. It will be stored in form of programs or scripts 
instantiated within a certain visualization package. The specified dataset is going to be 
ingested and converted to the internal format used by the visualization package [KASS93). 

The transforming processor will translate the commands, from the source language-data 
manipulation language of the component schema ( object-oriented data rnodel as common 
data model )-to SQL commands of the operational database ( relational model) component. 
It provides a data model transparency, hiding the differences in query languages and data 
formats. A mapping schema is also used by the transforming processor, in order to couple 
with both data schemata, object-oriented and relational ones [Kim93). 

3.3 Allocating processors and schemas to the scien­
tific database system components 

A client-server architecture is considered to be the backhone of the scientific database 
system design, consisting of real-time clients-for the operational needs of the system­
and regular clients-for scientific data evaluation and information access purposes. The 
server can be viewed as a federation of heterogeneous systems-federated server-providing 
a uniform interface to the outside world, but also autonomous access facilities. As it 
has been depicted in figure 3.4, the federated server consists of five main components: 
The Operational Database System, an Object-Oriented Database System, referred also as 
Research and Development (R&D) database system, the File Management System of the 
mass storage system, the Visualization Management System, and an Authoring System. 

Local autonomy and stand-alone access are extremely important in case of adding a new 
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Figure 3.4: A federated client-server architecture for the scientific database system 

component-a knowledge base system or an expert system-to the duster. Each compo­
nent will undertake a certain functionality according to the main requirements and design 
issues considered so far. The Operational Database System deals with the generation pro­
cess, monitoring the creation of the scientific data products. It should provide the features 
as stated in section 2, as well as the ability to access other databases, such as reference 
spectra or radiosonde databases, needed during the generation phase in operational mode. 
It is the site where the local schema (relational model) with its transforming processor are 
going to be allocated. 

All schemas and processors, starting with the component schema and going towards 
the federated schema, are going to be allocated at the Object-Oriented Database Sys­
tem (R&D). It will provide an object space for all objects affecting the scientific exper­
iment (multidimensional structures-space and time, graphics objects, text objects, etc., 
and their interrelations ), acting as manager of metadata. It will use as a long-field data 
server the mass storage system through its file management system for the data that 
has been generated, and/or the Operational Database System for the data being gener­
ated. It 's the site where an integrated view of the scientific database system is going 
tobe provided by the common object space. A closely related approach has been taken 
by [CKTL93, Loc88, Mas87, CHT86], considering the design of a Multi-Media Database 
System, and to some extent by [SFD93], considering the design of a scientific database 
for the needs of global climate research. 
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The Visualization Management System complements the scientific database system, try­
ing to bridge the gap between data management and visualization. It's the site where 
the 3-dimensional gridded spatial data is going to be modelled and managed. From this 
volume data, datasets of two- or three-dimensions will be accessed-the site where the as­
sociated accessing processor is allocated too-and, consequently, transformed into display 
files rendered by the appropriate visualization programs. Thus the possibility of address­
ing observed phenomena by time and location coordinates1 is increased and enables the 
capture of the relationship between visualized and derived data. 

The accessing processor of the documentation-text data is going to be allocated to the 
A uthoring System, a hypertext based system providing an information web over the text 
fragments tobe managed and interrelated [FCF91]. 

The accessing processor of the Mass Storage System will deliver files or subsets of files, 
stored and managed by the corresponding file management system ( e.g., UniTree, EpochServ ), 
for on-line and near-line storage levels. They will be addressed by both the Research 
and Development Database-information accessing-and the Operational Database System­
generation and reprocessing facilities. Each file is regarded to be an object, and the 
File Management System component-the site where this accessing processor is allocated-
is considered to be the physical storage extension of the Object-Oriented Database System. 

Allocation of processors to different sites implies the existence of communication proces­
sors, which must also be placed on each component. The federated server can also be 
viewed in two perspectives according to its interoperability issues, the perspective of gen-

1 and not by specifying files to be visualized 
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erating scientific data products (figure 6a), and the perspective of accessing them (figure 
6b ). A Graphical User Interface ( GUI) is going to be built upon the Object-Oriented 
Database System, providing a multi-media user interface. 

The derivation history Knowledge Base System 

The federated server has been extended by the Knowledge Base System (figure 3.4), which 
consists of the knowledge about the derivation history of scientific data, and an inference 
mechanism providing the consequences on the data model that changes in the derivation 
processing environment may have. This irnplies that the derivation history knowledge 
is based upon the coupling of the data and process rnodels, incorporating thern in a 
cornrnon knowledgefdata model which captures both data and process model semantics. 
The derivation process rnodel is considered to be the behavior model of the scientific in­
forrnation systern, in terrns of its scientific data creation perspective. Various behavior 
rnodeling approaches have been stated in the past, airning at the explicit specification of 
information system dynamics [Lau88, MBJK90, CK092] with the data model expressing 
the inforrnation system statics. 

A unifying approach to modeling data and process rnodel, requires a sernantic modelas al­
ready described in section 3.2. The concepts of generalization, classification, aggregation, 
etc., are regarded to be essential for modeling of processes and their interrelationships, 
as well as the relationships with the derived data [PK88, Mar90, Hsi93]. Therefore, pro­
cesses and derived data are viewed as being objects, and subsequently, the object-oriented 
database systern component, with its associated object-oriented data rnodel, seerns to be 
a suitable platform of rnodeling both rnodels and its unification. However, types of rela­
tionships, like temporal relations where specific object-types are related by synchronaus 
or asynchronaus characteristics constructing a higher level object, or other artificial in­
telligence concepts, like heuristics, uncertainty, constraints, must also be incorporated in 
the semantic model, tagether with the object-oriented concepts found therein. 



Conclusion 

The scientific database schema has been presented in this paper, following the concept of 
an extended federated schema design. The schema design approach has been driven by 
the integration aspects of autonomous and heterogeneous system components allocated 
to a federated server providing the operational and research/ development database of the 
scientific information system. 

The autonomous operation of the existing components enables a high modularity of the 
system design and an efliciency of dealing with great amounts of data, due to performance 
degradation expected, if only a single DBMS is considered. On the other band, providing 
a unique interface to the whole system requires integration facilities which can be achieved 
by the creation of an object space representing datasets and metadata as objects, cap­
turing also their interrelationships. The latter is the core area of bringing datasets and 
metadata together, in various types of representation (images, text, graphics, etc. ). 

Furthermore, we argue that there is no optimal solution to the problern of choosing a 
certain database management system. The choise is strongly related to the data man­
agerneut policy which must be examined, in order to develop a system which is opti­
mized either towards read-actions or towards write-actions. According to the differences 
in data handling policies between the operational ( write-actions optimization) and the 
research/development database (read-actions optimization), two separate database sys­
tems must be integrated and communicate through a suitable gateway. One based on 
the relational model approach for the operational needs, and the other one based on 
the object-oriented model approach for information accessing needs. The object-oriented 
model can be viewed as an extension of the relational one, but providing also encapsula­
tion and inheritance properties considered to be essential for modeling the object space, 
and providing the modeling mechanism of the derivation history knowledge base. 

An increased effort due to design and maintanance of two database schemas can be min­
imized by the fact that the relational model can be subsumed in the object-oriented 
model, and that no updates of the operational database schema are allowed. Thus the 
object-oriented model can be mapped onto the relational one by a well-founded mapping 
mechanism. Autonomism has also been strenghtened by the fact of independent accessing 
on the mass storage system, without intervention of the operational database, improving 
the performance values of the system. 
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