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Multidimensionale Simulation von Verteilung und Turbulenter 
Verbrennung von Wasserstoff in Schweren Störfällen 

ZUSAMMENFASSUNG 

Für den Entwurf und die Bewertung eines Wasserstofflmntrollsystems in einem 
Kernkraftwerk wird eine detaillierte und räumlich hochauflösende Simulation der wichtigsten 
Phänomene, d.h. des Wasserstoffquellterms, der Gasverteilung, der Zündung und 
Verbrennung, unter Berücksichtigung lokaler Gasbedingungen benötigt. Das vorliegende 
Projekt im 4. EU Rahmenprogramm behandelt die Entwicklung und Verifikation von 
physikalischen und numerischen Modellen, die in multidimensionalen CFD-Codes zur 
Lösung der allgemeinen Gleichungen der reaktiven Fluid-Dynamik verwendet werden. Das 
Ziel des gemeinsamen Forschungsprojekts war die Entwicklung von CFD-Modellen für 
Gasverteilung, für turbulente Wasserstoffverbrennung und für Techniken der 
Wasserstoffkontrolle, die für die Risikoverminderung in existierenden und künftigen 
Kernkraftwerken angewendet werden können. Das Arbeitsprogramm umfasste, erstens, einen 
experimentellen Teil zur Bereitstellung einer geeigneten Datenbasis, zweitens, 
Modellierungs- und Validierungsaktivitäten und, drittens, eine Demonstrationsrechnung auf 
Reaktorskala. 

Tests in zwei kleinen Versuchsanlagen am Lehrstuhl A für Thermodynamik, Technische 
Universität München (TUM), lieferten experimentelle Verbrennungsdaten über einen breiten 
Bereich von Flammenregimes, einschließlich der Wechselwirkung mit Hindernissen. Eine 
Versuchsanlage auf mittlerer Skala beim Forschungzentrum Karlsruhe (FZK) lieferte Daten 
im Bereich von schnellen turbulenten Deflagrationen bis zu Detonationen. In inerten 
Versuchen wurden außerdem die Bedingungen beim Durchgang einer Schockwelle durch 
Hindernisse untersucht. Zusätzlich wurden großskalige Tests in der RUT Anlage des 
Kurchatov Instituts (KI) für Modellverifikationen verwendet. Es wurde beobachtet, dass die 
Verbrennung in trockenen Gasmischungen mit einer Wasserstoffkonzentration von mehr als 
10,5 Vol-% vollständig abläuft. Dabei hängen die Ergebnisse nur schwach von dem Abstand 
der Hindernisse ab. Weiterhin kann man drei Phasen im Verbrennungsablauf unterscheiden: 
eine anfanglieh langsame Beschleunigungsphase wird von einer schnellen Phase abgelöst, 
schließlich breitet sich die Flamme mit konstanter Geschwindigkeit im Hindernisrohr aus. 

In diesem Projekt wurden die Rechencodes COM3D und GASFLOW von FZK, 
REACFLOW vom Joint Research Centre Ispra (JRC), TONUS vom Commissariat a !'Energie 
Atomique (CEA) und in CFX4.2 implementierte Modelle von TUM eingesetzt. Die Codes 
wurden in einem Zweistufenprozess validiert. Zuerst wurden mit jedem Code 
Standardprobleme sowie verschiedene experimentelle Daten nachgerechnet. Dann wurde ein 
gemeinsamer Satz von Experimenten analysiert. Diese Benchmarkrechnungen ermöglichten 
einen direkten Vergleich der numerischen Modelle und ihrer Implementierung. Außerdem 
wurden Anwendungsrechnungen durchgeführt, nämlich a) eine Simulation mit TONUS von 
Wasserstoffverteilung und Verbrennung in Vierraumgeometrie, b) Simulationen mit 
GASFLOW des Battelle Helium Injektionstests Hyjet Jx7 und der Rekombinatorversuche 
GX6 and GX7, c) Simulationen mit GASFLOW der Wasserstoff-Dampf-Verteilung und 
Wasserstofflmntrolle bei einem großen Leckstörfall und d) Simulation der turbulenten 
Verbrennung aufvoller Reaktorskala mit COM3D. 

Mit neuen Daten von vier verschiedenen Versuchsanlagen wurde die experimentelle 
Datenbasis in diesem Projekt wesentlich komplettiert. Neben der Verwendung zur 
Validierung von Rechencodes ermöglichen die Ergebnisse wertvolle Einblicke in die 
physikalischen Phänomene bei turbulenten Verbrennungsprozessen. Die 
Anwendungsbereiche der in diesem Projekt verwendeten Verbrennungscodes sind 
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komplementär. Keines der Programme deckt den vollen Bereich von der Zündung über die 
Beschleunigungsphase bis hin zur voll entwickelten Detonation ab. Beschränkungen bei den 
verfügbaren Verbrennungsmodelle und die Notwendigkeit weiterer Validierung erlauben 
noch keine quantitative Vorhersagen von Containmentlasten unter allen möglichen 
Randbedingungen. Die Modelle sind aber geeignet, komplexe Wechselwirkungen von 
Turbulenz und Reaktionschemie aufrealistischer Skala in 3-D Geometrien zu untersuchen. 

Für praktische Anwendungen auf dem Gebiet der Reaktorsicherheit sind weitere 
numerische Verbesserungen sowie die Anwendung schneller Rechner notwendig, was die 
regelmäßige Anwendung der Codes durch Sicherheitsbehörden, Industrie und 
Forschungseinrichtungen erleichtern und standardisieren könnte. Die verbesserte 
Vorhersagemöglichkeit lokaler Wasserstoff-Dampf-Verteilungen und von 
Verbrennungsphänomenen kann dann den Entwurf, die Optimierung und die zuverlässige 
Bewertung von Wasserstoffkontrollsystemen wirkungsvoll unterstützen. 
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Multidimensional Simulation of Hydrogen 
Distribution and Turbulent Combustion in Severe 

Accidents 

ABSTRACT 

The design and assessment of hydrogen mitigating systems in a nuclear power plant 
needs the detailed simulation with high spatial resolution of the major physical processes 
including hydrogen source terms, distribution, ignition, and combustion, taking into account 
local gas conditions. The present project in the 41

h EU Framework Programmedeals with the 
development and verification of physical and numerical models that can be used in 
multidimensional CFD codes, which solve the general equations of reactive fluid dynamics. 
The objective of the joint research programme was to develop CFD-models for hydrogen 
distribution, turbulent combustion, and hydrogen mitigation techniques, which can be applied 
to risk reduction in current and future nuclear power plants. The work programme consisted, 
firstly, of an experimental part with tests suitable to provide a data base, secondly, of 
modeling and Validation work, and thirdly, of application of the validated numerical tools to 
full-scale demonstration cases. 

In two small scale facilities at the Lehrstuhl A für Thermodynamik, Technical 
University of Munich (TUM), experiments provided data over a wide range of flame regimes, 
including the interaction of the flame front with obstacle configurations. A medium scale test 
facility at the Forschungzentrum Karlsruhe (FZK) provided data on turbulent combustion in 
the range of medium fast turbulent deflagrations up to detonation velocity. In inert tests, the 
conditions after a propagating shock wave through an obstacle path were also investigated. In 
addition, results of large-scale tests performed in the RUT facility at the Kurchatov Institute 
(KI) have been used for model verification. It was concluded, that incomplete combustion is 
not possible for dry mixtures with more than 10.5 vol-% hydrogen and that results depend 
weakly on obstacle spacing. Further, three phases in the combustion process can be 
distinguished: a slow acceleration phase is followed by a fast one, later the flame propagates 
with constant velocity in the tubes with repeated obstacles. 

The numerical tools involved in this project are COM3D and GASFLOW at FZK, 
REACFLOW at Joint Research Centre Ispra (JRC), TONUS at Commissariat a !'Energie 
Atomique (CEA) and models implemented in CFX4.2 at TUM. The codes were verified in a 
two-step approach. Firstly, each code was tested against standard test cases and against 
different experiments. Secondly, the codes were used to calculate a common set of 
experiments. These benchmark calculations allowed a direct comparison of the different 
numerical models and implementations. Model applications were a) TONUS simulation of 
H2-steam distribution and combustion in four-compartment geometry, b) GASFLOW 
simulation of the Battelle Helium injection test Hyjet Jx7 and of Batteile recombiner tests 
GX6 and GX7, c) GASFLOW simulation of H2-steam distribution with mitigation during a 
large break LOCA and d) full reactor scale turbulent combustion simulation with COM3D 

With data from four different facilities, the experimental database, which has been 
developed within the present project, is unique in its size and completeness. In addition to 
provide data for the validation of numerical codes, the experiments also provide useful insight 
into the physical phenomena involved in turbulent combustion processes. The range of 
applicability of combustion codes used within this project were found tobe complementary to 
each other. While no single code covers the whole area of interesting combustion regimes, a 
combination of the different codes can describe the whole combustion process from ignition 
over the flame acceleration regime to fully developed detonations. Limitations of the present 
combustion models and need for further Validation do not allow fully quantitative predictions 
of the detailed containment Ioads under all conditions. However, they allow studies of the 
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complex turbulence/chemistry interaction processes taking place in realistic large-scale 3-D 
geometry configurations. 

For practical safety applications, further numerical improvement and the use of fast 
computers are desirable. This will allow more frequent and standardized application of the 
codes by safety bodies, industry and research organisations. The capability of predicting local 
H2-steam concentrations and combustion phenomena will support design, optimisation and 
reliable assessment ofhydrogen mitigation systems. 
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Chapter 1 

lntroduction 

Following the nuclear accidents in TMI and Chernobyl, probabilistic risk stud­
ies have been performed for various nuclear power plants (NPP) concerning the 
consequences, in the case of a severe accident, for the environment and for the 
population in the vicinity. Early containment failure due to hydrogen combustion 
was identified as a major contributor to potential widespread land contamination. 
During the recent years a general consensus has been reached among the Euro­
pean safety authorities, vendors, utilities and research organizations, that early 
Containment failure must be excluded on a deterministic basis and that signifi­
cant accident consequences must be limited to the plant site. This requirement 
is included, for instance, in the new German Atomic Law for future plants. It 
is also a principal safety goal in the development of the safety concept of the 
European Pressurized Water Reactor (EPR) ·which is presently under design in 
a common French-German co-operation effort. 

In order to enable design and implementation of efficient mitigation systems 
agairrst the hydrogen risk, a strong need exists for reliable simulation of the major 
physical processes involved, namely hydrogen distribution in the containment, 
ignition of the hydrogen/air/steam mixture, the subsequent deflagration process, 
and flame acceleration due to turbulence effects including the possibilities of 
deflagration-to-detonation transitions (DDT). 

This project aimed at the development of multidimensional, efficient, veri­
fied and commonly agreed physical and numerical models for the description of 
the governing processes in hydrogen distribution and combustion during severe 
accidents. The main emphasis of the work was on the prediction of accident 
consequences important for containment integrity, like pressure and tempera­
ture loads. The model development addressed also potential hydrogen mitigation 
techniques, like recombiners and igniters. 

The results provide new advanced modeling techniques which can be used for 
containment simulation work with multidimensional field codes by the industry, 
safety authorities and research organizations in Europe. Further, an improved 
understanding of hydrogen combustion loads and of the means for generation 
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2 CHAPTER 1. INTRODUCTION 

of new load data were obtained. The new physical and numerical models allow 
improved simulation of the effects of mitigation systems on the accident progres­
sion. It is now possible to better optimize mitigation systems on a mechanistic 
basis, for instance concerning the positioning and distribution of spark igniters 
in a containment. In this way it is possible to improve the operational safety of 
existing plants and to optimize mitigation designs for future ones. 

The project used CFD tools currently available to the project partners (GAS­
FLO\iV, COM3D, REACFLOV/, TONUS, CFX) which allmv multidimensional 
description of the governing phenomena. The overall objective was to further 
develop and verify physical models and numerical algorithms for the prediction 
of spatial distribution and of various modes of hydrogen combustion in severe 
accidents. 

'\iVith respect to hydrogen distribution, the work concentrated on providing 
sufficiently accurate results for the spatial hydrogen and steam concentration 
with specific emphasis on mitigation measures including catalytic recombiners. 
Further, model development and verification was dorre in the area of turbulent 
mixing and transport, wall heat transfer, steam condensation, film re-evaporation, 
and sump modeling. 

In the area of hydrogen combustion, slow defiagrations and fully developed 
detonations could be predicted \vith sufficient accuracy, using methods developed 
under the previous EC programme. Therefore, the project gave emphasis to the 
complicated intermediate regime of turbulent combustion with fiame acceleration 
due to fiow generated turbulence. The work aimed at generating improved physi­
cal models and multi-dimensional numerical techniques for turbulence generation 
and decay, for the chemistry of H2-air-steam fiames, and for turbulent combus­
tion of premixed gases. The effect of mitigation measures like recombiners and 
spark igniters was addressed. 

The project included the following steps: 

• experiments on turbulent combustion, 

• improvement of existing models for distribution and combustion, 

• development and implementation of new models that were lacking in the 
codes, 

• verification of code predictions agairrst experimental data, and 

• demonstration of the applicability of the codes by integral plant analysis. 

The project consisted of 4 \iVork Packages. 

Workpackage 1: Experiments on turbulent combustion 
Two partners of the consortium, FZK and TUM, conducted harmonized test 

series in new and existing test facilities. This included visits and short term 
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delegations \vhen appropriate. The experimental results provide a common pool 
of data which was used by all partners for evaluation of the various physical 
models and numerical solution strategies. 

Two types of experimental combustion programmes ·were conducted. The TU 
Munich used small scale facilities to investigate the detailed structure of turbulent 
H2-air flames with Laser Doppler Velocimetry and Laser lnduced Fluorescence 
diagnostics. In addition, the possible modes for DDT in H2-air flames were 
studied. These programmes focus on understanding of the microscopic processes 
which determine the evolution of turbulent flames in complex geometries. The 
very advanced instrumentation of these tests provided important microscopic 
insights for the model development. 

The experiments performed by FZK and by Russian subcontractors investi­
gated turbulent combustion and transition to detonation on larger scales using 
different facilities: a tube with windows for optical observation of the flame prop­
agation (3.6 m long, 10 x 10 cm wide), the INR tube facility (12 m long, 0.35 m 
diameter), and the large scale RUT facility (70 m long). The latter is operated 
by the Russian Kurchatov Institute for the investigation of turbulent combustion 
and explosion processes. The instrumentation of these facilities provided macro­
scopic results of the combustion process like pressure loads, flame position, and 
burning velocities. The INR experiments had some overlapping in scale with the 
experiments performed at the TU Muni eh for confirmation. The experimental 
data from the RUT facility were used to validate codes on full reactor containment 
dimensions. 

Workpackage 2: Model development 

Computational tools 
Development and evaluation of the physical and chemical models were per­

formed within the framework of the computational tools presently existing at the 
participating organizations. 

At CEA/IPSN the system code TONUS is under development which inte­
grates existing versions of TRIO and PLEXUS on the basis of a new common 
data structure. The numerical method in the TONUS code is based on a finite 
volume scheme and allows the use of unstructured grids. The code was used as a 
test environment for the evaluation of various numerical modules describing the 
governing processes related to hydrogen distribution and combustion. 

At FZK, the GASFLOW code was used. GASFLOW uses finite volume nu­
merical methods based on cartesian and cylindrical grids. The code served as a 
test bed for the implementation and validation of specific H2-distribution models, 
especially for recombiner operation. For turbulent combustion the COM3D code 
was applied. This code uses a structured grid and an efficient explicit solver. It 
combines a verified k-E model with an extended eddy-break-up model. 

At the JRC Ispra, the REACFLOW code is under development. It is based on 
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advanced numerical techniques providing a high resolution of flow discontinuities, 
if so lleeded. The code uses unstructured grids allcl allmvs a grid adaptatioll 
clepenclillg Oll local flow informatioll. 

The different computational tools involvecl in the project allowecl the eval­
uatioll of various numerical techlliques with respect to accuracy, resolutioll of 
local phenomena, cocle stability, robustness, ancl cocle efficiency (rullllillg times). 
The sensitivity of the results with regarcl to the clegree of spatial resolution (gricl 
effects) was also investigatecl. 

Development of physical models 
The work concentrated on those processes where models were lacking or which 

were inappropriate for the allalysis of severe acciclents. 
In the area of hydrogen clistributioll further moclel improvement coverecl the 

following topics: 

• turbulent mixing alld transport processes with emphasis Oll turbulellce gen­
eration and clecay in large, complex geometries 

• wall heat transfer ancl relatecl two-phase processes like steam condensation 
ancl film re-evaporation, 

• iglliters and catalytic recombiners. 

A key problem of any combustioll cocle is the clescription of the turbulent 
combustion process 1.vhich requires valiclatecl models for two processes: 

• chemistry of H2-air-steam flames, 

• turbulent combustion of premixed gases for a range of flow regimes. 

A broad cliversity of the model approaches is absolutely necessary in order 
to identify the most promising approach for the precliction of combustion loads. 
The work collcentrated on semi-empirical, fast-running moclels '\-vhich have been 
bench-marked on a sufficiently wide spectrum of prototypical experiments with 
realistic mixture compositions (H2/air/steam), initial temperatures (300 - 450 
K), ancl initial pressures (1 - 3 bar). 

Duplications in model development was avoided as far as possible ancl practi­
cal. The models are of modular structure ·which allowed easy transfer among the 
partners ancl, further, to potential external users. 

Workpackage 3: Model verification 
The models for clescribing distribution and turbulent combustion processes 

were validatecl on a number of commonly agreecl experiments in orcler to compare 
the different numerical tools with respect to accuracy, efficiency and stability. The 
selectecl experiments includecl distribution wiL.tout mitigation and distributioll 
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with various mitigation measures. Turbulent combustion experiments on different 
scales were analyzed. 

Some of the initially selected tests were analyzed in 2-d approximations to 
obtain fast results, however the final goal was model verification by analysis of 
three-dimensional experiments. 

Workpackage 4: Model application 
The project used the nev,r validated models for the analysis of distribution and 

combustion processes in existing and future plants, including a German F\iVR 
(Biblis A) and EPR, with the goal to optimize hydrogen mitigation techniques. 
The potential mitigation measures investigated were catalytic recombiners and 
spark igniters. 

The partners of this project represented together the main activities currently 
underway in Europe in the field of modeling hydrogen distribution and combus­
tion for reactor safety. Table 1.1 gives an overview of the partners activities in 
the \iVork Packages. 

The contract for this project started on February 1, 1996. At the kick-off 
meeting and in two technical meetings at Karlsruhe and at Munich, the project 
gained significant momentum, and agreement on a more detailed working schedule 
was obtained. During the early phase of the project, priority was given to the 
experimental side vvhich was essential in order to provide the data needed for 
model development and validation. A common test matrix for FZK and TU!vi 
experiments was agreed. Significant work was also performed on the modeling 
and validation fields. In addition, plant specific analysis was started. 

:Major achievements during the first 12 months period were the installation 
and upgrading of experimental facilities at TUM, FZK and Kurchatov Institute 
(RUT facility). Shakedown tests were performed and first experimental series 
were started. Two RUT experiments, the number agreed in the contract, were 
completed. Combustion parameters in simple geometries were measured on lab­
oratory scale at TUM. Highly sophisticated techniques as described in section 
2.2 provided experimental data on various parameters which are important for 
modeling and validation. 

Modeling efforts were underway for important phenomena including heat 
transfer, turbulent combustion for a wide parameter range, and numerical sim­
ulation of mitigating systems. A turbulent combustion model (Eddy Break-up 
method) was implemented into the combined lumped-parameter and multidimen­
sional code TONUS. The REACFLOvV-code was extended by an axisymmet­
ric solver, including axisymmetric version of the k-E equations, and the Eddy­
dissipation model for turbulent combustion was implemented. A new version of 
the GASFLOW code was prepared by merging the FZK version with a version 
from LANL. Validation was continued by analysis of Batteile recombiner and 
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Table 1.1: Partners activities in the project's vVork Packages 

Activity FZK CEA Ispra TUM Siemens 

WPO Project Management 

\iVP0.1 Scientific coordination X 

VlP0.2 Administrative coordination X 

WPl Experiments on turb. comb. and DDT 

V\TP1.1 3m tube, FZK X 

\iVP1.2 12 m tube, FZK X 

\~TP1.3 70 m RUT facility X 

\iVP1.4 6 m PHD tube, TUJVI X 

\~TP1.5 6 m Glas tube, TUßil X 

WP2 Model development 

Distribution models 

\~TP2.1 Turbulence X X X 

\iVP2.2 Heat transfer X X 

\~TP2.3 Recombiners X X 

\iVP2.4 Ignitors X X 

Combustion models 

\~TP2.5 Turbulence X X X X 

\\TP2.6 Reaction Kinetics X X X X 

WP3 Model verification 

Distribution models 

\iVP3.1 \iVithout mitigation X X 

\iVP3.2 \\Tith recombiners X X 

\~TP3.3 vVith ignitors X 

\iVP3.4 \\Tith recomb. and ignitors X X 

Combustion models 

\iVP3.5 Turbulence X X X X 

\~TP3.6 Turbulent combustion X X X X 

WP4 Model application for H2 mitigation 

\iVP4.1 Existing plants X 

\~TP4.2 Future plants X X 
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igniter tests. The 3-D version of the COM codewas applied to vortex problems 
and analysis of RUT experiments in order to evaluate the empirical constant C 1 
in the EBU combustion model. 

During the second 12 months period, experiments at TUM and FZK were 
continued. According to the agreed test matrix, complementary tests ·were run 
on different scales and with different resolution of flame front progression. 

At TUM, dismantling and reinstallation of the experimental facilities which 
were necessary because of movement of the institute to a new site, were used 
for improvement of instrumentation. Highly sophisticated techniques including 
high-speed Schlieren photography and Laser-Doppler-Velocimetry (LDV) allowed 
to resolve the microstructure of flame evolution in complex configurations. Tests 
to investigate run-up of flames and turbulent flame acceleration vvith single and 
multiple obstacle configurations were carried out for a range of H2-concentrations. 

Several test series in the 12 m tube at FZK addressed various combustion 
phenomena. Inert tests and tests in lean hydrogen mixtures were run to in­
vestigate turbulence generation and dissipation in obstructed geometry with the 
aim to enable decoupled model development in two steps, first turbulence alone, 
then turbulence with combustion. Flame queuehing was studied in configurations 
with obstacle arrangements of different blocking ratio and spacing. Goncentra­
tion boundaries between regions of complete and incomplete combustion were 
clearly identified. 

Test on flame acceleration were performed on different scales. These tests 
provided the data base to derive conservative criteria for flame acceleration limits 
and scaling laws for turbulent flame propagation. 

On the modeling side, significant effort was put in the improvement of codes. 
This includes implementation and assessment of solver techniques and application 
of grid adaption methods in 2d and 3d. 

Different reaction kinetics models were implemented in the partners CFD 
codes. An Arrhenius type reaction rate is used for slow and laminar flames. 
Eddy-Break-Up (EBU) and Eddy-Dissipation (ED) concepts are used to describe 
turbulent flames. The different approaches chosen by the partners to derive the 
governing coefficients were subject of a special workshop held in summer 1997. 
Modeling activities addressed further topics including sump heating and behavior 
of safety components. Work was started at Siemens for the development of a 
micro-model for recombiner behavior. The basic equations were formulated and 
the boundary conditions were evaluated. Such a model is important to optimize 
recombiner design and efficiency and to reliably predict recombiner behavior in 
accident situations. 

Code validation continued in various fields on the basis of Batteile tests and on 
experiments performed by the partners. A turbulence benchmark was specified 
on the basis of a FZK shock- tube test which simulated turbulent flow ahead of 
a fast flame. This testwas calculated with the FZK codes COM3D, GASFLOW 
and V3D. 
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Model application to NPP's ·were performed for H2-distribution in EPR and 
to assess mitigation effectiveness in Biblis A and in EPR. 

During the last 12 months period, experimental work was successfully com­
pleted at TUM by performing combustion experiments in the PHD-tube which 
cover the full range of combustion modes with flame speeds from several m/s 
up to detonative cases. Thus the range of applicability of models can now be 
clearly identified on small scale. In addition to global parameters, turbulence 
intensities were also obtained using the LDV measurement technique. Also, heat 
flux measurements were performed with semi-conductors having short response 
tim es. 

On the analytical side, the effort concentrated on the validation of models 
and codes, determination of ranges of applicability, numerical improvements and 
benchmark applications. A significant improvement of combustion modeling was 
achieved by introducing the Said-Borghi extension into the EBU combustion 
model. Using this extension, one constant value for C1, a free parameter in 
the model, can be found which allows analytical description of a wide range of 
combustion modes. 

The COM3D code (FZK) has reached a state which gives confidence in pre­
diction of combustion events on a wide range of parameters. An application 
calculation was performed for a large containment with a weakly stratified atmo­
sphere. It was observed that local turbulence generation significantly influences 
the progress of flames and the built up of localloads. 

The TONUS development activities concentrated on Low Mach Number flow 
solver validation with non reactive and reactive mixtures on one hand, and com­
pressible flow solver validation with detonation on the other hand. Good results 
can be achieved with the Low Mach Number flow solver for cases with Mach 
number < 0,3. 

At TUM, a combustion model based on PDF-formulation was implemented 
into the CFX-code. A formulation for the momentary reaction rate ·w(c) was 
derived using reaction kinetics programmes. 

Detailed studies on different scales were performed at ISPRA to investigate 
the eddy-dissipation model in the CFD-code REACFLOW. Further, a 3D version 
of REACFLow· was developed and the applicability of numerical techniques in 
2D and 3D were compared. 



Chapter 2 

Experiments 

To provide a data basis for the development of combustion models for Immerical 
simulations experiments have been carried out on differently scaled test facilities 
within this project. In two small scale facilities ("Glastube'' and "PhD-Tube") 
at the Lehrstuhl A für Thermodynamik experiments provided data over a wide 
range of fiame regimes from the laminar reaction phase after ignition, the interac­
tion of the fiame front with a single obstacle and the acceleration of the fiame by 
different multiple obstacle configurations up to detonation. The two tubes allow 
fiame diagnostics by means of optical measurement methods. They are equipped 
with a Laser Doppler Velocimetry set-up for the investigation of the infiucnce of 
turbulence to the fiame propagation and a Schlieren set-up for the detection of 
the flame shape. The conventional measurement equipment consisting of pressure 
transducers and photodiades for the detection of the Harneposition is comparable 
to the instrumentation of medium and large scaled test facilities. 
A medium scaled test facility ("12-m Tube") at the Forschungszentrum Karl­
sruhe provides data on turbulent combustion experiments in the range of semi 
fast turbulent defiagrations up to detonations and in inert tests the conditions 
after a propagating shock wave through an obstacle path. The facility is very 
well equipped with conventional measurement techniques. Large scale tests were 
carried out in the RUT test facility at the Kurchatov Institute. 
The experimental results cover a '\Vide range of fiame regimes as well as a wide 
range in scale. They allow the validation of combustion models, which were 
developped in this project as well as the detection of the limits of their scope. 

9 
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2.1 Theoretical background of the experiments 
in the PHD-tube and Glastube at the TU 
München 

It is commonly agreed that both, the origin and acceleration of a fast defiagrating 
fiame is based on different regimes of combustion, which depend on each other 
(see Fig. 2.19). The first regime of the combustion is a laminar fiame around a 
small ignition kernel. Disturbances lead early, after a short spreading distance, 
to the formation of fiame pockets and in the further course to a turbulent fiame. 
Further introduction of turbulence, e.g. by obstacles in front of the fiame, allow 
the acceleration of the fiame by mechanisms discussed in this chapter. Propaga­
tion velocities of turbulent defiagrations of 1 m/s up to 1000 m/s can be measured 
in the experiments carried out in this project. 
Typical for fast turbulent defiagrating fiames are strong pressure waves, which 
are released by the fiame and form a shock-system in front of the fiame. The 
preceeding shock-system modifies the initial conditions for the folluwing fiame 
and lead to a further acceleration of the fiame. The shock system is not coupled 
strongly with the fiame and a distance between shocks and fiame can be measured 
(see chapter 2.3.3). Fast turbulent fiames are often instable. If the turbulence 
entry e.g. due to obstacles vanishes, the shock-system decouples from the fiame 
and the propagation velocity can decrease. 
In literatme several mechanisms are known, which can trigger a detonation from 
an initialfast defiagration [Bre88], [Kuo86], [Cha95]: 
First, the fiame acceleration due to turbulence, generated by obstacles, can end 
in a quasi-detonation within an obstacle path. The quasi-detonation changes to 
a regular Chapman-Jouguet detonation after leaving the obstacle path [Bre88]. 
A second mechanism is the formation of an explosion kernel ( or so called "explo­
sion in an explosion") with a center located in the vicinity of the boundary layer 
due to instabilities [Kuo86]. 
Third, the formation of a detonation in front of and far away of the combustion 
zone by the focusing of the leading shock wave by means of obstacles has been 
shown by Chan [ Cha95]. 

The experimental programme of the Lehrstuhl A für Thermodynamik covered 
all of the above described fiame regimes to generate a wide basis of data for the 
validation of combustion models in numerical simulations. To cover the laminar 
fiame regime in the early beginning of the fiame propagation experiments have 
been performed in the "Glastube" test facility. To investigate the fiame accel­
eration due to turbulence introduced by an obstacle detailed investigations have 
been carried out in the PHD-tube. The regime offastturbulent fiames has been 
investigated with multi-obstacle configurations in the PHD-tube. 
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This chapter describes the principles of turbulent fiows occurring in the rel­
evant combustion regimes and defines the relevant terms to understand the in­
teraction of turbulence and fiame and is necessary for the understanding of the 
experimental outcome. Because of its complexity the problem is split into the 
vievv of the non reacting case (Section 2.1.1) and the reacting case, which vvill be 
described in Section 2.1.2. 

2.1.1 Basics of turbulent flows 

Characteristical for turbulent fiows is the irregularity in time and space. Al­
though each fluid element follows the main fimv it follows an random course. The 
turbulent fiow consists of eddies of different sizes, which change consecutively. 
Considered globally, large eddies disintegrate continously into smaller ones. The 
kinetic energy of the eddies is transported through a cascade of different sized 
eddies until it dissipates to heat. 
The turbulent fiow is commonly represented with statistical methods. The actual 
local velocity of each fiow component is separated into a mmring average value 
and its fiuctuation. 
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Figure 2.1: Typical turbulent fiow trace and its separation into moving average 
and fiuctuation, measured in the PhD-tube in front of a propagating fiame. 

To quantify the turbulent fiuctuation the turbulence intensity of the fiuctua­
tions is defined by. 

(2.1) 

For the unity of all three components of the turbulence intensity in one measure­
ment point the fiow is called isotropic. For the unity of all three components in 
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time the fiow is called homogenous. The 'videly used numerical turbulence mod­
els assume at least isotropic conditions. The follmving relations assume mostly 
isotropic and homogenaus conditions, which are given in the case of the slow 
turbulent fiows, which are investigated in this experimental programme. In the 
case of isotropic turbulence the turbulence number Tu is defined by. 

or in general 

v;J2 
Tu=-­

u 
(2.2) 

(2.3) 

The turbulence number is related to the average velocity of the main fimv direc­
tion. The turbulence number is a degree for the force of the eddies in the fimv 
[Kuo86]. According to Reynolds [Rey74] the turbulence number can be estimated 
i.e. behind fine meshed grids Tu rv 1%, near the walls Tu "'"' 10% and in free 
turbulent jets Tu > 10%. 
An importa11t parameter which is widely used in 1mmerical simulations is the 
turbulent kinetic energy 

(2.4) 

The knmvledge of the fiuctuation quantity only is not sufficient for the charac­
terization of the turbulent fiow. The dimensions of the eddies have an important 
infiuence on the fiame propagation. For this reason length scales play an im­
portant role for the explanation of the turbulence-fiame interaction as shown in 
chapter 2.1.2. The evaluation of the measured LDV-data is also based on the 
knowledge of the length scales. 
The following list gives an overview over the length scales and their meaning: 

• The macro length scale describes the largest eddies. The size of these eddies 
is limited by the confining geometry of the fiow. The number of macro 
scaled eddies is small and, compared to the total kinetic energy contained 
in the turbulent fimv, their energy content is relatively small. 

• The integral length scale or Eulerian length scale describes the size of the 
characteristic eddies in the fiow. The characteristic eddies dominate the 
turbulent fimv. They contain the largest part of the kinetic energy of the 
turbulence. 

• A length scale used for the numerical approach to turbulence is the micro 
length scale or Taylor microscale. The micro length scale is used for the 
estimation of the stress tensor [TeLa87]. The micro length scale is always 
smaller than the integral length scale. 
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R11 /u/ 

Figure 2.2: Course of the spatial autocorrelation function R according to Rotta 
[Rot72] 

• The smallest eddies in a flow are of the size of the K olmogorov micro scale. 
\iVhile dissipating the energy of the Kolmogorov microscale eddies is trans­
fered to the thermal energy of the flow. 

Each length scale corresponds to an affiliated time scale. 

2.1.1.1 Integrallength scale 

In order to determine the integrallength scale, the correlation of the flow fluctu­
ations is determined at two different places in the flow field (spatial correlation). 
The correlation coefficient is defined as 

(2.5) 

The vector x points at the first measurement point, where the velocity is recorded 
and lfl is the distance between the first and the second measurement point. In 
figure 2.2 a typical course of the spacial correlation function over the distance 
between the measurement points is shown. The integration of the expression in 
(2.5) leads to the integrallength scale 

00 

L = j R(r)dr (2.6) 
0 

The integrallength scale is the characteristical length scale for the turbulent 
eddies in the flow [Tay35]. In general, the integrallength scale can be split into a 
longitudinal and a transversal one. The value for the longitudinal integrallength 
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scale L 1 is determined usually by the evaluation of the correlation coefficient ~j 
from data of two measurement points which are shifted to each other in main flow 
direction. If the shift between the measurement points is chosen perpendicular 
to the main flow and the equation (2.5) is applied to the data, the transversal 
integrallength scale Lt can be determined. In isotropic flows the relation between 
longitudinal and transversal integrallength scale can be estimated as L 1 = 1/2Lt 
according to Rotta [Rot72]. 

()() ()() 

LI= I nl(r)dr and Lt =I Rt(r)dr (2.7) 
0 0 

Another way to determine the characteristic size of the eddies of the flmv is 
the corresponding time scale to these eddies, the integral time scale. The integral 
time scale can be determined in contrast to the integrallength scale with only one 
measurement device. In analogy to (2.5) the integral time correlation coefficient 
is defined as 

R,E(T) = u'(t)u'(t + T) 

Ju'2 (t)Ju.'2 (t + T) 

and the corresponding integral time scale 

(2.8) 

(2.9) 

For isotropic flows it is possible to transform integral length scale and integral 
time scale to each other. According to Frost [FrJ\!Io77], the Taylor Hypothesis 
states that, if u » W, the fluctuations at a fixed point of a homogeneaus tur­
bulent flow with a constant mean velocity u in x-direction behaves as a turbulent 
field passing that point with a constant velocity 71. In this case the fluctuations 
over the time are nearly identical to the momentary velocity distribution along 
the mean velocity-axis at this point ("frozen turbulence"). 
Taylors Hypothesis implies: 

(2.10) 

Due to x = ut, the integrallength scale can nmv be calculated by 

(2.11) 

vVith the knowledge of the integrallength and time scales other important scales 
can be derived, as is shown later. 
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2.1.1.2 The Taylor microscale 

The Taylor micro scale is determined according to Hinze [Hin59] by: 

and __!_ = _! [fJ2'Rtl 
)..2 2 8r2 

t r=O 
(2.12) 

As shown before, the length scale is split into a transversal and a longitudinal 
component. The Taylor micro scale ).. is a size for the local variation of u' [Hin59]. 
Under the assumption that these variations are caused by small eddies in the flow 
field, the Taylor microscale contains information on these microscale eddies. It is 
neither a scale for a particular dass of eddies nor is it a scale for dissipation, but 
it is valuable for the determination of the stress tensor 

(2.13) 

The corresponding time scale is determined in analog to (2.11): 

At =UT (2.14) 

2.1.1.3 The Kolmogorov microscale 

The smallest eddies in a turbulent fimv are of the Kolmogorov microscale size. 
They are responsible for dissipation processes in the flow. They also influence 
the combustion process strongly, which is shown later. Kolmogorov showed, 
that the smallest length scales ( dissipation length scales) are dependent from 
the dissipation rate E and the kinematic viscosity v. Abdel-Gayed [AbBr81] 
and Tennekes [TeLa87] showed, that these eddies have the form of long and 
randomly distributed tubes vvith a diameter of the Kolmogorov microscale ls and 
the spacing of Taylor microscale ).. (see figure 2.3). The Kolmogorov microscale 
and the appropriate rotation velocity of the eddy is defined as 

_ (v3) t 1 ls- and U 8 = (w)4 
E 

(2.15) 

\iVith the knowledge of the Kolmogorov microscale and the velocity of the Kol­
mogorov micro-eddies an according time scale can be derived: 

(2.16) 

2.1.1.4 The dissipation rate 

An expression for the dissipationrate E can be derived from Hinze [Hin59]. Hinze 
states the kinetic energy of large eddies to be proportional to u'2 and the energy 
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\\ 
u 'A \\ 

Figure 2.3: Tenneke's model of dissipative eddies according to [Cho79). The 
smallest eddies consist of tubes of the diameter of the Kolmogorov length scale 
ls with a spacing of the Taylor microscale .\.. 

transfer from large to small eddies due to viscosity to be proportional to u' / L. 
The energy transfered to smaller eddies is in the order of u'2u' / L and is dissipated 
under steady conditions by the Kolmogorov microscale eddies with the dissipation 
rate E. 

(2.17) 

In the case of isotropic turbulence the decrease in time of the turbulent kinetic 
energy is equal to the dissipation rate 

E = - d (~k2) = -~ du12 = 15v (au) 2 

dt 2 dt ax (2.18) 

Together with the definition of the Taylor microscale equation (2.18) leads to: 

u'2 
E = 15v .-\2 

T 

2.1.1.5 Relations between the length scales 

(2.19) 

The knowledge of the integrallength scale is essential for the characterization of 
the flow. Under the assumptions made before (isotropic and homogenous) all the 
other scales can be derived from the integral length scale. A relation between 
the integrallength scale and the Taylor microscale can be derived from equation 
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(2.17) and (2.19) 

A u~ms 
(2.20) 

15 V 

A relation between the integral length scale and the Kolmogorov microscale can 
be derived from combining equations (2.17) and (2.16) 

[4 
s 

L A 13 
Urms 

(2.21) 

The factor A is between 0 and 1. Abdel-Gayed et al. [ABL89) determined the 
value 40.4 = 15 I A for isotropic turbulence from experimental data. 

2.1.2 Interaction of the f:lame and the turbulent f:low 

In the past there were many approaches to describe the turbulent flame velocity 
analytically [Bea94). The common procedure starts with a laminar flame and 
superimposes the influence of turbulence. These laminar flame parameters are: 

• the laminar flame thickness 51, cantairring the pre-heating zone and the 
reaction zone 

• the laminar burning velocity s1 and 

• the chemical reaction time Tc 

The relation between the three parameters is given by 

with the definition of the laminar flame thickness: 

a 
Oz =­

Sz 

(2.22) 

(2.23) 

with the temperature conductivity a = Al pcp. Often the Prandtl-number Pr = 

vIa ~ 1 is simplified for hydrogen-air mixtures in literature. This leads to the 
laminar flame thickness: 

V 
Öz =- (2.24) 

S[ 

The interaction of a flat flame front with eddies of different sizes can be seen in 
figure 2.4. Large eddies only stretch the flame front. They increase the flame 
surface and contribute in this way to a certain flame acceleration compared to the 
laminar flame, but they don't increase the mass transport into the flame area. 
Large eddies lead to a curvature of the flame which can be seen for example 
in Schlieren images of the propagating flame. The average flame thickness of a 
hydrogen-air flame is in the order of several micrometer. Compared to the typical 
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Figure 2.4: Influence of eddies of different sizes to the flamefront [Kuo86]. 

sizes of eddies in the turbulent flow, the flame thickness corresponds to the size of 
the Kolmogorov micro eddies. These eddies influence the mass transport into the 
flame front and increase the flame velocity much stronger than larger eddies. If 
the strength of the Kolmogorov micro scale eddies increase, an intense mixing of 
the hot gases, produced by the flame and gas in front of the flame can be observed. 
In these cases a decrease of the reaction rate can be found in experiments. Flame 
queuehing is observed at very high turbulence intensities, which occur e.g. in 
burning free jets [Jor99]. 
To classify the turbulent flames it is useful to define dimensionless parameters, 

which describe the different flame regimes [Bor64]. One important parameter 
of the turbulent flame propagation is the Damköhler number Da, which is the 
quotient of the order of the integral time scale and the chemical time scale. 

Da= TL=~ 
Tc U~ms5l 

(2.25) 

The Damköhler number describes the influence of large eddies on the combus­
tion process. It relates the time in which a large eddy rotates and the chemical 
reaction time. The reciprocal to the Damköhler number is the Kovasznay num­
ber, which is also used in literature. For Da < 1 the large eddies disintegrate 
into smaller ones before they can be burned completely and Damköhler numbers 
larger than one mean, that the reaction time is faster than the turbulence time 
scale of large eddies, so the volume of the eddies a.re burned before they can 
dissolve into smaller ones. 
Another importa.nt parameter is the Karlovitz number which describes the influ­
ence of Kolmogorov scale eddies to the flame structure. 

K a = Tc = 5t /!_ 
T 8 S[ V-;; (2.26) 
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Figure 2.5: Course of the Le'ivis number of a hydrogen-air mixture dependent on 
the hydrogen concentration 

For Karlovitz numbers larger than one the chemical timescale is larger than 
the time the Kolmogorov microscale eddies need to rotate around their center. In 
this case material is transported out of the reaction zone before it could burn out 
completely and cold gas is transported into the reaction zone. The flame thick­
ness increases compared with the laminar case and the flame itself is quenched 
locally. For Karlovitz numbers smaller than unity the size of the Kolmogorov 
eddies is larger than the flame thickness. The reaction zone is not widerred by 
the Kolmogorov microscale eddies. 

\iVith the definition of the turbulent Reynolds number, the Damköhler number 
and the Karlovitz number as well as the estimation v = s161 and E = u~~s/ L the 
following relations can be posed: 

U~ms _ R (L) -l 
--- eL -

Sz bz 
(2.27) 

(2.28) 

(2.29) 

(2.30) 

\iVith these relations characteristicallines for Re L = 1, Da = 1, J( a = 1 and 
u~msl s1 = 1 can be drawn into the phase diagram according to Borghi and Peters 
and different flame types can be classified. The follovving flame types can be 
distinguished: 

• wrinkled flames in the area 1 
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corrugated flamelets 
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Figure 2.6: Classification of fiame regimes for turbulent premixed fiames accord­
ing to Borghi [Bor64] and Peters [Pet86] 
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Figure 2. 7: Inerease of the reaetion rate at eonvex eurvatures at the flame due 
to the dominanee of the large diffusion eoeffieient of hydrogen over the heat 
eonduetion to the fuel-air mixture [Ard98]. 

• folded flames with the formation of poekets in the corrugated fiames area, 
area 2 

• thiek turbulent flames with possible queuehing areas and distributed reac­
tion zones, area 3 

• thiek uniform reaetion zone in the well-stirred reactor, area 4 

The laminar flame (ReL < 1) oeeurs only in some special experiments with very 
low hydrogen eoneentrations shortly after ignition (see ehapter 2.3.1). The main 
part of the experiments eovers the ranges 0 (laminar flames) to 3 ( distributed 
reaetion zones) see ehapter 2.3.3. 
The areas one and two distinguish themself by turbulenee (ReL > 1), existenee 
of a defined flame front (Da > 1) and the non-existenee of turbulent queuehing 
( K a < 1). In this area the smallest eddies of the Kolmogorov type do not 
influenee the flame front and the flame ideally eonsists of a laminar thin flame, 
whieh is stretehed by the eharaeteristie eddies of the flow. For u~ms/ Sz > 1 it 
is possible, that poekets of unburned gas are surrounded by burned gases. The 
flame eonsists of many closed burning surfaees. 

In the range of K a > 1 turbulent queuehing zones oeeur. The limit K a = 1 is 
in literatme often ealled Klimov-Williams eriteria. 
In hydrogen eombustion the formation of flame eurvature and flame poekets is 
foreed by the properties of the hydrogen itself. Depending on the fuel and the 
eoneentration of the fuel the fuel-air mixture is influeneed by its peeuliar eonstant 
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of heat transport and diffusion of the limiting reaction partner. This property of 
the mixture is characterized by its Lewis number: 

a A 
Le=-=--

D pcpD 
(2.31) 

For a Lewis number smaller than unity Le < 1 an increase of the reaction rate can 
be observed at convex curvatures of the flame. The heat loss to the surrounding 
is smaller than the heat gain of additional heat of burning hydrogen diffusing 
from the surrounding to the reaction zone. At concave curvatures there is an 
depletion of hydrogen noticeable because the hydrogen has diffused to adjacent 
regions and is burnt there. So the flame slows down at concave curvatures and 
accelerates at convex curvatures (see figure 2.7). 
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2.2 Experimental set-up and measurement tech­
niques at the TU München 

This chapter describes the Set-up of the Glastube and the PHD-tube facility. 
Both aresmall scale experimental facilities, which allmv in addition to their con­
ventional instrumentation, the application optical measurement techniques due 
to optical accessible sections of the tubes. 

2.2.1 Measurement techniques 

2.2.1.1 Pressure transducers 

Depending on the combustion regime two types of pressure transducers were 
applied to the combustion tubes: 

2.2.1.1.1 Burster resistive pressure transducers For slow combustion 
modes resistive pressure transducers have been chosen, because of their capabil­
ity for the detection of steady state pressures. The 3 applied Burster 8206R20 
precision pressure transducers allow the accurate determination of the pressure 
in the range between 0 to 20 bar. The applied preamplifier has implemented a 
low-pass filter with a cut-off frequency of 100 Hz. The pressure transducers have 
been calibrated before the begin of the measurement. 

2.2.1.1.2 Kistler piezo pressure transducers For the detection of fast 
transient pressure gradients occurring at fast turbulent deflagrations and detona­
tions 7 piezo pressure transducers, type Kistler 601A, have been applied to the 
tubes. The signals were processed by an Kistler 5011 charge amplifier. The whole 
system show a cut-off frequency of 300 kHz and a range between 0 and 200 bar 
overpressure. The accuracy within the full range is given by the manufacturer 
with 3%. 
In the experiments a strong influence of temperature gradients to the pressure 
transducers have been observed. To overcome this problern a 0.5 mm silicon 
membrane has been fixed in front of the sensor for thermal insulation. A direct 
comparison of hvo transient pressure signals, with and without silicone mem­
brane, results in the same pressure trace until the flame reaches the transducer. 

2.2.1.2 UV-photodiodes 

For the detection of the flame position UV-sensitive photodiades have been ap­
plied. Depending on the flame temperature the flame is invisible blue or yellow. 
This results from the emission spectra of the involved species OH, 0 2 and H 20. 
The blue emission results from oxygen in the hot flame, the yellow emission results 
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from steam appearing only at high temperatures, which occurs e.g. in detona­
tions. At lmver temperatures the emission of the flame is caused mainly in the 
infrared area because of the rotational spectra of the steam and in the UV due to 
OH-radicals, which are an intermediate product of the combustion. [Bre88] The 
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Figure 2.8: Emission spectra of the involved species in hydrogen-air flame [Bre88] 

stronger emission in the infrared is easy to detect. However, the disadvantage 
of detecting this part of the emission spectra is the light emission by hot steam 
even after the flame has passcd thc scnsor. Thc fiamc can not bc distinguished 
from hot burned gases. 
The detection of the UV part of the emission is much more difficile because of its 
small intensity. The advantage of detecting the ultraviolet part of the emission 
spectra is its close connection to the reaction front. The UV light is emitted only 
by 0 H, the intermediate radical of the reaction and follows the reaction front 
without time delay. 

The sensor is a Hamamatsu photodiode 81336-BQ with a sensitiveness in the 

a) test chamber 
b) heating chamber 
c) quarz window 
d) sensitive area 
e) adjustable 

support 
f) apperture 

Figure 2.9: Photodiodesupport with adjustable aperture 

spectral range between 190 nm and 1100 nm. The sensor is movable mounted 
in a steel tube. Its aperture amounts between 1 o and 20°. The down-line ampli­
fier was developed at the chair within this project. It allows an adjustable gain 
between 105 and 3 · 109 with a rise time of less than 1 microsecond. 
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Figure 2.10: Block diagramme of the developed amplifier for the UV-emission 
signal 

2.2.1.3 Laser Doppler Anemometry 
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Figure 2.11: Tvm component Laser Doppler Velocimetry set-up at the PHD-tube. 

The measurement system consists of a DANTEC Laser Doppler Velocimeter 
capable of detecting the fiow velocity both in axial and vertical direction. A de­
tailed description of the LDV measurement principle can be found in [DMW87] 
and [Ruc90] and is not explained here explicitely. A detailed description of the 
facility can be found in chapter 2.3.3. 
The LDV-system has been used in the backscattering mode in order to facili­
tate traversing between the measurement positions. The optics is mounted on a 
linear positioning table, which is capable of moving in x,y and z-direction. The 
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Laser-system consists of a two color Ar-Iones laser with a maximum power of 
5vV, necessary to achieve a high signal to noise ratio at the lüv-.r intensities in 
backscattering mode. The sending optics is arranged in a 3-beam configuration 
with the two colors ofthe laser (green 488nm, blue 514.5nm) and the combination 
of both. The size of the measurement volume is fixed by the focal length of the 
collecting lens (310mm) and the distance between the beams. It is determined 
to a diameter of 90pm and a length of 1.4mm. 
For the detection of positive and negative values of the flow a 4011-1 Hz Bragg-cell 
was mounted to shift the laser wavelength of the two pure colared beams. The 
scattered light is detected by two photo-multipliers. The Doppler signal is pre­
conditioned by a frequency-shifter to adjust the detection range to the expected 
values for the flmv velocities. The frequency detection of the preconditioned sig­
nal is done by a counter with a internal clock frequency of 5001\lfhz. In order to 
certify the signal quality the signals are processed only if the internal quality con­
trol circuit certifies an accuracy of 1.5% or better. Additionallow and high-pass 
filters improve the signal to noise ratio and sort out doubtful Doppler signals. 
The data acquisition is done by a personal computer system with two DOSTEC­
LDA acquisition interfaces, which allow a maximum acquisition rate of lOOkH z 
per velocity component. The acquisition system is used 1vith a fixed sampling 
rate. If no particle passes the measurement volume between two samples the last 
sampled value is read again. The multiple recorded values are removed in the 
data evaluation. Because the maximum storable data points, and therefore the 
recording time with high sampling rates, are limited to 49000 values per chan­
nel, the data acquisition starts delayed, related to the ignition to allmv a high 
resolution in time shortly before the flame arrives. The flame arrival time at the 
measurement volume is detected by a laser light barrier, which uses one of the 
three laser beams, which form the LDV measurement volume. The flame arrival 
time has to be detected because the density gradients in the flame bend the laser 
beams and, therefore, move the measurement volume and no reliable data can 
be acquired after this event. A second method to detect the flame arrival is the 
analysis of the data rate of the Dopplersignals (see figure 2.28). At the moment 
the flame passes the measurement volume the data rate decreases significantly 
and the correct time can be detected. 
To measure the flow by Laser Doppler Velocimetry the gas has to be seeded 
with small tracer particles, vvhich are capable of reflecting the laser light. The 
requirements to the tracer particles are among others: 

• the size of the particles has to be small enough to guarantee a sufficient 
particle tracking capability 

• the particles have to be inert and must not influence the combustion 

• to prevent lumping the particles have to be maisture repellent 
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spherical mirrar 

spherical mirrar 

Figure 2.12: Schlieren set-up at the Glastube facility according to Toepler [Toe64] 
and Schardin [Sch34]. 

The applied tracer particles are a mixture of titaniumdioxid and Aerosil (small 
spherical silicadioxid, manufacturer: Degussa) with a volumetric mixture ratio of 
1:9. The primary particle size of the rutiltype titaniumdioxid particles is 0.3J.Lm 
according to the manufacturer. Own measurements come to a average particle 
size of 1J.Lm [DAM97]. A method for the calculation of the particle tracking 
capability can be found in [Bea94]. In the considered velocity range the particle 
size is small enough to provide a sufficient tracking to the fiow. The applied 
Aerosil particles with a primary particle size of 20nm are strongly water repellent 
and transfer this property to the whole mixture and prevent the agglomeration 
of particles due to humidity. The seeding is dissolved in air and is transported 
into the evacuated PHD-tube ( the whole filling process is described in chapter 
2.3.3). The therefore used amount of air (app. 50mbar) is taken into account for 
the determination of the final hydrogen concentration. 

2.2.1.4 Schlieren technique 

The optical measurement set-up consists of a Schlieren set-up according to Toe­
pler (see figure 2.12). In this measurement set-up the density gradient between 
the hot, burned gases and the initial mixture is visualized. Light coming from a 
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flashbulb is parallelized by the first concave mirrar (focallength f = 1500mm). 
The parallel beam passes the measurement volume and is focused by the second 
concave mirror. The Schlieren knife is located in the focus of the second concave 
mirror. If light is bent in the measurement volume due to density gradients per­
pendicular to the alignment of the Schlieren knife, it is faded out. In the used 
set-up light bended in the direction of the positive x-axis of the tube appears 
darker than the background intensity. Deflections perpendicular to the tube axis 
are not imaged. 
To resolve the flame propagation a light exposure system with a high repetition 
rate is necessary. A flash bulb with a maximum repetition rate of 10kHz has 
been used. The maximum number of pulses in one series at this rate is limited to 
100, because of the thermalload to the flash bulb. The length of the light pulses 
is 1p,s. By the short duration of the light pulses the flame appears frozen at the 
moment of the exposure. A drum camera has been used as recording device. At 
the beginning of the exposure series the shutter of the camera has been opened 
and each light pulse exposed a part of the photographic material. After finishing 
the shutter has been closed. 
A view of the optical set-up is shmvn in figure 2.12. 

2.2.2 Experimental set-up of the Glastube 
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Figure 2.13: Vievv of the Glastube facility including mixture preparation and 
conventional measurement equipment. 

The Glastube consists of 9 exchangeable segments. Five of them can be 
equipped with windows for optical access. Four segments, mounted at the end of 
the tube serve as run out volume for the flame. The windows allow full optical 
access to the cross section of the tube. Due to the special construction of the 
tube and the windows the windows are mounted without gap to the measurement 
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volume (see figure 2.14). The combustion chamber has a reetangular cross section 
with a height of 100mm and the vvidth of 60mm. The whole length of the 
combustion chamber is 5070mm. The spark gap is located in the center of the 
end wall of the tube. The flashover of the spark igniter takes place 10mm from 
the end wall. 
The preparation of the mixture takes place in a separate mixture vessel. The 
mixture ratio is prepared by the partial pressure method. Before each experiment 
the tube and the mixture vessel are flushed with air to remove possible rest 
gases from a preceding experiment. Afterwards the facility is evacuated and the 
gases are filled into the mixing vessel with the pre-calculated partial pressures. 
The gases are fed into the mixing vessel by a tube with small holes to intensely 
mix them. After several minutes for homogenization, the mixture is transiered 
to the combustion chamber. The mixture preparation has been controlled by 
the evaluation of several samples, taken along the combustion chamber with 
a hydrogen concentration measurement device. The measured concentrations 
differed from the nominal value within the inaccuracy of the measurement device 
and is lower than 0.16vol.%. The tubematerial issteeland the walls are untreated 
and can be regarded as fluid dynamically coarse. 
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Figure 2.14: Cross section through the combustion chamber ofthe Glastube facil­
ity. Length of combustion chamber: 5070mm, cross section of combustion cham­
ber: 100x60mm, size of the windows: 100x200mm. The windows are mounted 
plane with the walls. 
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2.2.2.1 Instrumentation 

The conventional instrumentation consists of one thermocouple, which is mounted 
in the visible area of the first -vvindow. The measurement position is located at 
x = 75mm from the end wall at the upper side of the tube. The pressure 
is measured at 3 locations with piezo pressure transducers Kistler 601A at the 
locations x = lümm, x = lOOmm, x = 1150mm. Because ofthe low flame speeds 
compared to the speed of sound in this measurement campaign no significant 
difference in the signal of the pressure transducers has been detected. 

2.2.3 Experimental set-up of the PHD-tube 

K Kistler piezo pressure Iransducars (Typ 601A) 
PK 1: seitlich, x=750mm 
PK-2: seitlich, x=1575mm/1725mm 
PK-3: seiitlch, x=4050mm 
PK-4: seitlich, x=5750mm 
PK=:s: seitlich, x=6300mm 

air 

hydrogen 

B Burster difference pressure Iransducars (Typ 8206R20) 
PB 1: seitlich, x=1150mm 
PB-2: seitlich, x=2150mm 
PB=:3: seitlich, x=4950mm 

LS Iaser light barrier in the window section 

6.5m 

evacuation 

T thermocouplas 
TH 1: seitlich, x=850mm 
TH-2: seitlich, x=2450mm 
TH-3: seitlich, x=3950mm 
TH-4: seitlich, x=5450mm 
TH-5: unten, x=5400mm 
TH=:6: seitlich: x=6150mm 

F UV-photodiodes 
PH_1: seitlich, x=650mm 
PH 2: seitlich, x=1050mm 
PH-3: seitlich, x=1450mm 
PH=:4: seitlich, x=1850mm 
PH 5: seitlich, x=2850mm 
PH-6: seitlich, x=3750mm 
PH-7: seitlich, x=5050mm 
PH=:B: seitlich, x=6250mm 

Figure 2.15: View of the PHD-tube test facility. 

The combustion chamber consists of four movable segments with a length of 
1.5m each and a inner diameter of 66mm. An optically accessible segment with 
a length of 300mm can be mounted at different locations between the segments. 
So the length over all amounts 6300mm. Later the optical section has been sub­
stituted by a 500mm length section to increase the window si:,~;e. The adequate 
length of the tube is given in the data files. The tube consists of high grade steel 
with a wall thickness of llmm. The wall at the inner side of the tube is un­
worked. The inner wall can be regarded as fluid-dynamical coarse. The segments 
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have rneasurernent junctions at the top and the bottarn and both sides for the 
connection of rneasurernent transducers such as photodiades or pressure sensors. 
The optically accessible section differs frorn the ideal round shape of the tube. 
The side 1vinduws cause a back step (see figure 2.16). The windmvs on the top 
and on the bottarn have been filled to reduce the turbulence entry due to the 
back step, because they were not used for the applied optical rneasurernent tech­
niques. The visible area of the 1vindmvs was 50 x 60mm. Therefore at the top 
and bottarn an area of 8mm can not be observed. The tube is closed at both 
ends. The ignition takes place at one end fiange by a sparkplug vvith one single 
spark. 

To irnprove the reproducibility of the experirnents special ernphasis has been 
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Figure 2.16: Cross section of the optically accessible segrnent. 

spend to the filling procedure of the tube. Especially in lean hydrogen rnixtures 
srnall differences in the hydrogen concentration as well as inhornogeneities in the 
rnixture cause large effects to the fiarne propagation. A rnixture preparation 
installation has been developed to keep the rnixture cornposition within exact 
lirnits. 
The rnixture cornposition is prepared by the principle of partial pressures in an 
external rnixture vessel. Before each experirnent the vessel and the facility are 
fiushed 1:vith air to dilute possible rest gases frorn the previous filling. After the 
evacuation of the whole facility the external rnixing vessel is filled with the pre­
calculated arnounts of hydrogen and air by rneans of nozzles along tubes inside 
the rnixing vessel. The nozzles lead to an intensive rnixing of the cornponents. 
After filling each cornponent the exact partial pressure is rneasured by an high 
quality pressure transducer. The hornogenized rnixture is lead over to the corn­
bustion charnber. It enters through 20 nozzles, which are distributed along the 
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tube. After the filling procedure a delay of 5 minutes is performed to tranquil­
ize the mixture. The concentration has been controlled in the range between 
0 vol. %H2 and 4 vol. %H2 at several positions along the tube. The scheduled 
value of the concentration has been reached at all points ·within the error range 
of the measurement device of 0.16 vol.%H2 absolute. The obstacles consist of 
round shaped orifices according to figure 2.17. They are connected to each other 
and fixed -vvithin the tube by 3 threaded rods. the thickness of the obstacles 
amounts 5mm. 

65 

Orifice BR=30% Orifice BR=60% 

65 
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Figure 2.17: Different obstacles implemented in the PHD-tube with blockage 
ratios of 30%, 60% and 90%. The obstacles are fixed in the tube with 3 threaded 
rods. 

2.2.3.1 Instrumentation of the PHD-Tube 

The conventional instrumentation consists of 16 UV-sensitive photodiades and 
6 piezo-pressure transducers along the tube. The exact locations can be taken 
from tables 2.2 and 2.1. The sensors are described earlier. 
To visualize the flame shape and the shock system in front of the flame at high 
propagation velocities a Schlieren set-up analogaus to the set-up described in 
chapter 2.3.1 have been implemented. Different from the earlier described set-up 
a Kodak highspeedvideo camera has been used as recording device. The camera 
allows recording frame rates up to 40.500 pictures/s with reduced resolution. 
To provide a good quality of the images the maximum applied frame rate has 
been adapted to the actual needs. For very fast propagating flames even the 
highest framerate is to slow to record a series of pictures, while the flame passes 
the windmv. In this cases the recording of a image series has been abandoned 
and a single image has been taken with a high resolution PCO CCD camera. 
Because the repetition rate exceeds the allowable values of the flashbulb when 
using the Kodak video system the light source is changed to an argon-iones laser 
in connection with an acousto optic modulator to switch the continuous light 
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Figure 2.18: Modified Schlieren set-up for higher repetition rates. 
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beam of the laser. The exposure time of this arrangement amounts 500ns and 
the repetitionrate is not limited. Figure 2.18 gives a view of the changed set-up. 



34 

photodiode position 

mm 

F1 250 

F2 650 

F3 1050 
-~ 

F4 1450 

F5 1750 

F6 2150 

F7 2550 

F8 2950 

F9 3550 

F10 3950 

Fll 4350 

F12 4750 

F13 5250 

F14 5650 

F15 6050 

F16 6450 

Table 2.1: Locations of the pho­
todiades 
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pressure position 

transducer mm 

P1 1150 

P2 2250 

P3 3050 

P4 4250 

P5 5550 

P6 6500 

Table 2.2: Locations of the pres­
sure transducers 
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2.3 Experiments on turbulence and turbulent 
combustion in the Glastube and the PHD­
tube 

The common idea of the origin and acceleration of a fast defiagrating fiame is 
based on different regimes of combustion, which depend on each other. The first 
stage of the combustion is a laminar fiame around a small ignition kernel. Dis­
turbances lead early after a short spreading distance to the formation of fiame 
pockets and in the further course to a turbulent fiame. Further introduction of 
turbulence, e.g. by obstacles in front of the fiame, allow the acceleration of the 
fiame by mechanisms discussed in chapter 2.1. Propagation velocities of several 
hundred up to lOOOm/ s can be measured in the experiments carried out in this 
project. 
Typical for fast turbulent defiagrating fiames are strong pressure waves, which 
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flame 

slow turbulent 
flame 

fast turbulent 
flame 

instabilities b 
- hydrodynamics 
- mass and heat-
transfer 

(turbulence) 

IE---------'-.u.L_.___...._y 
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- jet-ignition 

detonation - shock focussing 

Figure 2.19: Description of the different stages in the live of a fiame. Pictures 
are taken from PHD-Tube and Glastube experiments 

are released by the fiame and form a shock-system in front of the fiame. 
The preceeding shock-system modifies the initial conditions for the following 
fiame by heating up the unburned gases and improves the conditions for the 
following fiame. The shock system is not coupled strongly with the fiame and 
a distance between shocks and fiame can be measured (see chapter 2.3.3). Fast 
turbulent fiames are often not stable. If the turbulence entry due to obstacles 
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vanish, the shock-system decouples from the flame, the propagation velocity can 
decrease. 
In literature several mechanisms are kno-vvn, which can trigger a detonation from 
an initialfast deflagration [Bre88], [Kuo86] and [Cha95]: The flame acceleration 
due to obstacles can end in a quasi detonation within the obstacle path. The 
quasi-detonation changes to a regular Chapman-Jouguet detonation after leaving 
the obstacle path [Bre88]. A second mechanism is the formation of an explosion 
kernel ( or so called "explosion in an explosion") with a center located in the 
vicinity of the boundary layer due to instabilities [Kuo86]. The formation of a 
detonation in front of and far away of the combustion zone by the focusing of the 
leading shock wave by means of obstacles has been shown by [Cha95]. 
The experimental programme of the Lehrstuhl A für Thermodynamik covered 
all of the above described flame regimes to generate a wide basis of data for the 
validation of numerical simulations with different combustion models. To cover 
the type of problems in the early beginning of the live of a fl.ame experiments 
have been performed in the "Glastube". They cover the range of the laminar 
flame after the ignition and the change to turbulent flame propagation in a wide 
range of hydrogen concentrations between 911 ol.% and 16Vol.%. The Glastube 
is constructed for a non obstructed view to the entire cross section for optical 
measurement methods. High speed Schlieren cinematographs show clearly the 
course of the flame within the first 500mm after ignition. Several effects can be 
studied by the evaluation of the Schlieren-photographs, such as the transition 
from laminar to turbulent flame surfaces, the influence of buoyancy and experi­
mental effects to the flame like the "tulip-flame" phenomenon. 
A wide variety of experiments have been performed in the PHD-tube and many 
relevant combustion regimes have been observed. Different experimental config­
urations by changing the obstacle path as well as the initial conditions led to a 
large range in the observed flame velocities. 
Measurements without obstacles lead to the lowest deflagration velocities, which 
are possible for the applied boundary conditions and serve as comparison for 
the turbulent flame acceleration by obstacles. Hydrogen concentrations between 
9.9% and 16% were considered. 
A single obstacle Gonfiguration has been investigated in detail with LDV and 
Schlieren-technique to study the influence of turbulence to the flame propaga­
tion. 
Multiple obstacle configurations multiplied the effect of the single obstacle and 
led to much higher velocities up to detonation. The data serves mainly to validate 
the global behavior of the combustion models. Extensive conventional measure­
ment technique delivers pressure traces at seven measurement points along the 
tube, where the build up and spreading of the shock system in front of the flame 
is monitored. Sixteen photodiades mounted along the tube deliver exact position 
traces of the flame. Additional Schlieren images have been taken to visualize the 
flame and the shock system after the obstacle path. 
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Figure 2.20: Laminar phase of a flame after ignition and transition into a slmv 
turbulent flame in the Glastube. Initial hydrogen concentration: 13.2vol.%. 

2.3.1 Investigation of run-up effects 

The laminar first stage of the flame and its transition into a slow turbulent flame 
have been visualized in this part of the experimental programme. The experi­
mental outcome is suited to validate ignition models in numerical codes as -vvell as 
the regime of slow turbulent flames. The main emphasis of this investigation has 
been spend to the 2-dimensional determination of the flame position and flame 
shape by means of high speed Schlieren cinematography. The combination of the 
high resolution in space andin time allows a deeper insight into the phenomena 
occurring in the transition from the laminar to turbulent flame regime. 
The investigated range covered 9vol.% to 16vol.% hydrogen in air at ambient 
conditions (initial pressure lbar, initial temperature 20oC). The measured flame 
velocities range from Om/ s to 25m/ s 

2.3.1.1 Laminar propagation after ignition 

The flame propagation after ignition in a still fuel-air mixture is laminar. Early, 
depending on the fuel concentration, perturbations of the originally smooth flame 
surface can be detected (figure 2.20). The laminar phase of the flame can be de­
scribed by a diffusion based burning model e.g. according to Frank-Kamenetskii 
and Zelodvich [Kra96]. The flame is described by a thin reaction zone and a 
comparably large pre-heating zone in front of the flame. The complete process is 
dominated by mass diffusion and thermal conduction (see figure 2.21). 

2.3.1.2 Instability mechanisms 

Different instability mechanisms lead to cracks in the spherical flame surface 
and ends up in a cellular structure of the flame. Darrieus and Landau [Dar41] 
described a gas dynamic instability mechanism leading to the amplification of 
convex structures in the flame. Following the streamlines of the flow through a 
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Figure 2.21: Laminar combustion model according to Zeldovich and Frank­
Kamenetskii. Courses of the temperature and the fuel content of the mixture. 

flame one can find, that in the burned gas the flow after the flame is perpendic­
ular to its surface (figure 2.22). The incoming flow, however, has a tangential to 
the flame directed velocity component, leading to the formation of vorticity and 
amplifying the convexity of the flame surface. The Landau instability mechanism 
is independent from the mixtures composition. 
Another mixture dependent instability mechanism is based on the heat and mass 
transfer in front of the flame. Mixture compositions -vvith low Lewis numbers, 
such as lean hydrogen mixtures tend to increase the convexity of the flame sur­
face. Initially existing convex structures lead to an increasing heat transfer to 
the unburned gas and causes heat losses to the flame. But because of the high 
diffusivity of hydrogen additional hydrogen is transported to the convex shaped 
flame. This mass transport overbalances the heat losses and leads to an ampli­
fication of the convex structure (see also chapter 2.1.2). Both mechanisms lead 
shortly after ignition to a cellular structure of the flame, therefore increasing the 
velocity fluctuations in front of the flame and lead to additional turbulence. The 
turbulence generating characteristic leads to a feed back mechanism, which ac­
celerates the flame further. 
In figure 2.47 with a hydrogen concentration of9.2vol.% the flame surface appears 
smooth on the Schlieren image and the flame forms out in the further propaga­
tion only large scale convex structures (figures 2.47 and 2.50). \iVith increasing 
hydrogen concentrations the laminar start-up phase of the flame gets shorter and 
the structure of the flame balls gets finer (figures 2.50, 2.55, 2.65 and 2.72). 

2.3.1.3 Buoyancy 

In mixtures with low hydrogen concentrations buoyancy effects outweigh the 
flame propagation in tube direction at the beginning. Like shown in figure 2.47 
the flame forms, after ignition, a spherical shape, which is driven upwards by the 
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Figure 2.22: Amplification of convex structures of a flame according to Darrieux 
and Landau [Dar41]. A tangential component of the approaching flow to the 
flame leads to vorticity and the amplification of convex structures. On the left: 
global view of the streamlines of the flow through a flame. On the right: the 
tangential component of the incoming flow leads to a resulting vorticity. 

buoyancy and leads to a flame, which propagates at the top wall of the tube. 
The influence of buoyancy decreases with rising hydrogen concentrations. With 
a concentration of 13vol.% hydrogen the flame is symmetric to the tube and the 
influence of buoyancy is vanished. 

2.3.1.4 Acoustic oscillations 

In the further progress strong oscillations in the flame propagation can be ob­
served. This oscillations in confined burning volumes and lead to a so called "tulip 
flame". The initial convex shaped flame increases its curvature and degenerates 
to a straight line. In this status the flame comes to a standstill related to the 
laboratory system. Subsequently a concave tulip-shaped indentation is formed 
by the flame, which can have a negative velocity back into the burned gases. 
After forming the tulip-shape the flame accelerates again and adopt the original 
convex curvature. In the Schlieren photographs the dynamics of this process can 
be studied (figure 2.23). According to Gonzalez et al. [Gon92] the geometrical 
requirements for the formation of a tulip flame is an exceeding ratio of length 
to diameter of 2. In both applied explosion tubes this ratio is largely exceeded 
(PHD-tube 95.5, Glastube 57.5). In both tubes the formation of a tulip flame 
has been observed under certain experimental conditions. The appearance of a 
tulip flame depends according to Guenoche [Gue64] on many parameters, such 
as initial pressure, diameter to length ratio, fuel concentration and geometric 
boundary conditions ( e.g. open or closed tube). 
The phenomenom is early known in literatme and first examinations were per­
formed on the problern ( e.g. Ellis [Ell28]). Because of the complexity of the 
whole process many explanations have been given, but all of them cover only 
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Figure 2.23: Schlieren film of the formation of a tulip flame in the Glastube. 
Experiment G39, 14.8vol% hydrogen, p0 = 1046mbar, To = 23.2 o C. 
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Figure 2.24: Pressure record of experiment G39. Harmonie oscillations can be 
observed in the pressure record, caused by the tulip flame 
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partially the development and the propagation of a tulip fiame. Possible causes 
are queuehing and viscosity [Ell28, Lew61], formation of vortices in the burned 
gas [Opp83, Dun85], interaction of pressure waves and fiame [Gue64, Mar64], 
or fiuctuating mass and heat transfer due to the changing fiame surface [Sta86]. 
Gonzalez shows in his detailed theoretical consideration of the phenomenon, that 
the formation of the tulip fiame has different explanations depending on the pre­
conditions. 
The initial conditions in both explosion tubes are comparable to those of Starke 
and Roth [Sta86] in their experimental investigations and those of Gonzalez in 
his numerical work. In this case a tulip fiame can develop only after the fiame 
attaches to the walls. This observation corresponds to the results of this inves­
tigation, where the tulip fiame is formed only after reaching the second window 
and attaching to the walls. 
The -vvhole process is shown in figure 2.25. In the early stage of the combustion 

process in the upper left image the fiame does not touch the walls and can freely 
propagate to all directions. The unburned gases are pushed before the fiame in 
the whole cross section. As shown in figure 2.25 a complex fiow field is formed 
in front of the fiame. Because of the density decrease and the volume increase 
by the heat production of the fiame a fiow field vectored always perpendicular to 
the fiame surface is generated behind the fiame. The burned gases produced by 
the side part of the fiame additionally boost the horizontal propagation of the 
fiame, because a vertical component is prevented by the \Valls. 
After 400 time steps in the calculation the fiame attaches to the walls. The fiow 
field establishes two symmetrical eddies. The fiow component in the center of 
the tube superimposes with the fiow components of the eddies and produce a 
backward directed fiow in the center of the tube. The middle part of the fiame 
decelerates, but the main fiow is still directed into the original propagation di­
rection. At this time the horizontal velocity component near the wall excel the 
velocity in the center. 
This condition is enforced in the further progression (lower left). The fiame is 
nearly plane and the fiow velocity in front of the fiame is very low, whereas be­
hind the fiame a further increase of the backward directed fiow component can be 
observed. In the outer regions there is a large horizontal velocity component into 
the direction of fiame propagation. The fiame itself decelerates strongly because 
of the reduced fiame surface. 
After 2000 time steps the tulip shape fiame is formed completely. The fiame sur­
face increases again and therefore the heat production increases, too. Along the 
whole fiame front a fiow field perpendicular to the fiame surface can be observed 
in the burned part. The fiame is moving again to the left and the concavity in 
the middle of the fiame is reduced. Later the original convex shaped fiame is 
restored and the primary propagation conditions are reached again. 
In long tubes the tulip fiame phenomena occurs only in the middle part of the 
tube. After a run-up distance harmonic oscillations are formed, which decrease 
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Figure 2.25: Iso-concentration lines and velocity field near the flame, while form­
ing an tulip flame according to Gonzalez [Gon92]. Upper left t = 200~t, upper 
right t = 400~t, lower left t = 600~t, lower right t = 2000~t 



2.3. EXPERIMENTS AT TUM 43 

when the flame reaches the end of the tube (see [Gon92]). The occurring ampli­
tudes of the pressure oscillations rise with the length to diameter ration of the 
tube. 
Analogaus to the oscillations in velocity pressure oscillations can be detected. 
Ganzales states, that the occurring pressure oscillations are only superimposed 
to the flow propagation, but they do not interfere 'vith the flow field. They are 
only a result of the tulip flame phenomenom. Starke and Roth disapprove this 
thesis and show a close connection of the occurring pressure oscillations and the 
flow field velocity. under the assumptions: 

• the flow velocity is constant over the cross section of the tube, 

• pressure and density of the unburned gas are only dependent on the time, 

• the compression of the gas is isentropic 

Starke and Roth deduce a direct relation between pressure and velocity oscilla­
tions as a function of time and place: 

1 5p 
vu(x, t) = --(l- x) 

"'P 5t 
(2.32) 

V\Tith the flow velocity Vu in the unburned mixture, the length l of the tube aud 
the distance x from ignition. In agreement to Gonzalez, Starke aud Roth explain 
the basic mechanism for the initiatiou of the tulip flame by the strong decrease 
of the flame surface, when the flame attaches to the walls. 
The tulip flame phenomenou occurs periodically in long explosion tubes under 
certain precouditions. The attuuing frequency is the first harmonic of the tube. 
The frequencies determined from the Schliereu-records (66Hz) in the Glastube 
coiucidence well with this predicted value. 

2.3.2 lnvestigation of the turbulent field in front of the 
flame 

At the Lehrstuhl A für Thermodynamik extensive studies have been carried out 
to measure the turbulence data in front of hydrogen-air flames [Bea94], [Jor99]. 
To understand the influence of turbulence on the propagating flame, experiments 
with a single obstacle configuration, introduciug turbulence to the flow, have 
been carried out in the PHD-tube withiu the scope of this project. For the mea­
surements a two-dimensional Laser Doppler Anemometer has been applied to the 
flow. The measurement system allows a uon-intrusive determination of the flow 
velocity and the turbulent fluctuations. 
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Figure 2.26: Location of the measurement planes in the PHD-tube. Upper row: 
distance of the obstacle to the spark plug and distance betvveen the measurement 
planes and the obstacle. Lower row: location of the measurement plane in the 
undisturbed fiow without obstacle. On the right: Position of the measurement 
points within the measurement planes. 

2.3.2.1 lnvestigated configurations 

Two different configurations are measured with the LUV-system. The first con­
figuration covers the undisturbed flow in the tube without obstacles. The mea­
surement plane is located 1650mm behind the ignition point. A detailed draw 
of the measurement configuration is shown in figure 2.26, a view of the complete 
facility is given in figure 2.15. For the second configuration the obstacle is placed 
into the window section. Three representative measurement planes, two in front 
of and one behind the obstacle are measured. 

Fast measurements [BeMa94], calculations in TASCflow as well as actual 
Schlieren images (figure 2.27) of the measured configuration find that the tur­
bulence is not uniformly distributed behind the obstacle. In the middle of the 
tube, at the tube axis the turbulence intensity is low compared to this regions in 
which a shear layer between calm gases near the walland moving gases through 
the orifice are formed out. To determine both turbulence intensities, at the tube 
axis and within the shear layers as well as the influence of buoyancy, the LDV 
measurements are performed at four different points (" up", "down", "left" and 
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Figure 2.27: Schlierenimagesofa fiame passing the window section of the PHD­
tube at 1011 ol.% hydrogen in air. On the left: undisturbed fiow without obstacle. 
On the right: Flame passes an orifice shaped obstacle with a blockage ratio 
BR=60%. 

"middle") in each measurement plane. 
The selection of the distance between the obstacle and the measurement planes 
have been chosen by evaluating the Schlieren images and the preceding calcula­
tions. Because of the limited size of the ·windows (50 x 60mm) it is necessary 
to place the obstacle at the right side of the vvindow for the measurement of 
plane 1 and plane 2 and at the front of the window for the measurement of plane 
3 to achieve the requested distances between obstacle and measurement planes. 
The location of the measurement planes is shown in table 2.26. For experiments 

plane distance from absolute position absolute position 

the orifice of the orifice of the plane 

plane 1 -50 mm 1675 mm 1625 mm 

plane 2 -10 mm 1675 mm 1665 mm 

plane 3 +50mm 1625 mm 1675 mm 

I plane 4 j without obstacle 1650 mm 

Table 2.3: Location of the measurement planes in the PHD-tube 

\vith low hydrogen concentrations such as 10Vol.% or 11.511oZ.% hydrogen in 
air a large scattering between the different experiments has been observed. To 
overcome the problern of scattering and to determine the significant results out 
of the experimental data for each measurement point at least 20 experiments 
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V\'ere performed. Therefore, a statistical approved statement about the turbulent 
fluctuation quantities was possible. Because of the large number of necessary ex­
periments only the configuration ·with lOVol.% hydrogen has been investigated 
at all 4 measurement points and all planes. For 11.5 V ol.% hydrogen concentra­
tion the position "middle" has been measured in all 4 planes. All experiments 
have been carried out with approximately lbar initial pressure and at ambient 
temperature (20°C). 

2.3.2.2 Evaluation procedure of the measured data 
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Figure 2.28: Experimental result of a Laser Doppler Velocimetry measurement 
in the PHD-tube of a lOVol.% hydrogen in air flame passing an orifice with a 
blockage ratio ER= 60%. Position of the measurement volume: 50mm behind 
the obstacle on the axis of the tube. 
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A typical course for the vertical and horizontal velocity component as well 
as their data rates are shown in figure 2.28. The data rate of the two measured 
velocities decreased significantly when the flame passed the measurement volume. 
The resulting low data rate behind the flame can be explained due to the deforma­
tion of the measurement volume by density gradients in the burned gases and the 
formation of condensed vvater on the windows. In front of the flame the data rate 
was limited by the number of available seeding particles, which precipitate mainly 
because of electrostatic attraction at the ·walls and the vvindows. The recording 
of the data was started with a delay of 1.5s to the ignition. The measurement 
volume was located on measurement plane 1 and at the position "middle". The 
tube vvas filled in this example with a mixture of 1011 ol.% hydrogen in air at 
ambient temperature and pressure. The average horizontal velocity is in the 
range between 0.5m/ s and 1.5m/ s before the flame front reaches the measure­
ment volume. The moment, in which the flame passes the measurement volume, 
is characterized by a strong velocity drop, even to negative values. Behind the 
flame a back flow of gases has been observed in the order of the propagation 
velocity. This result can be explained by the small pressure differences along the 
tube axis. Because of the small flame velocity compared to the speed of sound 
there exist only minor pressure differences along the whole length of the tube. 
Because the pressure differences as a driving force are very small, they allow the 
expansion of the hot gases in both directions, the direction of the propagating 
flame and backwards. If the flmv velocities in fi·ont of the flame are small, even 
negative values for the axial velocity can occur. Figure 2.29 shows the course of 
the streamlines of the expansion flow as well as the streamlines in the burned 
gases. These results are also shovvn numerically by Makhviladze [TviMl\1187]. 
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Figure 2.29: Numerically calculated streamlines of the unburned and burned 
gases near the flame front for a slow hydrogen flame according to Makhaviladze 
[MMM87]. The flame is inclined due to buoyancy-effects. 
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In front of the fiame the vertical velocity shows a tendency to the negative 
direction. This can be explained by buoyancy effects, which cause the fiame to 
burn in the upper area earlier than in the lower part of the tube. The so inclined 
fiame can be observed by the Schlieren records, too. 

The experimental results differ only to a small extend between the measure­
ment points, so it is sufficient to display only a selection of the complete data 
set. The evaluation of the data is done to determine the turbulent kinetic energy, 
'vhich is used in the standard k - E turbulence model of CFD codes and the 
average velocity shortly ahead of the fiame. The velocities evaluated are those 
from the gases of the volume element, ':vhich is burned in the next time step and, 
therefore, connected directly to the local reaction rate. 
The first step in process the raw laser Doppler data is to eliminate spurious data. 
To do this the velocity data, which extends a predefined range is rejected. For the 
further refinement of the evaluation the mmring average of the data is determined 
in a second step and the variance of the velocity values is calculated. Data which 
extends the band of 3 times the variance around the mmring average is elimi­
nated, too. If the amount of eliminated values exceed 3% of the totaluumher of 
measured points, the experiment is disregarded for the statistical determination 
for the turbulence parameters. In a third step multiple data points, which occur 
if the acquisition rate extends the rate of particles passing the measurement vol­
umes, are eliminated. The processed data is used for the further evaluation. 
In order to determine the correct value of the kinetic energy the time window for 
the evaluation is of great importance. In the literatme often a fixed amount of 
measurement values is used for the determination of the turbulence parameters, 
which is large enough to cover all appearing time scales. In an instationary fiow 
the size of the measurement window is restricted to a short time. On the other 
hand the measurement window has to be large enough to cover the necessary 
time scales, too, which infiuence the fiame. These time scales are infiuenced by 
the confining geometry, the absolute values of the fiov;r velocities and the absolute 
values of the fiuctuations. The suitable time scale to characterize the fiow is the 
integral time scale TE. It is shown in chapter 2.1.1, that this time scale covers 
the characteristical eddies of the fiow. It is calculated directly from the measured 
data with equations 2.8 and 2.9. For these cases, 'vhere the autocorrelation coef­
ficient can not be determined out of the experimental data, because of shortage 
of data points, the integral time scale can be estimated with the equation 2.11 
and the conservative approach for the turbulent length scale with 10% of the tube 
diameter. The average fiow velocity in front of the fiame can be easily determined 
from the measured data. For the evaluation of the turbulent kinetic energy in 
front of the fiame a time windmv of five times the integral time scale is chosen. 
This window covers nearly all of the appearing eddies, contains enough values for 
the calculation of k and is short enough to consider only the fiow directly in front 
of the fiame. The following example clarifies the procedure for the determination 
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of TE: 

Foraexperiment with 1011 ol.% hydrogen in air the autocorrelation function RE 
is determined according to equation 2.8. The result is shown in figure 2.30. The 

1 

0.5 
ideal course 

Time[ sec] 

Figure 2.30: Calculated autocorrelation function for an experiment with 1011 ol.% 
hydrogen in air. 

course of the autocorrelation function results to a value of approximately 4ms for 
the integral time scale. This result corresponds virell with the estimated integral 
time scale according to equation 2.11. Figure 2.31 shows the course of the cor­
responding Doppler record and the evaluation window of five timcs the integral 
time scale. The turbulence intensity is calculated for each data record within 
the evaluation window according to the following procedure: At first the moving 
average for the evaluation window is determined. The number of measurement 
points nM, which are considered for calculating the average velocity around the 
central point is dependent on the evaluated data. 

(2.33) 

The turbulence intensity u~ms is calculated from the deviation to the so deter­
mined average flow velocity Ui- ui for each component: 

(2.34) 

n is the number of measurement points after applying all filter processes described 
earlier. Figure 2.31 illustrates the determination of the turbulence intensity. 
In the figures 2.32 and 2.33 the influence of the single orifice to the turbulence 
intensity can be observed. Dependent on the measurement plane and the mea­
surement position within the plane an increase of the turbulence intensity is 
visible right before and after the orifice. The increase of the axial (horizontal) 
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Figure 2.31: Laser Doppler record of the axial velocity of the expansion flow 
in front of and after the flame passing an orifice with a blockage ratio of 60% 
at lOVol.% hydrogen. The flamefront is determined with a laserlight barrier, 
the indicated evaluation windmv is calculated by applying the autocorrelation 
function to the data. 

component is stronger compared to the vertical component. This can be ex­
plained by the velocity increase of the axial component due to the reduced cross 
section caused by the orifice. It is also visible that the increase for the turbulence 
intensity is higher for the measurement position "up" compared to the "middle" 
position at the tube axis. This results from buoyancy effects to the flame. 
The similar behavior is recognizable for higher hydrogen concentrations. In fig­

ure 2.34 the turbulence intensity for both, the axial and the vertical component is 
shown. The initiallevel for turbulence intensity of the vertical component looks 
similar to the experiments with lower hydrogen concentration, but the initial 
level of the turbulence intensity for the axial component is higher. The relative 
increase of both components of the turbulence intensity is comparable to the case 
with lower hydrogen concentra.tion. The results are summarized in table 2.5. The 
absolute value for the turbulence intensity in plane 1 corresponds to the value 
for the tube without obstacle (see table 2.4). This allows the calculation of the 
relative increase of the turbulence intensity due to the obstacle between the in­
teresting plane and plane 1. 
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plane 1 plane 2 plane 3 without orifice 

10 Vol.% I 
UTms 

I 
VTms 

I 
UTms 

I 
VTms 

I 
UTms 

I 
VTms 

I 
UTms 

I 
VTms 

[m/s] [m/s] [m/s] [m/s] [m/s] [m/s] [m,js] [m/s] 
middle 0.09 0.10 0.12 0.10 0.13 0.12 0.11 0.11 

up 0.08 0.10 0.11 0.11 0.19 0.16 0.09 0.13 

down 0.10 0.09 0.10 0.10 0.13 0.13 0.09 0.12 

left 0.10 0.11 0.12 0.12 0.16 0.14 0.09 0.12 

11.5 Vol.% 

middle 0.14 0.09 0.15 0.1 0.18 0.15 0.14 0.10 

Table 2.4: Turbulence intensities of the expansion fiow in front of the fiame for 
10 Vol.% and 11.5 Vol.% hydrogen in air 

plane 1-2 plane 1-3 

10 Vol.% U~ms[%] V~ms[%] U~ms[%] v:.ms[%] 

middle 21 7 37 25 

up 26 17 128 61 

down 3 5 35 44 

left 20 9 60 31 

I middle ] 

11.5 Vol.% 

1 1 11 1 29 66 

Table 2.5: Relative increase of the turbulence intensity due to the orifice between 
plane 1 and 2 and between plane 1 and 3 

The last step in evaluating the data is the calculation of the turbulent kinetic 
energy k. To determine the turbulent kinetic energy an assumption has to be 
made for the third component of the fiovv, because only tvm components are 
measured by the LDV-system. Because of symmetry it is allowed to estimate the 
missing component w equal to the measured vertical component v. The turbulent 
kinetic energy is calculated with the turbulence intensity data according to the 
following equation: 

k - 1 ( 12 12 12 ) "' 1 ( 12 2 12 ) - 2 UTms + VTms + WTms "' 2 Urms + Vrms (2.35) 

The determined course of the turbulent kinetic energy is shown in the figures 
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2.35 and 2.36. According to the expectations the courses are comparable with 
the courses of the turbulence intensities. 
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Figure 2.32: Determined turbulence intensity for the axial component around a 
single orifice with a blockage ratio of 60% in the PHD-tube. Initial conditions: 
10\lol.% hydrogen in air, l.Obar and 20oC 

0.2 
orifice 

0.18 --a--- middle 
0.16 

-- .a-- up 
____ .,. ____ down 

0.14 ------~------ left 
,......, 
cn 0.12 -E .......... 0.1 '" } 

0.08 

--<>-··-·· 

v--=-=------·-------<1---

0.06 

0.04 

0.02 

0 
-50 -25 0 25 50 

distance to the orifice [mm] 

Figure 2.33: Determined turbulence intensity for the vertical component around 
a single orifice with a blockage ratio of 60% in the PHD-tube. Initial conditions: 
lOVol.% hydrogen in air, l.Obar and 20°C 
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Figure 2.34: Determined turbulence intensity for the axial and the vertical com­
ponent araund a single orifice with a blockage ratio of 60% in the PHD-tube. 
Initial conditions: 11.5Vol.% hydrogen in air, l.Obar and 20°0 
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Figure 2.35: Determined turbulent kinetic energy for the different measurement 
positions in the PHD-tube. Initial conditions: lOVol.% hydrogen in air, l.Obar 
and 20°0 
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Figure 2.36: Determined turbulent kinetic energy for the measurement position 
"middle" in the PHD-tube. Initial conditions: 101/ ol.% and 11.51/ ol.% hydrogen 
in air, 1. Obar and 20° C 
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2.3.3 Experiments without obstacles 

To allow the quantification of combustion enhancement due to turbulence in 
single and multiple obstacle configurations, experiments have been carried out 
without obstacles in the PhD-tube. The experimental conditions covered a range 
between 10% and 16% of hydrogen in air at 1.0 bar initial pressure and ambient 
temperature. LDV-data of corresponding experiments in the range between 10% 
and 11.5% hydrogen in air are reported earlier in chapter 2.3.2. A selection of 
the performed experiments is shown in the annex. 
Experiment phdo479 (figure 2.90) shows the typical course of the flame position 
and the pressure in the case of a flame with 10% hydrogen. After the ignition 
phase and the build up of an overpressure of approximately 0.13 bar due to the 
combustion in the tube, the flame approaches with a constant flame speed of 
0.54 m/s until it reaches the end of the tube 11 s after ignition. Superimposed 
are oscillations, which are discussed earlier (see chapter 2.3.1). This oscillations 
can not be resolved in the photodiode records because of their spacial resolution. 
However, they can be seen in the high speed Schlieren records in figures 2.37 
and 2.38. The flame has a coarse scale convex structure and is comparable to 
the flame structure under similar conditions, measured in the Glastube (see e.g. 
experiment G20). From the contour plot 2.38 the oscillation frequency can be 
determined and amounts to 28.5 Hz. This value corresponds ·weil -..vith the value 
received from the measured data from the laser Doppler measurements. 

\iVith increasing Hydrogen concentrations the flame speed and the maximum 
overpressure increases (see figures 2.91 to 2.94). Commonly a bend in the flame 
position trace can be observed vvhen the flame has to burn against the built up 
pressure in the last part of the tube and the flow in front of the flame can not 
evade. Therefore the flame speed decreases in all cases towards the end of the 
tube. The maximum flame speed in the experiments has been determined to 
be 40.8 m/s in experiment phdo492 (figure 2.95), measured in the middle part 
of the tube at a hydrogen concentration of 15.99%. The Schlieren images from 
experiment 15o01, which is comparable to the experiment phdo492, belanging 
to a hydrogen concentration of 15.7% (see figures 2.39 and 2.40) show a finer 
structured flame in the second part of the sequence, which is responsible for the 
increased reaction rate and therefore the higher flame speed. The flame itself 
propagates with a clear shnwn fluctuation in the flame speed according to the 
tulip-flame phenomenon, which is discussed in chapter 2.3.1.4. The fluctuations 
can be identified clearly in the pressure trace (figure 2.95). 
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Figure 2.37: Schlieren images of a fiame in the phd-tube without obstacle at 
10.2% hydrogen in air. The images are taken from a high-speed schlieren film. 
Time between the images: 13.3 ms. 

Figure 2.38: Contour Plots of the Schlieren images, showing the propagation of 
the fiame in time. The gray areas indicate the non visible areas in the tube. 
Interval between the plots: 2.7 ms. 
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Figure 2.39: Schlieren images of a flame in the phd-tube without obstacle at 
15.7% hydrogen in air. The images are taken from a high-speed schlieren film. 
Time between the images: 1.1 ms. 

Figure 2.40: Contour Plots of the Schlieren images, showing the propagation 
of the flame in time. The gray ares indicate the non visible areas in the tube. 
Interval between the plots: 0.66 ms. 
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2.3.4 Experiments with multi obstacle configurations in 
the PHD-tube 

To investigate the flame acceleration with multiple obstacles over 7 40 experi­
ments have been carried out within this project. The test series phd-i, which is 
shown here exemplarily has been selected by the project partners for benchmark 
calculations. 

800 

Ui' 700 

1 600 
"C 
(!.) 
(!.) 

500 Q. 
Cl) 
(!.) 

400 E 
lll 

u:::: 300 
E 
:I 
E 200 
·~ 

100 :ii! 

~ 
y 

• V 
/ 

/' 
I/ 
• 

0 
8 10 12 14 16 

Hydrogen Concentration (Vol.%) 

Figure 2.41: Measured maximum velocity of the flame after leaving the obstacle 
path. 

The series phd-i has been configured with 16 obstacles with a blockage ratio 
of 60% and an obstacle spacing of 185mm, leading to an obstacle path length 
of 2960mm behind the ignition point. The observed maximum velocities for this 
configuration have been measured betvveen 80m/s and 675m/s in a hydrogen 
range between 9.9% and 15.0%. An overview can be found in figure 2.41. The 
observed velocities exceed the measured velocities without obstacle by a factor 
of 80 in the case of low hydrogen concentrations and by a factor of 15 in the case 
of the maximum concentration of 15% hydrogen. 
Schlieren images of the flame after leaving the obstacle path show clearly the 
leading shock wave in front of the flame (see figure 2.44). Vlith increasing hydro­
gen concentration the distance between the shock system and the flame decreases, 
until the flame attaches to the shock wave at about 18.5% and leads to a det­
onation in the further course at such high hydrogen concentrations. As well as 
the distance between the shock system and the flame decreases, the maximum 
pressure of the shock system increases, which can be seen in figure 2.44. 



60 CHAPTER 2. EXPERIMENTS 

Figure 2.42 shows an example of the pressure record of an experiment with 
11.32% hydrogen. After lea:ving the obstacle path a leading shock system is 
formed. Its velocity can be detected by the evaluation of several pressure trans­
ducers and is indicated in the figure with dashed lines. At the end the shock 
system refiects and interferes with the fiame. The according fiame position, mea­
sured with the photodiades is slwwn in figure 2.43, where the refiected shock 
wave is visible, too. 
Figures 2.45 and 2.46 show the experimental results for 12.94% and 14.89% hy­
drogen. 
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Figure 2.42: Pressure record of experiment phdi13. Dashed lines indicate the 
traces of the pressure waves in front of the fiame. Initial conditions: 11.32% 
hydrogen, 0.999bar, 20.38°C. 
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Figure 2.43: Photodiode record of experiment phdi13. Initial conditions: 11.32% 
hydrogen, 0.999bar, 20.38°C. 
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Figure 2.44: Shock system and flame after the obstacle path in the test series 
phd-i for various hydrogen concentrations. 
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Figure 2.45: Pressure record of experiment phdi16. Initial conditions: 12.94% 
hydrogen, 1.002bar, 20.28°C. 
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Figure 2.46: Photodiode record of experiment phdi15. Initial conditions: 14.89% 
hydrogen, 1.004bar, 20.99°C. 
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2.4 Experimental data on turbulence and tur­
bulent combustion in the PHD-tube and the 
Glastube 

2.4.1 Data on run-up effects after ignition 

Over 60 measurements in total have been performed in this measurement cam­
paign. For each examined hydrogen concentration two representative experiment 
have been selected and are presented here. Foreach concentration two Schlieren 
cinematographs show the propagation of the flame and its shape in the first 
and the second vvindovi'. Corresponding time-position records and the calculated 
velocity-position records are shown. Foreach concentration a representative pres­
sure tracc has been selected. The pressure sensor was located 1150mm after the 
ignition point. 

experiment hydrogen concentration initial pressure initial temperature 

[Val%] [mbar] [OC] 

G14 9.2 1026 23.2 

G20 9.9 1028 20.0 

G22 11.1 1023 21.0 

G26 13.2 1028 21.4 

G28 15.2 1028 24.4 

G39 14.8 1046 19.5 

G46 16.9 1039 27.0 

G47 15.0 1035 27.5 

G48 13.0 1040 27.9 

G50 10.0 1048 28.1 

G51 11.1 1030 27.3 

G61 9.1 1040 25.2 

Table 2.6: Initial conditions of the described experiments below. 
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Figure 2.47: Schlieren cinematograph of experiment G14. Hydrogen concentra­
tion 9.21/ol.%, p0 = 1026mbar, T0 = 23.2°C 
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Figure 2.48: Position and velocity of the flame, experiment G14. Hydrogen 
concentration 9.21/ol.%, p0 = 1026mbar, T0 = 23.2oC 
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Figure 2.49: Pressure, experiment G14. Hydrogen concentration 9.2\1 ol.%, p0 = 
1026mbar, T0 = 23.2°C 
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592 ms 628 ms 682 ms 

Figure 2.50: Schlieren cinematograph of experiment G61. Hydrogen concentra­
tion 9.1 F ol.%, Po = 1040mbar, T0 = 25.2oC 
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Figure 2.51: Position and velocity of the fiame, experiment G61. Hydrogen 
concentration 9.1Vol.%, p0 = 1040mbar, T0 = 25.2oC, timet= t- 590ms 
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Figure 2.52: Schlieren cinematograph of experiment G20. Hydrogen concentra­
tion 9.9Vol.%, p0 = l028mbar, T0 = 20.ooc 
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Figure 2.53: Position and velocity of the fiame, experiment G20. Hydrogen 
concentration 9.911 ol. %, Po = l028mbar, T0 = 20.0°C 
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Figure 2.54: Pressure, experiment G20. Hydrogen concentration 9.911ol.%, p0 = 
1028mbar, T0 = 20.0°C 
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Figure 2.55: Schlieren cinematograph of experiment G50. Hydrogen concentra­
tion lO.OVol.%, Po= 1048mbar, T0 = 28.loC 
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Figure 2.56: Position and velocity of the flame, experiment G50. Hydrogen 
concentration lO.OVol.%, p0 = 1048mbar, T0 = 28.l°C, timet= t- 490ms 
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69 ms 84 ms 

Figure 2.57: Schlieren cinematograph of experiment G22. Hydrogen concentra­
tion ll.lVol.%, p0 = l023mbar, T0 = 21.0°C 
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Figure 2.58: Position and velocity of the flame, experiment G22. Hydrogen 
concentration ll.lVol.%, p0 = 1023mbar, T0 = 21.0°C 
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Figure 2.59: Pressure, experiment G22. Hydrogen concentration ll.lVol.%, p0 = 
1023mbar, T0 = 21.0°C 
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Figure 2.60: Schlieren cinematograph of experiment G51. Hydrogen concentra­
tion ll.lVol.%, p0 = 1030mbar, To = 27.3°C 
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Figure 2.61: Position and velocity of the flame, experiment G51. Hydrogen 
concentration ll.lFol.%, p0 = 1030mbar, T0 = 27.3oC 
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Figure 2.62: Schlieren cinematograph of experiment G26. Hydrogen concentra­
tion 13.2Vol.%, p0 = 1028mbar, T0 = 21.4oC 
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Figure 2.63: Position and velocity of the fiame, experiment G26. Hydrogen 
concentration 13.2Vol.%, p0 = 1028mbar, T0 = 21.4°C 
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Figure 2.64: Pressure, experiment G26. Hydrogen concentration 13.2VoZ.%, p0 = 
1028mbaT, T0 = 21.4°C 
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Figure 2.65: Schlieren cinematograph of experiment G48. Hydrogen concentra­
tion 13.017 ol.%, Po= 1040mbar, T0 = 27.9oC 
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Figure 2.66: Position and velocity of the flame, experiment G48. Hydrogen 
concentration 13.01/ol.%, p0 = 1040mbar, T0 = 27.9°C 
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Figure 2.67: Schlieren cinematograph of experiment G28. Hydrogen concentra­
tion 15.2Vol.%, p0 = l028mbar, T0 = 24.4oC 
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Figure 2.69: Pressure, experiment G28. Hydrogen concentration 15.2Fol.%, p0 = 
l028mbar, T0 = 24.4°C 
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Figure 2.70: Schlieren cinematograph of experiment G47. Hydrogen concentra­
tion 15.01/ol.%, p0 = 1035mbar, T0 = 27.5oC 
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Figure 2.71: Position and velocity of the fiame, experiment G47. Hydrogen 
concentration 15.01/ol.%, p0 = 1035mbar, T0 = 27.5°C, timet= t- 40.5ms 
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Figure 2. 72: Schlieren cinematograph of experiment G46. Hydrogen concentra­
tion 16.91/ol.%, p0 = 1039mbar, T0 = 27.0°C 
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Figure 2. 73: Position and velocity of the fiame, experiment G46. Hydrogen 
concentration 16.91/ol.%, p0 = 1039mbar, T0 = 27.0°C, timet= t- 31ms 
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2.4.2 Data of the LDV-measurements in a single obstacle 
configuration 

experiment H 2 conc. obstacle meas. position meas. plane 

[Val%] 
phd 1184 9.93 orifice 60% middle 1 

phd 1150 9.89 orifice 60% middle 2 

phd 11 9.92 orifice 60% middle 3 

phd l 260 10.22 - middle 4 

phd l 278 11.51 orifice 60% middle 1 

phd l 243 11.44 orifice 60% middle 2 

phd 1123 11.61 orifice 60% middle 3 

phd l 280 11.51 - middle 4 

phd l 236 12.99 orifice 60% middle 1 

phd l 244 13.02 orifice 60% middle 2 

phd 1129 13.03 orifice 60% middle 3 

phd l 288 13.12 - middle 4 

phd 1 252 16.09 orifice 60% middle 2 

phd l 142 15.94 orifice 60% middle 10 mm behind orifice 

phd 1132 15.81 orifice 60% middle 3 

phd l 295 15.91 - middle 4 

Table 2.7: Initial conditions and configuration of the experiments belmv. 
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Figure 2. 7 4: Tvleasured horizontal and vertical velocity component in the PHD­
tube with a single orifice with a blockage ratio of 60%. Measurement position: 
plane 1 middle, hydrogen concentration: 9.93Vol.%. t = Os corresponds to 
2000ms after ignition. Experiment phd l 184. 
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Figure 2. 75: Measured horizontal and vertical velocity component in the PHD­
tube with a single orifice with a blockage ratio of 60%. Measurement position: 
plane 2 middle, hydrogen concentration: 9.89Vol.%. t = Os corresponds to 
1500ms after ignition. Experiment phd l 150 
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Figure 2. 76: Measured horizontal and vertical velocity component in the PHD­
tube with a single orifice with a blockage ratio of 60%. Measurement position: 
plane 3 middle, hydrogen concentration: 9.92\fol. %. t = Os corresponds to 
1500ms after ignition. Experiment phd 11. 
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Figure 2. 77: Measured horizontal and vertical velocity component in the PHD­
tube without obstacle. Measurement position: plane 4 middle, hydrogen concen­
tration: 10.22\fol.%. t =Os corresponds to Oms after ignition. Experiment phd 
l 260. 
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Figure 2. 78: Measured horizontal and vertical velocity component in the PHD­
tube with a single orifice with a blockage ratio of 60%. Measurement position: 
plane 1 middle, hydrogen concentration: 11.51/ol.%. t =Os corresponds to Oms 
after ignition. Experiment phd 1 278. 
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Figure 2.79: :Measured horizontal and vertical velocity component in the PHD­
tube with a single orifice with a blockage ratio of 60%. Measurement position: 
plane 2 middle, hydrogen concentration: 11.441/ ol.%. t =Os corresponds to Oms 
after ignition. Experiment phd 1 243. 
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Figure 2.80: Measured horizontal and vertical velocity component in the PHD­
tube with a. single orifice with a. blockage ratio of 60%. Measurement position: 
plane 3 middle, hydrogen concentration: 11.6111 ol. %. t = Os corresponds to Oms 
after ignition. Experiment phd 1123. 
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Figure 2.81: Measured horizontal a.nd vertical velocity component in the PHD­
tube without obsta.cle. Measurement position: plane 4 middle, hydrogen concen­
tration: 11.5111 ol.%. t =Os corresponds to Oms after ignition. Experiment phd 
1 280. 
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Figure 2.82: Measured horizontal and vertical velocity component in the PHD­
tube ;vith a single orifice with a blockage ratio of 60%. Measurement position: 
plane 1 middle, hydrogen concentration: 12.9911 ol.%. t =Os corresponds to Oms 
after ignition. Experiment phd l 236. 
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Figure 2.83: 1VIeasured horizontal and vertical velocity component in the PHD­
tube vi'ith a single orifice with a blockage ratio of 60%. Measurement position: 
plane 2 middle, hydrogen concentration: 13.0211 ol.%. t =Os corresponds to Oms 
after ignition. Experiment phd l 244. 
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Figure 2.84: I\!Ieasured horizontal and vertical velocity component in the PHD­
tube with a single orifice with a blockage ratio of 60%. Measurement position: 
plane 3 middle, hydrogen concentration: 13.0311 ol. %. t = Os corresponds to Oms 
after ignition. Experiment phd l 129. 

'iii' 1.5 
§. 1 

·~ 0.5 
0 

~ 0 
1i ·0.5 

1l ·1 
> ·1.5 

time[s) 

time[s) 

Figure 2.85: Measured horizontal and vertical velocity component in the PHD­
tube without obstacle. Measurement position: plane 4 middle, hydrogen concen­
tration: 13.12Vol. %. t = Os corresponds to Oms after ignition. Experiment phd 
1 288. 
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Figure 2.86: Measured horizontal and vertical velocity component in the PHD­
tube with a single orifice with a blockage ratio of 60%. Measurement position: 
plane 2 middle, hydrogen concentration: 16.091/ol.%. t =Os corresponds to Oms 
after ignition. Experiment phd 1 252. 
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Figure 2.87: :t\ileasured horizontal and vertical velocity component in the PHD­
tube with a single orifice with a blockage ratio of 60%. Measurement position: 
10mm behind obstacle, middle, hydrogen concentration: 15.9411 ol.%. t = Os 
corresponds to Oms after ignition. Experiment phd 1 142. 
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Figure 2.88: Measured horizontal and vertical velocity component in the PHD­
tube with a single orifice with a blockage ratio of 60%. Measurement position: 
plane 3 middle, hydrogen concentration: 15.81 Vol. %. t =Os corresponds to Oms 
after ignition. Experiment phd 1 132. 
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Figure 2.89: Measured horizontal and vertical velocity component in the PHD­
tube without obstacle. l'vieasurement position: plane 4 middle, hydrogen concen­
tration: 15.91 Vol.%. t =Os corresponds to Oms after ignition. Experiment phd 
1 295. 
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2.4.3 Data of experiments without obstacle in the PHD­
tube 

experiment hydrogen concentration 

[ F ol%] 
phd 0 479 9.9 

phd 0 480 11.07 

phd 0 482 12.03 

phd 0 484 12.85 

phd 0 487 14.14 

phd 0 492 15.99 

Table 2.8: Initial conditions of the experiments vvithout obstacles. 
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Figure 2.90: Pressure traces and flame position of experiment phd o 479. Initial 
conditions: 9.9 % hydrogen, 0.990 bar initial pressure, 20.0° C. 
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Figure 2.91: Pressure traces and flame position of experiment phd o 480. Initial 
conditions: 11.07% hydrogen, 0.988 bar initial pressure, 20.1 o C. 
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Figure 2.92: Pressure traces and flame position of experiment phd o 482. Initial 
conditions: 12.03 % hydrogen, 0.990 bar initial pressure, 20.5° C. 
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Figure 2.93: Pressure traces and flarne position of experirnent phd o 484. Initial 
conditions: 12.85 % hydrogen, 1.000 bar initial pressure, 21.0° C. 
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Figure 2.94: Pressure traces and flame position of experiment phd o 487. Initial 
conditions: 14.14 % hydrogen, 0.992 bar initial pressure, 21.3° C. 
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Figure 2.95: Pressure traces and fiame position of experiment phd o 492. Initial 
conditions: 15.99 % hydrogen, 1.002 bar initial pressure, 22.0° C. 
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2.5 Inert test in the FZK tubes 

The aim of thesetestswas to verify the turbulence and the hydrodynamic models 
of the different codes (FZK, JRC Ispra, TU Munich) under inert conditions, 
without interference from a combustion process. 

2.5.1 Theory 

A defined volume is separated in two sections by a membrane. One section is 
filled with gas to a defined initial pressure (lower than in section 2). The other 
section is filled with helium until the membrane bursts. Figure 2.96 shows the 
initial conditions before the membrane bursts. After the membrane bursted a 
shock wave propagates into the lmv pressure section, while an expansion wave 
propagates backwards into the high pressure section. Figure 2.97 illustrates the 
course of these tests, the levels of pressure, flow velocity and density. The pressure 
ratio is determined by the nonlinear shock tube theory, given in equation 2.36. 

P1 

P4 

2 21'4 

[1 _ ]4-1f1. M, -1]"4 _ 1 
')'1 + 1 C4 lvfs 

1 + _1n_(Jvf2 - 1) 
')'1 +1 s 

\iVhere: 
P1 = high pressure 
P4 = low pressure 
')'1 = ratio of specific heats in LPS 
')'4 = ratio of specific heats in HPS 

2.5.2 Experiments 

2.5.2.1 Inert tests in FZK 12m-tube 

2.5.2.1.1 Tests for verification of turbulence models 

(2.36) 

The 12m-FZK tube was modified to allow inert tests in a shock tube mode, 
and in which a three m long section can be pressurised. After bursting of the 
membrane a shock wave travels into the remaining section which is initially at 
a low pressure (p1 = 1 bar) and contains circular orifices as obstacles (12 rings, 
30% BR, 50 cm apart). The shock wave looses velocity and pressure amplitude 
by partial reflection and turbulence generation. The measured pressure signals at 
different locations can then be compared to numerical simulations using different 
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turbulence models. These data allow to verify the turbulence modeHing under in­
ert conditions, without interference from a combustion process. Four experiments 
(Table 2.9 were performed in the inert shock-tube mode. Figure 2.98 shows one 
example for the measured pressure decay as the \vave proceeds into the obstacle 
region. These results are compared to the calculations with the different codes 
in the benchmark section of this report. 

Table 2.9: Inert tests in FZK 12m-tube for verification of turbulence models 

Experiment Pressure Pressure Initial IVIembrane 

in HPS in LPS temperature thickness 

P1 [bar] P4 [bar] [K] [mm] 

R1096_00 2.35 1.0 283 0.2 

R1096_01 3.7 1.0 283 0.4 

R1096_02 5.1 1.0 283 0.6 

R1096_03 5.05 1.0 283 0.6 

2.5.2.1.2 Adaptive mesh refinement tests 

The 3m tube ·was modified to allow inert tests in a shock tube mode where a 
1.8m section can be pressurized. After bursting of the mernbrane the shock wave 

Initial conditions t = 0 

High pressure, P4 

He 

~ t-----..:..P..;;<4 ____ _, 

~ l 
(/) 

~ 
0.. 

Low pressure, P1 

air 

~phragm 

~------------------------------------X 

Figure 2.96: Initial conditions in shock tube experiments 
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travels into the remaining section which is initially at low pressure and contains a 
cube of 5 cm x 5 cm x 5 cm. The measured pressure signals at different locations 
can then be compared to numerical simulations. These data allow to verity 
the AMR-models under inert conditions, without interference from a combustion 
process. Fig. 2.99 shows one example of the measured pressure history. 
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Figure 2.98: Inert shock-tube experiment in 12m-FZK-tube. The measured pres­
sure data contain information about turbulence generation and dissipation with­
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~ 

2bar/tick sn 

S2 
":tj 5bar/tick 
....... ~ ()"q 2bar/tick ~ 
>-; f-3 
('t) 

~b§f/ti§k ~ ~'.:) 

~ 
~ 1 bar/tick 

(f)_ 

.84 f-3 

~ 1bar/tick ~ 
('t) ---2.64 

---< 

~ 
r:JJ c ~ ~ 1 bar/tick >-; 
('t) 

t_1j 
p... 

~ 
"0 ~--0 ----2.24 2bar/tick 
>-; 10A 108 10C ~ ('t) 

• ----2.04 r:JJ 0 0 r:JJ f-3 
>=:! 9A 98 c 
>-; § ('t) 

0 
r:JJ .". ....... "' ~ "' ()"q "" 
~ ~ ---- j .6 1 bar/tick ~ "' N ........ 
r:JJ 

0 0 ......, 
('t) 1bar/tick 
-8 
('t) 0 

>-; 0 

0 ....... ~ 

s 5A 

('t) 0 --- -0.8 1bar/tick 
~ 4A 

~ 0 
1-' 3A 
Ci.? ----0.4 ~ 0 
-J 2A 
I 
0 0 Ci.? 

1A 

-5 0 5 10 15 20 25 30 35 40 T,ms 1-' 
0 
Ci.? 



104 CHAPTER 2. EXPERilviENTS 

2.6 FZK 12m-Tube 

2.6.1 Theory of premixed turbulent combustion 

In severe reactor accidents different H 2- combustion modes are possible. They are 
not only influenced by the mixture parameters ( e.g. H 2 or steam concentration 
in air) but also by the geometrical parameters like obstacles and surrounding 
geometry. A close relationship exists between hydrodynamics and chemistry. 

Figure 2.100 shows Schlieren pictures of different combustion modes in H 2-air 
mixtures. High density gradients are represented by dark areas. 

Figure 2.100: Schlieren pictures of a laminar deflagration (a), turbulent deflagra­
tion (b) and quasi- detonation (c) (F.-J. \i\Tetzel, DLR, 1993) 

Picture 8 shows a laminar flame in which unburned and burned gas are sep­
arated by a smooth, very thin flame surface. The flame travels with a constant 
velocity to the top. The continuous combustion is maintained by diffusion of heat 
and radicals. The transport and the detailed chemistry can be well described by 
numerical models with sufficient space resolution. Picture Sb shows a typical fast 
turbulent flame. A continuous flame surface is not existing, pockets of unburned 
and burned gas are surrounded by the respective other medium. The heat and 
mass transport are governed by turbulence, not by molecular diffusion. The tur­
bulent combustion velocity St may often by described by the laminar combustion 
velocity SL and the turbulent fluctuation velocity u' according to: 

(2.37) 

u' is a measure for the mean turbulent kinetic energy per mass k. At very 
high turbulence loads quenching causes a decrease of the turbulent combustion 
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velocity. Picture 8c shows an even faster combustion form, a so-called quasi­
detonation. The flame front is so fast that the leading pressure wave of heats the 
unburned gas above its ignition temperature. The pressure waves were created by 
the rapid expansion of the burned and compressed gas. Transversal shock waves 
formed by overlapping local temperature gradients which ignite the preheated gas. 
This complex of fast flame and pressure vvaves reaches in lean H2-air mixtures 
velocities of about 1300 m/s (15 % H2). Well developed stable detonations in 
which flame and shock are coupled reach about 2000 m/s in stoichiometric H2-

air mixtures. Fast turbulent flames and detonations generate high dynamic loads 
and are therefore of considerable interest for the reactor safety. 

In recent publications turbulent combustion processes are classified according 
to the turbulent fluctuation velocity u' and the turbulent macro length Lt of the 
flow. The so- called Borghi diagram is shown in Figure 2.101. 

u' and Lt are scaled by the velocity and length scale of the laminar combus­
tion, namely laminar velocity SL and flame thickness dL. SL and dL only depend 
on the gas mixture but not on the hydodynamic flow parameters. The so defined 
parameter range for the turbulent combustion is divided by the three dimension­
less numbers in five characteristic regimes. If the turbulent Reynolds number 
Rt = u'Lt/v is smaller than 1 the combustion is quasi-laminar (v= viscosity). 
The other regimes in Figure 2.101 are defined by the turbulent Karlovitz number 
and Damköhler number. The Karlovitz number describes the ratio of laminar 
reaction time (dL/SL) to turbulenttransporttime ofthe smallest eddies (h/u/J. 

(2.38) 

The turbulent Damköhler number describes the ratio of the largest turbulent 
transport time ( Lt/ u') and the laminar combustion time ( d L / S L). 

(2.39) 

The size of the turbulent eddies ranges from macro length scale to the micro 
length scale of the smallest eddies, the so-called Kolmogorov length l K. In regime 
2 of figure 2.101 the turbulent fluctuation velocity is smaller than the laminar 
flame velocity. There are only slightly wrinkled but in their inner structure still 
laminar flames observable. 

In regime three the turbulence eddies are already capable to slow down or to 
aceeierate the flame front locally. These folded flames also have a local laminar 
structure, but burn because of vvrinkling and stretching effects with different 
velocities. 

In regime 4 the smallest eddies can penetrate the flame front and change its 
thin and laminar structure to a thickened flame front. In cantrast to the regimes 
2 and 3, where the combustion velocity becomes higher because of wrinkles and 
the expansion of the laminar flame surface, the combustion velocity in regime 4 
increases mainly because of the faster turbulent transport within the flame zone. 
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With increasing u' the heat and mass transport in the flame can be accelerated 
due to increasing eddy sizes. Along the line Da = 1 the turbulent transport 
has the same time scale as the chemical reaction. \iVith the further acceleration 
of the turbulent transport (Da < 1) extended volumes of the reactive gas are 
brought rapidly to ignition conditions by mixing of burned and unburned gas 
before then the burn proceeds in a relatively slow reaction. The combustion rate 
is now determined by the reaction kinetics and no Ionger by mixing processes 
between burned and unburned gas. 
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2.6.2 Experimental details 

A large variety of experiments -vvas performed during the reported period. A 
summary of the different test issues is shmvn in figure 2.102 The test issues are 
listed as follows: 

• turbulence models 

• adaptive mesh refinement tests 

• flame quenching 

• flame acceleration 

In the present report detailed information about the experiments and results 
obtained will be described. 

2.6.2.1 Test facility 

Two combustion tubes (12 m long, 35 cm inner diameter (Figure 2.103) and 
3m long, 10 cm cross sestion) were designed and constructed at FZK. 

2.6.2.2 Instrumentation 

Since the objective is to investigate combustion processes, fast pressure trans­
ducers and Germanium photodiods were selected and installed along the tubes. 

2.6.2.2.1 Pressure transducers 

To measure combustion generated dynamic loads to structures, fast pressure 
transducers were selected as one part of instrumentation. The used gauges (PCB 
models 113A22 and 113A24) have rated resonace frequencies of 500kHz and mea­
suring ranges of 70 and 350 bar, respectively. A special shock tube was designed, 
fabricated and used to calibrate the pressure transducers for shockwave appli­
cations. Sensitivity coefficients were measured by comparing the gauge output 
(Volts) with pressure steps calculated from ideal shock tube theory. The mea­
sured sensitivities agreed well with the suppliers data up to the specified pressure 
limit of the gauge. For higher pressures the ganges response becomes strongly 
nonlinear, so that extrapolation of measured pressure is not reliable above about 
130 % of the rated pressure range. The pressure gauges were installed along 
the whole length of the combustion tube. The gauge output was recorded on 
transient digitizers with 4 mus sampling rate. 
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2.6.2.2.2 Photodiades 

Todetermine local and integral flame velocities photodiades were used (J16-
18A- R01ß/I-HS). These detectors are high quality Germanium photodiods de­
signed for the 800 to 1800 nm wavelength range. The equivalent circuit for a 
Germaniumphotodiode (Figure 2.104) is a photon generated current source with 
shunt resistance RD, parallel capacitance CD and series resistance RS. The value 
RS is very small compared to RD and can be disregarded except at high power 
levels (more than 10 :rviW). A Germaniumphotodiode generates a current across 
the p-n or p-i-n junction when photons of sufficient energy are absorbed within 
the active region. The responsivity (Ampsj\iVatt) is a function of wavelength 
and detected temperature. The photodiades were installed along the length of 
the combustion tube. The gauge output ~was recorded on transient digitizers with 
4 mus sampling intervals. 

2.6.2.2.3 Test procedure 

Figure 2.105 shows the standard scheme and data recording of the performed 
combustion experiments, which used the following standard procedure:The air 
filled combustion tube is evacuated vvith three vacuum pumps to about 1 mbar. 
The evacuated tube is filled with a H2/air mixture of defined composition (mass 
flow controlers) to the chosen initial pressure. The mixture is ignited at one end 
of the tube by a glow plug. During the combustion process the signals of the 
pressure transducers and the photodiades are recorded by a transient recorder. 
In combustion processes the composition of the gas mixture has to be determined 
precisely. Therefore a smaller test tube (standing upright to provide complete 
combustion) is connected to the combustion tube and filled simultaneously to­
gether with it. After the filling process, the smaller tube is disconnected and 
the initial pressure and temperature inside this smaller tube are measured. The 
mixture inside the smaller tube is ignited and allowed to cool down to the initial 
temperature. Then again the pressure is measured. \iVith the partial pressure 
theory it is possible to calculate the hydrogen concentration composition of the 
mixture by using equation 2.40. 

[H2] = 2/3[(Po- P1 + Ps(T))/Po] 

Po = initial pressure (mbar) 
p 1 = pressure after combustion (mbar) and temperature equilibration 
Ps(T) = saturationed pressure of water vapor (mbar) 

(2.40) 
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Figure 2.103: FZK 12m-tube 



112 

IP.h = Current generated by inciden.t photans 
V 0 = Actual valtage across dlode junction 
c0 = Detector junction capacitance 
R0 = Detectar shunt resistance 
Rs = Detector series resistance 
ls = OUtput slgnal current 
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Figure 2.104: Germaniumphotodiode equivalent circuit 
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Figure 2.105: Experimental scheme and data recording 
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2.6.3 Quenching experiments 

To derive criteria for queuehing and to generate an adequate data base for code 
evaluation many tests on different scales (FZK: 12 m x 0.35 m, KI: 0.17m x 12 
m, 0.52 m x 30 m) in obstructed tubes were performed. The evaluation of the 
experiments is not yet completed but preliminary results were already obtained 
for FZK-12-m-tube. 

The experiments done so far were performed -vvith a blockage ratio (BR) of 90 
% a fixed initialisation part of obstacles (2 x BR 30 %, 2 x BR 60 %), obstacle 
spacing ßx from 25 to 200 cm, initial pressures from 0.5 to 4 bar and mixture 
compositions from 8 to 11 % hydrogen in air. 

All experiments that were performed so far are listed in Table 2.10. 
The typical results obtained in the measurements, are described by using few 

examples. 
Figure 2.106 summarizes the results of experiment R0597 _00 as an R-t-diagram 

of measured pressure and measured photodiades signals. The test parameters 
used in this experiment were 11 % hydrogen in air with an initial pressure of 1 
bar and an obstacle spacing of 25 cm. In this test the flame accelerated up to 
the end of the tube to a terminal velocity of about 260 m/s. No quenching was 
observed in this case. 

Experiment R0597 _04 was performed by changing the initial pressure from 1 
bar to 3 bar but with the same hydrogen concentration and obstacle spacing as in 
experiment R0597 _00. The measured pressure and light signals of this experiment 
are given in Figure 2.107. The photodiode at the position 5.75 m shows no signal 
and the pressure gauges in this area show a destinct pressure fluctuation. These 
two effects are a sign for local quenching. Experiment R0597 _05 was performed 
with 10.5 % hydrogen in air with an initial pressure of 1 bar and an obstacle 
spacing of 25 cm. The R-t-diagrams of this experiment are shown in Figure 
2.108. In this test the flame accelerates during the first 6 m to a velocity of about 
100 m/s. Beyond 9 m no lightemissionwas detected, which indicates queuehing 
of the flame. The pressure gauges give signals up to the 11 m position because 
the burned gas compresses the unburned gas between the obstacles which causes 
an elevation of pressure. 

The R-t-diagram of experiment R0597 _03 is given in Figure 2.109. This ex­
periment was performed with the same test parameters as experiment R0597 _05, 
exept that the initial pressure was raised from 1 bar to 2 bar. Signals of the 
photodiades and pressure gauges were only detected up to 3. 5 m. This shows 
that the flame was quenched in this area near the initial part of the tube (global 
quenching). 

The other experiments, which were using the same obstacle configuration, 
showed the same behaviour in pressure and concentration dependence as these 
four described examples. Figure 2.110. shows the results of all performed experi­
ments for different obstacle spacings. A white point indicates that the flamewas 
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quenched during this experiment, vvhile a black point represents an experiment 
1vhich burned through to the end of the tube. Additionally for each points three 
numbers are given. The first number specifies the experiment, the second refers 
to the measured burn- out in % hydrogen, and the third refers to the burned 
tube length. The data points are grouped into three regimes: 

• completely burned (white) 

• incompletely burned up to 9 m from ignition point (light grey) 

• incompletely burned up to 4 m from ignition point (dark grey). 

Furthermore a dependence on the initial pressure is observable. 
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Table 2.10: Test matrix of quench experiments 

Experiment BR Po [H2] Obstade spacing 

[%] [bar] [%] 
R0497_00 90 0.5 10 ~x = 50cm 

R0497_01 90 1.0 10 ~x =50cm 

R0497_02 90 0.75 10 ~x =50cm 

R0497_03 90 1.0 11 ~x =50cm 

R0497_04 90 2.0 11 ~x =50cm 

R0497_05 90 3.0 11 ~x =50cm 

R0597_06 90 0.75 9 ~x =50cm 

R0497_07 90 1.0 9 ~x =50cm 

R0497_08 90 1.0 10 .6.x =50cm 

R0497_09 90 1.0 9 ~x =50cm 

R0497_10 90 2.0 9 ~x =50cm 

R0597_00 90 1 11 ~x =25cm 

R0597_01 90 1 10 ~x =25cm 

R0597_02 90 1 10,5 ~x =25cm 

R0597_03 90 2 10,5 ~x =25cm 

R0597_04 90 3 11 ~x =25cm 

R0597_05 90 1 10,5 ~x =25cm 

R0597_06 90 1 11 ~x =100cm 

R0597_07 90 1 10 ~x =100cm 

R0597_08 90 0.5 9 ~x =100cm 

R0597_09 90 1 9 ~x =100cm 

R0597_10 90 0.5 8 ~x =100cm 

R0597_11 90 0.5 8.5 ~x =100cm 

R0597_12 90 1.5 9 ~x =100cm 

R0597_13 90 1.5 9 ~x =100cm 

R0597_14 90 1.5 9 ~x =100cm 

R0597_15 90 1.5 9.5 ~x =100cm 

R0597_16 90 2 10 ~x =100cm 

R0597_17 90 2 9.5 ~x =100cm 

R0597_18 90 2 9.5 ~x =100cm 

R0697_00 90 1 11 ~x =200cm 
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Table 2.11: Test matrix of quench experiments 

Experiment BR Po [H2] Obstade spacing 

[%] [bar] [%] 
R0697_01 90 1 10 .6.x =200cm 

R0697_02 90 1 9 .6.x =200cm 

R0697_03 90 2 10 .6.x =200cm 

R0697_04 90 0.5 9 .6.x =200cm 

R0697_05 90 3 11 ßx =200cm 

R0697_06 90 1.5 10 .6.x =200cm 

R0697_07 90 1 9.5 .6.x =200cm 

R0697_08 90 0.5 9.5 .6.x =200cm 

R0697_09 90 2 10.5 .6.x =200cm 

R0697_10 90 0.5 9.5 .6.x =200cm 

R0697_11 90 0.5 8.5 .6.x =200cm 

R0697_12 90 0.5 8.5 .6.x =200cm 

R0697_13 90 0.5 9.5 .6.x =200cm 

R0697_14 90 0.5 9.5 6x =200cm 

R0697_15 90 1 9.5 .6.x =200cm 

R0697_16 90 2 9.5 .6.x =200cm 

R0697_17 90 2 10.5 .6.x =200cm 

R0697_18 90 4 10.5 .6.x =200cm 

R0697_19 90 2 11 .6.x =200cm 

R0697_20 90 3 10 .6.x =100cm 

R0697_21 90 2 10.5 .6.x =100cm 

R0697 __22 90 3 10.5 .6.x =100cm 

R0697_23 90 3 11 .6.x =100cm 
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2.6.4 Flame acceleration experiments 

2.6.4.1 H2/air mixtures 

123 

The most damaging accidental gaseaus explosions occur in obstructed areas 
with significant degree of confinement. Interactions of the flow, produced by 
expansion of the combustion products, 'vith the flame itself provide the most 
effective means for flame acceleration. The laminar flame propagates initially 
from the ignition source. It becomes turbulent at a certain stage due to flame 
instabilities. The flame generates the flow ahead which appears to be turbulent 
due to the large enough characteristic sizes of the enclosure. A higher burning rate 
generates a lügher level of turbulence. The flame acceleration is a result of the 
interaction of the flame produced flow vvith the flame itself (positive feedback). 

To derive a conservative criteria for flame acceleration, optimum conditions 
have tobe created. Tests on were performed different scales (FZK: 12 m x 0.35 
m, KI: 0.17m x 12m, 0.52 m x 30m, 2.5m x 34m) in an obstructed tube. The 
evaluation of the experiments is not yet completed, but preliminary results were 
already obtained for the FZK-12-m-tube. 

All experiments clone so far were performed with a BR of 60 %, a constant 
obstacle spacing of 0.35 m and an initial pressure of 1 bar. The parameter changed 
·was the mixture composition. Different inert components ( 0 2 , N2 , Ar, He, 002 ) 

were added to hydrogen air mixtures. 

2.6.4.2 H2-02-diluent mixtures 

Characteristic combustion sequences for H2-02-diluent mixtures are presented 
in this section. Allexperiments with N2 , Ar and He dilutent were performed with 
a constant equivalence ratio of <I> = 1. The following mixtures were considered: 

• aH2 + air, 

The values of a, ß are assumed tobe variables. 
The acceleration experiments, with hydrogen in air are listed in Table 2.12. 

Mixtures close to the lean and rich flammability limits were investigated. 
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Table 2.12: Test matrix of acceleration experiments with H2/air mixtures 

Experiment [H2] Vol% [Air] Vol% 

R0897_00 9 91 

R0897_01 9 91 

R0897_02 9 91 

R0897_03 10 90 

R0897_04 11 89 

R0897_05 70 30 

R0897_06 72 28 

R0897_07 75 25 

Figure 2.111 compares the measured pressure and light signals as a function of 
time for experiments R0897 _01, R0897 _03 and R0897 _04. The hydrogen concen­
tration was varied in these experiments from 9-11%. A hydrogen concentration of 
9% ( experiment R0897 _01) leads to a slmv combustion with a fluctuating flame. 
An increase of the hydrogen concentration from 9 to 10 % ( experiment R0897 _03) 
and 11% (R0897 _04) shows another behaviour of the flame. The flame moves slow 
at first, but it then accelerated very fast up to 347 m/s ( experiment R0897 _03) 
and 494 m/s (experiment R0897_04) respectively. 

All acceleration experiments, performed with a mixture of hydrogen, oxygen 
and, nitrogen are listed in Table 2.13. 

Table 2.13: Test matrix of acceleration experiments with H2/02/ N2 mixtures 

Experiment [H2] [02] [N2] 
R0897_08 11 18.69 70.31 

R0897_o9 11 8.5 83.5 

R0897_10 12 18.48 69.52 

R0897_ll 12 6 82 

R0997_oo 11 18.69 70.31 

R0997_01 11 5.5 82.5 

R0997_02 12 6 82 

R0997_03 12 6 82 

R0997_06 10 5 85 

R0997_07 10 5 85 
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The R-t diagram of experiment R0997_01 with a H2/02/ N2 mixture (H2=11%, 
02=5.5%, N2=83.5%) is shown in Figure 2.112. The flame starts slmv and then 
accelerates to a terminal velocity of 473 mjs. 

Table 2.14 shows the experimental matrix performed for all acceleration ex­
periments with a mixture of hydrogen, oxygen and argon. 

Table 2.14: Test matrix of acceleration experiments with H2/02/ Ar mixtures. 

Experiments [H2] [02] [Ar] 

R0897_12 8 4 88 

R0897_13 8 4 88 

R0897_14 9 4.5 86.5 

R0997_12 6.67 3.33 90 

no ignition: 

5 2.5 92.5 

5.5 2.75 91.75 

6 3.0 91 

4.23 2.09 93.68 

All experiments ·with a concentration of argon 2::: 91% were not ignitable with 
the used glow plug. The reduction of the argon concentration to 90% ( experiment 
R0997_12: H 2=6.67%, 0 2=3.33%, Ar=90%) leads to a combustion, that starts 
slmv but still accelerates to a maximum velocity of 473 m/s. A further reduction 
of the Argon concentration to 86.5% ( experiment R0897 _14: H 2=9%, 0 2=4.5%, 
Ar=86.5%) causes a fast combustion with a maximum velocity of 1079 mjs, 
which is close to DDT. The R-t-diagrams of these two experiments are given in 
Figure 2.113. 

Table 2.15 shows the experimental matrix performed for all acceleration ex­
periments clone so far with a mixture of hydrogen, oxygen and helium. 

All experiments with a concentration of helium 2::: 88% were inignitable. 
The reduction of the helium concentration to 87.25% ( experiment R0997 _10: 
H2=8.5%, 0 2=4.25%, He=87.25very close together. The flame burns slowly for 
about 7 m but then rapdly accelerates to a maximum velocity of 1200 m/s. Figure 
2.114 shows the R-t-diagram of this experiment. 

The experiments with argon and helium as dilutent do not show a regime of 
slow combustion which is detected in lean hydrogen/ air mixtures. 

The measured flame propagations of all experiments are given in Figure 2.115. 
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Table 2.15: Test matrix of acceleration experiments ~with H 2/02/ He rnixtures 

Experiment [H2] [02] [He] 
R0897_15 12 6 82 

R0897_16 13.5 6.75 79.75 

R0997_04 11 6.43 82 

R0997_05 11.68 5.79 82.52 

R0997_08 10 5 85 

R0997_09 9 4.5 86.5 

R0997_10 8.5 4.25 87.25 

R0997_11 12 6 82 

no ignition: 

8 4 88 

8 4 88 

6.5 3.24 90.2 

7.47 3.7 88.83 

6.55 3.24 90.2 

6.42 10.8 82.78 
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Experiment R0897 _01; BR=60; x=35 cm; Po =1bar; H2=9% 
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2.6.4.3 Hydrogen-air-C02 mixtures 

In an accident Scenario with corefconcrete interaction co2 appears as apart 
of the mixture. Therefore it is also neccessary to study the flame behaviour and 
the acceleration limits of C02 containing mixtures. In addition the effectiveness 
of co2 to suppress fast combustion modes is of interest for mitigation studies. 
By changing the equivalence ratio (<1>=0.25, 0.5, 1.0, 2.0, 4.0) a large number of 
experiments were performed. These experiments are listed in Table 2.16. 

As an example the flame propagation of all experiments with <I> = 1 are 
given in Figure 2.116. The maximum flame velocities calculated from these flame 
trajectories are presented as a function of the C02 concentration in Figure 2.117. 
The following regimes have been distinguished: 

• inert regime ( no ignition) 

e slow burn regime (vmax < 250 m/s) 

• acceleration or chocked flow regime ( 250 m/s < vmax < 900 m/s) 

• quasidetonation regime (vmax > 900 m/s) 

The experiments with <1>=1,2 and 4 shows a fast transition from inert behaviour 
to an accelerated flame within a narrow range of C02 concentrations. This is an 
important result because the velocity of a combustion in a containment should 
not be higher than 100 m/s, because of the resulting pressure waves. 

The current conclusion from the acceleration experiments is that all investi­
gated rich mixtures, ·with one-, two- and three-atomic dilutents, have only a small 
safety margin between the flammability limit and rapidly accelerating combus­
tion. Currently there is no final explanation for this observation. It appears 
difficult to control rich mixtures, which means that large and extended hydrogen 
accumulations to <I> > 1 should be avoided by early ignition or by recombiners. 
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Table 2.16: Test matrix of hydrogen/air/C02-experiments. Part 1 

Equivalence ratio <r> = 1 

Experiment [H2] [C02] [air] 

R0997_12 12 0 88 

R0997_14 14.8 35. 2 50 

R0997_15 17.7 40 42.3 

R0997_16 20 30 50 

R0997_17 23.6 20 56.4 

R0997_18 26.5 10 63.5 

R0997_19 28 5 67 

R0997_20 29.5 0 70.3 

R1097_00 25 15 60 

R1097_01 19.19 35 45.81 

R1097_02 16.8 43 40.2 

R1097_03 15.6 47 37.4 

R1097_04 26 12.5 61.5 

R0997_05 15.2 48.5 36.3 

R0997_21 20 70 10 

R0997 _22 30 55 15 

R0997_23 30 0 70 %Luft 

R0997-'24 18 73 9 

R0997_25 16 76 8 

R0997_26 17 74.5 8.5 

no ignition: 

14 79 7 

10 85 5 

11.8 60 28.2 

13.3 55 31.7 

Equivalence ratio <r> = 0.25 

Experiment [H2] [C02] [air] 

R1197_06 9.5 0 90.5 

R1097 _11 48.5 22.5 29 

R1097_12 47.75 23.75 28.5 



134 CHAPTER 2. EXPERIA!fENTS 

Table 2.17: Testmatrix of hydrogen/air/002-experiments. Part 2 

Equivalence ratio <I> = 0.5 

Experiment [H2] [C02] [air] 

R1197_11 10.39 40 49.61 

R1197_12 11.26 35 53.74 

Rl197_13 12.12 30 57.88 

R1197_14 12.12 30 57.88 

R1197_15 12.99 25 62.01 

R1197_16 13.86 20 66.14 

R1197_17 14.72 15 70.28 

R1197_18 15.59 10 74.41 

R1197_19 16.45 5 78.55 

R1197_20 17.31 0 82.69 

R1197_21 17.31 0 82.69 

R1197_22 14.72 15 70.28 

R1197 _23 16.89 2.5 80.61 

R1197 _25 16.89 2.5 80.61 

R1197_26 17.31 0 82.69 

R1197 _28 12.56 27.5 59.94 

Equivalence ratio <I>= 2.0 

Experiment [H2] [C02] [air] 

R1197_01 41 10 49 

R1197_02 36.5 20 43.5 

R1197_03 31.91 30 38.09 

R1197_04 27.35 40 32.65 

R1197_05 45.59 0 54.41 

R1197_07 29.63 35 35.37 

R1197_08 28.49 37.5 34 

R1197_09 43.31 5 51.69 

R1197_10 44.45 2.5 53.03 

R1197_24 42.88 3.75 52.37 

R1197_27 26.21 42.5 31.29 
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Table 2.18: Test matrix of hydrogen/air/C02-experiments. Part 3 

Equivalence ratio <I> = 4.0 

Experiment [Hz] [COz] [air] 

R1097_06 50 20 30 

R1097_07 56 10 34 

R1097_08 53.2 15 31.8 

R1097_09 59.5 5 40.45 

R1097_10 62.62 37.38 

R1097_11 48.5 22.5 29 

R1097_12 47.75 23.75 28.5 
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Figure 2.116: Flamepropagation in experiments with <I>= 1 
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Chapter 3 

Model development and code 
implementation : synthesis 

This section is devoted to model comparison between different computer codes 
involved in this EU Project (COivi3D-FZK, REACFLOW-JRC ISPRA, CFX4.2-
TUIVI 1viunich and TONUS-CEA [3]). The following tables will summarize and 
compare as far as possible the models implemented in each computer code pre­
viously described. 
Concerning TONUS models, the first column deals with Low Mach Number Flow 
solver [2] [4] and the second one with Compressible flow solver [1 J. Concerning 
TUivi developments, models are implemented in the commercial code CFX4.2. 

3.1 Equations 

3.1.1 Hydrodynamic 

The follovving table compares the models implemented in the different computer 
codes. Most of the computer codes are fully compressible flow solver except 
TONUS which is more dedicated to lovv Mach number flows but is not able 
to cover all the Mach number range between slovv deflagration and detonation. 
Gonsenration equations are classical Favre-averaged Navier-Stokes equations for 
compressible and reactive mixtures: 

• Favre-averaged quantities are the velocity u, the species mass fraction Y, 
the temperature T, the enthalpy H, the energy E, the turbulent kinetic 
energy k and the turbulent dissipation rate c; 

• Time averaged quantities are the density p and the pressure p. 

COM3D has a maximum number of terms in all the conservation equations. 
Viscous stress tensor Mij contains many terms and conservation of total energy is 
assumed without any simplifications: E and turbulent correlation terms between 
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velocity fluctuations and mean pressure gradient B (turbulent pressure work) are 
taken into account. 

TONUS (Low l'viach Number) uses some simplifications according to slow 
flame velocity and mixture composition. Viscous stress tensor .Mfj is restricted 
to velocity gradients because (Ur )xr is supposed to be small and k is usually ne­
glected versus p' (some tentatives have been mentioned to take this term into 
account). Regarding energy equation, only the internal energy is taken into ac­
count because for slow flames, kinetic energy and turbulent kinetic energy are 
smaller than internal energy. To simplify Cp is assumed to be constant: for 
hydrogenjair, the mixture is mainly composed of nitrogen but temperature de­
pendence needs to be implemented. 

REACFLOvV hydrodynamic equations are quite similar to C01ti3D equations 
except for energy equation energy which does not include turbulent pressure work 
term and turbulent dissipation rate. 

In CFX4.2-TUM, the hydrodynamic equations are expressed in terms of mod­
ified pressure p": additional terms involved in the viscous stress tensor ( due to 
compressibility) are implemented in the modified pressure gradient. 

All the 3 fully compressible codes (COM3D, REACFLO\iV and CFX4.2-TUM) 
arenot dealing with low Mach number flows and so the firststage of combustion 
behavior ·will be poorly modeled but fast flame phenomena will have a good de­
scription. 

For all the codes, closure of the equation are using classical gradient-diffusion 
hypothesis associated to turbulence model (k, c and f..Lturb)· No counter-gradient 
diffusion is taken into account in the following models. 
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·ITEM COi\II3D 

.I'VIass eq. (p )t + (pui)x; = 0 

(puj)t + (puiuj)x; - P9.i -

Momentum eq. (j=1,2,3) -pXj 

+ 1\!Ji.i,x; 

(pe)t + ((pe + p)ui)x; - P9iUi -

+uj]\;Ji.i,x; 
Energy eq. +(H+Ilturb(e _ lu·u· + E.) .) . 

eh 2 J J P x, x, 
+/l+Hturb 1 p p 

Cp p2 Xr Xr 
+pE 

(pYe)t + (pYeui)x; - we -
Species eq. +( ( I!+,Uturb) y ) 

C.tc ~ C,x; x; 

ITEM REACFLOW 

Niass eq. (P)t + (pui)x; = 0 

(pu.i)t + (puiuj)x; - P9.i -

Momentum eq. (j=1,2,3) -pXj 

+111i.i,x; 

(pE)t + ((pE + p)ui)x; - P9iUi 

+(I:f':l heDe(p1'f)x;)x; 
Energy eq. +(TijUi)x; 

+(.A(T)x;)x; 
N L:::,_hf + l:e=1 we z 

(p1'f)t + (p1'fui)x; - we 
Species eq. 

-

+(D~J.'f,x;)x; 
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ITEM CFX4.2 

Iviass eq. (P)t + (pui)x; = 0 

(puj)t + (puiuj)x; - (p- p)gj -

Momentum eq. (j=1,2,3) -p"x· 
.I 

+kf!. 
l],Xi 

(pH)t + (pH Ui)x; - (p )t -

Energy eq. +((_l + ~)h .) . Cp at x, x, 

+~htwe6t 
(p1'C)t + (p1'Cui)x; - we 

Species eq. 
-

+(pDe + fls~:bYe,x;)x; 

ITElvl TONUS 

!:lp' = ~~[p(~c;; 
- iT d~T) + \7. (pu)] 

Mass eq. +\7. ((p- p)g (P)t + (pu;)x, = 0 

+\7. (7+7;) 
-\7 · (pu ® ü)) 

(pu.i )t + (pu;Uj )x, = (p- p)gj 
:Momentum eq. (j=1,2,3) -p~j (pu j )t + (pu;V.j ),r, = -P.r1 

+Mb, 
(T)t + (Tv.; )x, - P~v c;:; = ((P;p + flr;) (T),.,)x, 

+_..!_0 
pcp 

Energ,v eq. _1 vdP 
'Y-1 dt = (cpTQ)jet (pE)t + (pu;H)x, = 

- :fw iJ · dn 

+ ffvO dF 

(1e)t + (1(u;)x, = ( ( Dc + #Z;) (1e)x, )x, 
Species eq. (p1( )t + (p1cv.; )x, = 

+1'c 

Some additional definitions are needed to understand the preceding tables: 

Stress tensor: 
fl![ij = -~bij(pk + (JL + f.Lturb)(ur)xJ + (JL + f.Lturb)(Uj,x; + Ui,xj) 
]\!Jfj,x; = (JL + f.Lturb) ( Ui,xj + Uj,xJ 

Energy: 
e = ~h1 {:; ( he + 6h~ - RT) + ~ujui 
E = internal energy + kinetic energy 

Enthalpy: 
H = ~h1 1ehe + ~u; 

Q 

rc 
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Pressure: 
p" = P + ~pk + (~(JL + f-Lturb)- ()(ur)xr)- P9jXj 

Species transport: 
fe = eL 

p 

Pe = pYe 
D' =pDe+ l.!:iJJ..r.IL e Set 

Bulk viscosity: ( 

3.1.2 Turbulence 

147 

All the codes are using 2 equations k- E turbulence model ( except TONUS fully 
compressible flow solver which has up to now no turbulence model). RNG k- E 

turbulence models are implemented in COivl3D andin TONUS but there arenot 
used for these combustion calculations. Also second moment turbulent closures 
have also not been implemented in the partners computer codes. The models are 
mainly standard k - E models but some production/ destruction terms are added: 
buoyancy or mean pressure gradient terms. 

If one looks at the real k equation [7] many terms appear and need to be 
modeled to deal 'vith turbulent combustion. 

&k &k 
p- + pu·- = 

&t J OXj 

Signification of terms are as follow: 

_l 8pu" ;u" ;u" i 
2 8Xj 

" !!L -u iax; 

+ " ßTij 
U i 8x· 

J 

• terms 1 and 2 : rate of change of kinetic energy of turbulence 

• term 3 : diffusion of fluctuation energy 

• term 4 : power developed by pressure fluctuations 

• term 5 : work of viscous stresses due to fluctuation motion 

• term 6 : production of turbulent energy 
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• term 7 : production of turbulent energy due to correlations between density­
velocity and mean pressure gradient 

• term 8 : production due body forces F 

After some manipulations and classical gradient-diffusion hypothesis, term 3, 
part of term 4 and part of term 5 define the diffusion term of turbulent kinetic 
energy. Rest of term 4 is usually neglected or added to rest of term 5 to create 
the dissipation of turbulent kinetic energy c. The follo'rving discussion will be 
more concentrated around models for terms 7 and 8. 

!viean pressure gradient term are non zero in variable density fiow only. This 
term represents the preferential effect of mean pressure gradient acting on light 
and heavy gases. The pressure gradient will tend to produce a larger acceleration 
of the light gas relative to the heavy and provides an additional mechanism for 
turbulent transport. This term is also part of the counter-gradient diffusion effect 
observed by Bray and Libby. Mean pressure gradient terms seems to be a key 
term for compressible and so for turbulent combustion calculation because this 
term seems to be the only thing to add to a constant density turbulence model to 
obtain acceptable accuracy. The first idea is that this term will be of importance 
for high velocityturbulent combustion when the pressure gradients become steep 
( complex precursor shock wave system behind the fiame front). In the present 
computer codes, this term has only been implemented in the COM3D code using 
the simplest gradient-diffusion hypothesis. Some tests have also been performed 
in the TONUS lmv-Mach number fimv solver but only qualitative effects have 
been observed. 

Regarding buoyancy term, implementation has been performed in the CFX4.2-
TUM and TONUS code. TONUS uses formulation coming from non reactive for­
mulation and CFX4.2 rewrites this contribution with the Boussinesq buoyancy 
approximation. 

Except mean pressure gradient or buoyancy terms, the others terms ( diffu­
sion, production/ destruction ... ) are quite the same in all the computer codes. 
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ITEM COM3D 

(pk )t + (pkui)x; - s -
k equation -pE 

+ ( J.l+/lturb k . ) . c_k x1 x1 
(pc )t + (pEui)x; - f(ClS- C2pc) 

E equation + ( (l+/ltu rb E ) c x· x· • 1 1 

s - u · lvf .. - B - J,X; ZJ 
Prod.j destr. terms B - J.l+Jlty rb 1 p p - Cp p2 Xr Xr 

Pturb - c k2 - JlP€ 
ck - classical -

C1 - classical -

c2 - classical -

Constants Cp - classical -

eh - 1.3 -

cfc - 0.7 -

CJl - classical -

ITEl\II REACFLOW 

(pk )t + (pkui)x; - PturbS' -

k equation 
-pE 

-~pk(ur)x,. 
+(tLturbk .) . Pr. x1 x, 

(pE)t + (pEui)x; - f(Cl(PturbS'- ~pk(ur)xJ- C2pE) -
E equation + ( Jltu rb E . ) . Prc x, x, 

S' - [(uj,x;(Ui,xj +uj,x;))- ~((ur)x,.) 2 ) 
Prod. / destr. terms 

-
k2 

Pturb = CtLp€ 

Prk - 0.87 -

C1 - 1.47 -

Constants c2 - 1.92 -

ctL - 0.09 -

PrE - 1.30 -
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ITEM CFX4.2 

(pk )t + (pkui)x; - p -

k equation 
+G 
-pE 

+((JL+ fLt;,~b)kx;)x; 

E equation 
(pE )t + (pcui)x; - f(C1 (P + C3max(O, G))- C2pc) 

+(JL + ~Ex; )x; 
p - (M + /LtuTb)[(uj,x;(ui,xj + Uj,x;))- H(uT)xr) 2

] -

Prod./destr. terms 
-~pk(uT)xr 

G - _g+;;urb (ßgi(T)x;- agi(Y)x;) -

/LtuTb - c pk2 - fL c 

ak - 1.0 -

Us - 1.21743 -

C1 - 1.44 -

c2 - 1.92 -

Constants c3 - 1. -

Ut - 0.9 -

Set - 0.9 -

a,ß - CFX -

cfL - 0.09 -
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ITEl'vl TONUS 

(pk)t + (pkui)x; - ((J-L + HiJLrJL )k ) ' - Sck Xt x, 

k equation -pE Not implemented 

+Hk 

(pc: )t + (pcui)x; = ( (J-L +~)Ex; ):r; 
E equation 

+HE 
Not implemented 

Hk - P+ G- PE -

He - clc (P + (1- c3e)G) I -
c c2 -p 2e/: 

Prod./ destr. tenns p - f-Lturb[(uj,x;(ui,xj + Uj,x;))- ~((ur)xr) 2 ] Not implemented -

-~pk(ur)xr 
G - -~'~tfJ(P)x; -

/-Lturb - c k2 - p fl€ 

Sck - 1.0 -

SeE - 1.3 -

clc - 1.44 -

c2E - 1.92 
Constants 

-
Not implemented 

c3e - 1. if G<O -

0. if G>O 
<Jt = 0.7 

C~' - 0.09 -

Regarding the constants used in the different models, there are some slight 
differences between each model. If one looks for example at recommended values 
by [5) or [6): 

• CJL = 0.09 : everybody use this standard value; 

• C1c = 1.44 : the same value is used in each model except REACFLOV\T 
which uses 1.47; 

e C2c = 1.92 : everybody use this Standard value; 

• turbulent Prandtl or Schmidt number for k O'k 

from 0.87 to 1.0; 
1.0 used values vary 

• turbulent Prandtl or Schmidt number for E 0'0 = 1.3: used values vary from 
1.21743 to 1.3; 

• turbulent Prandtl number O't = 0. 7 : used values vary from 0. 7 to 0.9; 

Regarding the three last constants, differences are small and are mainly coming 
from the user experience with the k- E model verification (mainly non reactive 
test cases). 
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3.1.3 Closure and properties 

For the state equation, models usually consider perfect gases. TONUS has a low 
ß!Iach number fiow solver which involves only the thermodynamical pressure P(t) 
('lumped' parameter pressure) in the state equation (acoustic waves are filtered 
by the model). 

Properties are mainly dependent on temperature and polynomial approxima­
tions are used. 

The boundary conditions mean infiow, outfiow, symmetry and solid surfaces 
conditions. \iVall-bounded calculations in this project are mainly performed with 
slip conditions at walls. The main problern is the validity of standard wall func­
tion in transient turbulent combustion calculations. There are mainly developed 
and adjusted for stationary flmvs but also directly extended to combustion pro­
cesses. 

ITEM COM3D 

Equation of State p= p.RT 

Properties of gases JANAF Tables, H(T) 
Cv(T) 

Boundary conditions slip conditions 

ITEM REACFLOW 

Equation of State p=p.RT 

Properties of gases Cv(T) 3rd order polynomi-
als 

Boundary conditions slip conditions 

ITEM CFX4.2 

Equation of State p = p.RT 

Properties of gases databases of CFX and 
CHEMKIN ( CP) 

Boundary conditions slip and standard Wall func-
tion 
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ITEM TONUS 

Equation of State p = P(t)jRT p= p.RT 

Properties of gases Cv(T) polynomials ver-
sus T 

Boundary conditions Slip and Stan- Not imple-
dard \iVall func- mented 
tion 

3.1.4 Chemistry 

3.1.4.1 Turbulent combustion models 

j\llost of the computer codes use Eddy Break-Up (EBU), Eddy dissipation (EDC) 
or Arrhenius models to describe hydrogenjoxygen combustion. Only CFX4.2 is 
dealing with PDF (see description below) to model combustion behavior (Eddy 
Break-Up could be considered as a simplified PDF model). For each partner, 
it seems that Said and Borghi correlations give better results for EBU or EDC 
constants but calculations are very sensitive to these constants. 

Transition regimes are often expressed in terms of critical Damköhler number 
(transition regime for COM3D and up to now damping factor for TONUS). No­
body uses Karlovitz number to express transition regime like in the Borghi-Peters 
Diagram ( transition between fiamelets and thin reaction zone regimes). 

The first stage of combustion process is calculated via Arrhenius reaction rate 
(TONUS) or directly via EBU or EDC models (COM3D or REACFLO\iV). This 
initial process is deliberately poorly modeled and other specific models are needed 
if attention must be paid to this initial stage of combustion behavior. 

Concerning REACFLOW EDC model, extinction criteria have been added 
regarding to large chemical characteristic time scale ( Tch). 

ITEM C01vi3D 

Low turbulence inten-
Da > 1 

w - -CEBufw(1- w) sity -

High turbulence inten-
Da < 1 

w - -kw exp( -Ea/ RT) sity -

CEBU - CEBu(1 + 1+3.;},;/SL) -

Constant definitions Da - kw exp(- Ea / RT)k 
- c 

CEBU - adjusted -
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w represents the fuel mass fraction. 

ITEM REACFLO\iV 

Low turbulence irrten-
Tch < Ttu.rb 

PH2 - -CtPfPlim sity -

High turbulence irrten- extinction criteria 
sity 

c, - 4.0-4.65 -

Tch - Ache:r (pYH-2)a(pYo2 )b -

Ttu.rb - k -
E 

Constant definitions Plim - limiting density -

Low turbulence intensity 

High turbulence intensity 

Constant definitions 

Ach - 2.25. 10-11 
-

a - 0 -

b - -1 -

TONUS 

C = 2.06.107m3 jsjkg 

CEBU = CßBu(l + 1+3.i0,18L) 
C~BU == adju,sted 

3.1.4.2 Chemical reaction rate 

not implemented 

A = 1.1725E14 

Ta = 8310!( 

b = 0.91 

Any combustion process consists of many elementary reactions. In general a 
reacting system consisting of N components and R elementary reactions can be 
described by 

N 

L vi~Mi, k = 1, 2, ... R. (3.1) 
i=l 

Mi is the chemical symbol of the component i, vik and vf.~ the whole-numbered 
stoichiometric coefficients of the reactants and products of the k'th reaction. The 
quantities k1 k and kb k are the forward and reverse rate coefficients. The rate , , 
coefficients depend on the temperature and can be expressed by the generalised 
Arrhenius relation: 

(3.2) 

where Ak is the frequency factor, nK the exponent of temperature, Ek the ac­
tivation energy of the k'th reaction and Rm. the gas constant. In general the 
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temperature dependency of the preexponential factor is small compared to the 
exponential dependence and, therefore, the exponent nk can be set to 0. 

In the energy and the mass fraction conservation equations of the combustion 
model, the chemical reaction rate wi for each species i has to be determined. The 
rection rate wi determines the mass for the species i produced in a specific time 
and volume. The instantaneous reaction rate can be calculated by: 

The chemical reaction mechanism for hydrogen air flames can be expressed by 37 
elementary reactions (see [23]). In order to consider all elementary reactions and 
to solve the transport equations for all intermediate species tremendous compu­
tationa.l effort is required. Therefore, the reduction of the kinetic mechanism is 
an important task if combustion problems are solved numerically. 

3.1.4.3 Reduction of the thermochemical state 

3.1.4.3.1 COM-3D The chemical characteristic time Tch - k (
1 

E [T) is ·wexp - a 
determined from adiabatic induction time Tind· Using CHE1viKIN code -vvith de-
tailed chemical kinetics, Arrhenius lmvs are built for the adiabatic induction time 
Tind = k' exp(Ea/T). Then, chemical characteristic time is computed through: 

1 Q . tl b t' h t ,.." cerodTeu+wQ d T. . tl .s::r t' W lere lS le Cülll US lüll ea , J. max = Cprod an ef f lS le euec rve 
V 

temperature for chemistry. 

3.1.4.3.2 REACFLOW and TONUS Both codes use very simplified re­
duction of the kinetic mechanism i.e. a simple Arrhenius law with constant 
coefficients ( see table above). 

3.1.4.3.3 CFX4.2-TUM In this application the proposed combustion model 
along the lines of Bray [15) is based on the folloviring single step irreversible 
reaction: 

(3.4) 

where 1~ is the mass fraction of the species i and r 1 is the stoichiometric ratio 

(3.5) 
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Under the assumption, that the considered species have equal Schmidt numbers 
Sei = J;. = const., which is valid in turbulent fiows, it is possible to relate all 
species c'oncentrations of the fluid to one progress variable 

(3.6) 

with the mass fraction 1H-2 o,oo of the product in the completely burned gas. Thus, 
c = 1 when combustion is complete, while c = 0 in the unburned mixture. The 
initial mixture is expected to contain no products, i.e. steam which can occur in 
a severe reactor accident is not taken into account. For a given initial condition, 
expressed by the index 0, the species concentrations are in dependency of c: 

(3.7) 

17 -}7 T'j 
02 - Oo o - C }

7
H20,oo· 

-· 1 + '(' f 
(3.8) 

Due to the reduction of the kinetic scheme to one progress variable, it is 
sufficient to solve a single scalar transport equation to express the instantaneous 
state of the combustion process: 

(3.9) 

with the production rate Wc of the scalar c and the molecular diffusion coefficient 
r c· The production rate Wc can be expressed in terms of the chemical reaction 
rate WH2o: 

WH20 
Wc= 

1''H2o,oo 
(3.10) 

In the turbulent case, the molecular diffusion coefficient r c in equation 3.9 is 
replaced by a turbulent diffusion formulation, and does, therefore, not have to be 
determined. 

The motion in a turbulent fiow is random, irregular and has a wide range 
of length scales. In order to obtain theoretical solutions for a turbulent fiame 
by sahring three-dimensional, transient equations huge computational effort is 
necessary to resolve the occuring scales in time and length. Numerical simulations 
trying to regard for the smallest time and length scales - refered to as Direct 
Numerical Simulation (DNS)- arenot practicable for huge geometries like reactor 
Containments. Up to now, the numerical solution is, therefore, limited to a chosen 
time and spatial resolution. In order to derive a discrete set of equations, which 
take into account the effects of turbulence, an averaging procedure has to be 
performed. In the case of the numerical simulation of combustion phenomena, 
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mass-vveighted averaging - refered to as Favre averaging - is preferred to the 
conventional time averaging- referred to as Reynolds averaging -. By applying 
Favre averaging a considered quantity cp in the concerning transport equation is 
replaced by 

cp = ~ + c/J", (3.11) 

vvhere the favre averaged value is 

(3.12) 

and c/J" is the fluctuation araund that average. In a second step the all the terms 
of the transport equation aretime averaged. Using Favre averaging the transport 
equation for c and the modelling of the occuring scalar flux by a gradient diffusion 
approximation, Eq. 3.9 can be transformed to: 

a (--) + a (-- _) a ( Tlt ac ) + _ -
8 

ac -
8 

, gukc = -
8 

-
8 

-
8 

wc. 
t Xk Xk Ct Xk 

(3.13) 

Due to the fact that the production rate Wc is a highly nonlinear function of c, 
g and T, Favre averaging leads to a closure problern (see [17]). Thus Wc can 
not easily be determined. In order to overcome this problern and to regard for 
the influences of fluctuations on the mean production rate, the use of a Probali­
tiy Density Function (PDF) model is an appropriate method for the fluctuating 
variables (see Sect. 3.1.5). The computational effort increases exponentially with 
the number of scalars for vvhich a PDF formulation is performed. Therefore, in 
this approach, a further simplyfication is achieved by meeting the requirement 
of a low Mach number flow in the flame front region. Beside the species mass 
fractions, also the temperature and the density can be expressed in terms of c. 
Hcnce the production rate is only a function of c. 

The fractional rise of the temperature, that would result from all the mechan­
ical energy beeing converted into heat, can be approximated by 

l::lT lU2 1 
- ~ -

2
- ~ Jvfa2

-("'- 1). 
T CpT 2 

(3.14) 

As can be seen, for low Iviach numbers the transfer of mechanical energy to heat 
can be neglected. If, in addition to that, the combustion process is considered as 
adiabatic and the Sorret effect is not taken into account, then the energy equa­
tion is formally identical to a common scalar transport equation. In a turbulent 
flow, heat and mass transfer based on diffusive processes issmall compared to the 
apparent diffusivity due to turbulent convection processes. Therefore, a Lewis 
number Le = !fs = ~~ ~ 1 is a good assumption for the molecular transport 
mechanism of heat and species. In this case, heat is transported in the turbu­
lent flame region analogaus to the progress variable c (see Eq. 3.13). Under 
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this assumption both instantaneous quantities, the reaction progress c and the 
temperature T can be related tagether if an initial temperature T0 is given: 

T 

I CpdT = f1H20 C YH20,oo, 

To 

(3.15) 

where f1H2o is the heat of reaction. Thus vvhen c = 0 it follows T = T0 and when 
c = 1 the temperature corresponds to the adiabatic flame temperature T = Tad· 
Sahring the integral by determining an averaged specific heat capacity in the 
considered temperature range, Eq. 3.15 can be vvritten 

T = T0 (1 + 7c), (3.16) 

where 7 is the heat release parameter defined as 

(3.17) 

It should be noted that Eq. 3.16 does not change when Favre averaging is applied. 

To be able to determine a relationship between the density and the the reac­
tion progress c the combustion is assumed to occur at a constant pressure level. 
Pressure fluctuations occuring due to turbulent fluctuations can be estimated to 
be of the magnitude 

(3.18) 

(see [16]) and can be neglected in low Mach number flows. Thus, using the 
equation of state 

(3.19) 

where 111 is a constant mean molecular weight, and replacing T by Eq. 3.16 we 
get an expression for the density: 

(!o 
(!--­

- 1 +Tc· (3.20) 

By applying the suggested relations to Eq. 3.3, the reaction rate for the product 
can be expressed by 
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The function WH2o(c) is hence referenced as 'laminar' reaction rate, though being 
derived -..vith some assumptions only valid for turbulent flames. The classification 
'laminar' is still valid, because up to this point the influences of turbulent fluc­
tionations are not taken into account. 

Determination of the 'laminar' reaction rate 
By reducing the elementary chemical kinetics of a hydrogen-air reaction mech­
anism to a single-step, irreversible reaction, the chemical reaction rate can be 
expressed in terms of the reaction progress (Eq. 3.21). For simplification Bray 
[15] suggests, the following equation: 

WH
2
o(c) = Bwmax(1- c) 3exp(-E* 

1
- c) YH

2
o 00 , c , (3.22) 

where B is a normalizing constant. The parameters are assumed to be E* = 5 
and T = 5. But the problern is to find an appropriate value for the maximum 
occuring reaction rate Wmax· This value strongly depends on the initial hydrogen­
air mixture. 

Due to the fact that the whole combustion simulation using the PDF model 
is very sensitive to the choice of the reaction rate Wc ( c) in this approach it is 
attempted to find the exact chemical reaction rate for a given mixture. Therefore, 
for Eq. 3.21 the parameters 

• preexponential factor A 

• activation energy E 

• order of reaction of water vk
2 

and oxygene vb
2 

have to be determined. In cantrast to elementary reactions there is no obvious 
choice of these parameters for a complex reaction. Several authors, e.g. Varma 
et al. [20], :tviarathe et al. [21] and Coffee et al. [22] have investigated pre­
mixed laminar flames in order to derive a set of parameters for the global kinetic 
model. They succeeded in the determination of parameters, which guarantee a 
good agreement between a calculation of a laminar propagating flame based on a 
detailed reaction scheme and a calculation done vvith a reduced set of reactions. 
A comparison to experimental data, considering flame speed and flame thickness 
also revealed good results. The suggested parameters by Varma and Coffee vary 
with the initial mixture fraction of hydrogen, in cantrast to Marathe, who sug­
gests constant parameters for all cases. Since the parameters A and E, suggested 
by Varma and Coffee, are limited to discrete hydrogen concentrations, interpo­
lation or even extrapolation in the lean fuel cases was necessary to get values 
for specific hydrogen concentrations. Linear interpolation procedures revealed to 
be too crude to get appropriate results. Therefore Durst [18] suggested a curve 
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fitting procedure for the determination of these two parameters. As an example 
the values of A and E for a 13vol%-H2 in air mixture are listed in Table 3.1.4.3.3. 
It should be emphasized that the orders of the reaction vk

2 
and v6

2 
can differ 

author A E I v' unit for A VH2 02 

Coffee et al. 5.6e12 74.09e3 2.0 1.0 kmoz-2.om6.o s-1 

Varma et al. 8.61e8 33.622e3 1.1 1.1 kmoz-1.2m 3·6 s-1 

Marathe et al. 5.14e8 57.767e3 1.0 0.92 kmoz-o.92m2.76 8 -1 

from whole-numbered values. Therefore, to keep the unit of the reaction rate the 
unit of A has to be ajusted. 

As shown in Fig. 3.1 the different approaches lead to significant differences. 
All calculations were performed starting from an initialization of T0 = 293.15 K 
and Po = 1 atm. The reason for the differences might be, that in the derivation 
of the function WH2o(c) some simplifying assumptions were made, with the con­
sequence that the suggested sets of parameters are not appropriate anymore. 

Since the results for other hydrogen-air mixtures (e.g. 9%, 12%) showed the 
same deviations (see [18]), it was not possible to choose an appropriate global 
kinetic scheme. To overcome this problern a detailed calculation of a freely prop­
agating premixed laminar fiame by the chemical kinetic code Insfia (programed 
by .Maas [24] and [25]) under consideration of all occuring elementary reactions 
was performed. The program accounts for finite rate chemical kinetics and exact 
molecular transport mechanisms. As a result, starting from the same initializa­
tion as for the global kinetic models, the laminar profiles of all involved species 
over the fiamc front can bc calculated. For example H2 , 0 2 , H20 and the temper­
ature, are printed in Fig. 3.2. Further it is possible to extract for discrete water 
concentrations the affiliated reaction rate and relate it to the progress variable c. 
By comparing the curves of Insfia -vvith the curves calculated with the Arrhenius 

law it is observed, that the reaction rate calculated with Insfia is much smaller 
in the region of low reaction progress, i.e. for small values of c. Accordingly 
the maximum reaction rate is located at a lügher reaction progress ( at about 
c = 0.87). This behaviour originates from the fact that the detailed calculation 
with Insfia is based on exact molecular transport mechanisms. Therefore the 
assumption of Le = 1, which was made by determining the reaction rate in de­
pendence of c (Eq. 3.21), is not complied with. Due to the fact, that in this case 
( Le = 1), the molecular transport in the fiame front is expected to be small in 
comparison to the transport through turbulent fiuctuations, a different approach 
for the determination of WH2o(c) is necessary. It has to be emphasized at this 
point, that this consideration is valid if combustion processes are investigated, 
which occur at Karlovitz numbers Ka > 1, i.e. combustion takesnot place within 
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Figure 3.1: Different approaches for the determination of the 'laminar' reaction 
rate for a 13vol%-H2 in air mixture 

an asymptotically thin layer embedded in the turbulent fiovv - refered to as lam­
inar fiamelet concept - (see [28]). The Karlovitz number is a measure for the 
interaction of turbulent fiuctuations at the Kolrnogorov length scale ZK and the 
combustion: 

z2 
K a = _1_ (3.23) 

ll 
By K a = 1 the srnallest eddies are expected to be of the same magnitude as the 
fiame thickness [p. For higher values of K a the srnallest eddies can enter into the 
fiame structure since l K < l F. 

In order to derive an approprate 'laminar' reaction rate w H 2o ( c) a calculation 
with Insfia under the default of Le = 1 was perforrned. In this case all the binary 
diffusion coefficients of the involved species Di are deterrnined from 

IJ IJ 
Di = -= -=a 

Sc Pr 
(3.24) 

As shown in Fig. 3.1 this leads to a higher maximum reaction rate and enables 
lügher reaction rates at lower reaction progress. But, in comparison to the curves 



162 CHAPTER 3. 1\!IODEL DEVELOP111ENT AND IMPLE111ENTATION 

c 
0 

ü 
jg 0.100 

~ 
E 

0.050 

_.,.___ H
2
0 

--e--- H. 

--- o. 
--- T(K) 

1400 

1200 

1000 

Figure 3.2: Profilesofa laminar propagating flame 

calculated with the Arrhenius law it can be seen that no agreement with a selected 
curve is achieved, and that no obvious choice of a global chemical kinetic scheme 
is possible. It is therefore suggested to use, as a basis for the calculations with 
the PDF model, the extracted reaction rate of the detailed calculation with Insfla 
under the default of Le = 1. 

3.1.5 The 'presumed PDF' method 

In the previous section the instantaneous 'laminar' reaction rate for a global ki­
netic model was derived. The basic problern in turbulent combustion simulations 
is the determination of the time averaged reaction rate. It is not possible to 
calculate the reaction rate in dependence of time averaged quantities. It can be 
shown that: 

wc( c) =F wc(c), 

whereas the values can vary by orders of magnitude. 

(3.25) 

One way to overcome this problern and to take into account the influence of 
the fluctuations c" on the reaction rate is the application of PDF methods (see 
[16]). In this formulation the time average for any thermodynamic state-variable 
qy ( which can be expressed in terms of c) can be calculated by solving the following 
integral -refered to as folding integral-. 

00 

(/>= j qy(c)P(c;x,t)dc (3.26) 
-00 
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vvhere, P( c; x, t) represents the instantaneous probability density function of c. 
This function has to satisfy the condition 

00 

j P(c; x, t)dc = 1. (3.27) 
-oo 

Favre averaged variables, which are applied in the present work, can be deter­
mined by sahring the following equation: 

- 1 00 

cjJ = _( ) j Q(c)cjJ(c)P(c; x, t)dc, 
(} x, t 

-oo 

(3.28) 

with the time averaged density 

_( ) /

1 

P(c; x, t) 
(} x, t = (}o _ ( ) dc. 

1+TCC 
0 

(3.29) 

The use of a 'presumed PDF' has the advantage of the 'moment's approach', 
-which does not require the computation of the PDF. In the case of a presumed 
PDF it is necessary to adopt a shape for the the presumed distribution of the 
considered fiuctuating variable, depending on certain parameters, e.g. the ex­
pected value or the variance of the variable. The parameters can change with 
the fiow field and have to be computed based on transport equations for the mo­
ments of the random variable c. A lot of different shapes have been suggested 
in the Iiterature for the PDF eg. uniform, rectangular, triangular, two delta 
and ß-functions. In the applied approach a clipped gaussian shape following 
Lockwood and Naguib [19] has been chosen for the PDF: 

f -1
- exp [-l ( ~)2] dc if c=O (JV'iif 2 (J 

-oo 

P(c; x, t) = -
1 exp [-l (~r] (JV'iif 2 (J if 0<c<1 

f-1
- exp [-l ( ~) 2] dc 1 (JV'iif 2 (J 

if c=1 

The course of P(c; x, t), shown in Fig. 3.3, is represented by a Gaussian distri­
bution for the range 0 < c < 1, whereas the tails of the function are represented 
by 5-functions at c = 0 and c = 1. The parameters J1 and a can be determined 
by solving: 

- 1 /1 c(x, t) = _( ) Q(c) c P(c; x, t)dc, 
(} x, t 

0 

(3.30) 
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Figure 3.3: Clipped gaussian distribution of the reaction progress variable c 
clipped at c = 0 and c = 1 

for the first moment, and 

- 1 1 

c"2 (x,t) = _( ) /Q(c) (c- c(x,t)) 2 P(c;x,t)dc, 
Q x, t 

0 

(3.31) 

for the second central moment of the random variable c. It is obvious that ex­
plicit expressions for /1 and a cannot be obtained. The values must be calculated 
iteratively from the implicit Eqs. 3.30 and 3.31. 

In additio~to the transport equation for the mean value c (Eq. 3.13) a partial 
equation for c"2 has to be solved. 

(3.32) 

It should be noted that for the derivation of Eqs. 3.13 and 3.32 modelling was 
necessary for closure of the equation system. The constants in these equations 
are Sec= 0.9 and Ce= 2.0 (see [16] for details). 

3.1.5.1 Calculation of the 'pdf reaction rate' 

As shown above it is possible to determine time averaged quantities by solving 
the folding integral of the PDF and the concerning quantity. Analogons the time 
averaged reaction rate can be calculated from (see Fig. 3.4): 

1 

Wc(x, t) = j wc(c)P(c; x, t)dc, (3.33) 
0 
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Due to the fact that P(c; x, t) is a clipped gaussian function the integration limits 
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1 c 

wc(c)P(c;x,t)dc 

Figure 3.4: Calculation of the 'pdf reaction rate' 

reduce to 0 for the lower and 1 for the upper value of c. As mentioned above, the 
Eqs. (3.30) and (3.31) can be sohred for 1-L and (]" if c and c"2 are known, and the 
PDF can be determined. The therby applied iterative Ne-vvton-Raphson method 
for nonlinear systems of equations (see [29]) is very time consuming. In oreder to 
reduce computational effort, the process of calculating the mean reaction rate is 
done before a combustion simulation is performed and a table look-up procedure 
is employed. The table is calculated a priori for discrete values of c and c"2 • 

Because the variance c"2 only can be in the range 0 ::; c"2 ::; c(1 - c), a 
normalized variance 

9 = c(l- c) 

is introduced 'ivith the range 0 ::; g ::; 1. 

(3.34) 

In Fig. 3.5 a table containing the probalitity density weighted reaction rates 
- refered to as 'pdf reaction rates' - for ~13vol%-H2 in air mixture is shown. 
It can be seen that for low fiuctuations c"2 ~ 0 the pdf reaction rate is close 
to the 'laminar' reaction rate. This region corresponds to a combustion process 
which is limited through chemical processes and therefore to regions~ith a small 
Damkhler number. Higher fiuctuations of c, i.e. higher values of c"2 , lead to a 
decreasing of the maximum reaction rate and to higher reaction rates for smaller 
values of c. This originates from the fact that more and more unmixed regions 
with unburned or fully burned pockets arise which are represented through the 
two delta peaks of the clipped gaussian probality density function. As shown in 



166 CHAPTER 3. lviODEL DEVELOPlviENT AND IMPLEMENTATION 

Fig. 3.4 the peaks do not contribute to the averaged reaction rate by calculating 
the folding integral, because the 'laminar' reaction rate is zero at c = 0 respec­
tively c = 1. In this case the combustion takes place in the 'distributed reaction 
zone' regime (see Fig. 3.7). Finally if the fluctuations reach their maximum, 
the PDF only consists of the two delta peaks and therefore the pdf reaction rate 
tends to small values. This behaviour corresponds to the mixing limited case of 
a turbulent combustion in which the flame is expected to burn in fiamelets. The 
influence of the chemical reaction rate on the pdf reaction rate vanishes. 

It should be noted, that also the source term c"wc in Eq. 3.32 has to be 
calculated and stored in a table. Agairr a complex iterative method is necessary 
where 

1 1 

c"wc = j wc(c)cP(c; x, t)dc- c j Wc(c)P(c; x, t)dc, (3.35) 
0 0 

is sahred for the same discrete values c and c"2 as for the pdf reaction rate. The 
term c"wH2o easily can be determined by 

(3.36) 

The result is shown in Fig. 3.6. 

3.1.5.2 Valid range of the PDF model 

In turbulent combustion processes various types of fiames occur, which are shown 
in Fig. 3.7 (see [26] and [28]). As can be seen, each of the combustion models 
covers only a specific region in which full model validity is given. Due to the fact 
that it is not always possible to verify exactly which combustion regime is relevant 
and that the regimes can change during a combustion process, the derivation of 
a combustion model which covers all regimes is an ambitious aim. Borghi [17] 
pointed out that the PDF combustion model can be used for all fiame types if 
different shapes for the PDF are chosen. In our case the shape of the PDF does 
not change during a combustion simulation. Since a clipped gaussian shape has 
been chosen for the whole combustion process, the applied PDF model is only 
full valid in regions where the Karlovitz number I< a > 1. Furthermore the PDF 
model is optimized for the regions of the Borghi diagram marked out in Fig. 3. 7 
through the applied determination of the 'laminar' reaction rate WH2o(c) (see 
Sect. 3.1.4.3.3). It has to emphasized that the applied PDF approach is also 
applicable for the fiamelet region but might be not so accurate as the flamelet 
(see [28]) or the eddy dissipation combustion models (see [30]). To overcome this 
problem it is suggested in the literatme ( e.g. [27]) to couple the PDF combustion 
model with one of the models for fast chemistry, which is not used in terms of 
this project. 
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Figure 3.5: pdf reaction rate for 13vol%-H2 in air 
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Figure 3.6: Source term for the variance due to chemical reaction for 13vol%-H2 
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Figure 3. 7: Borghi diagram with a classification of existing combustion models 
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3.1.6 Recombiner models 

A micro-recombiner model has been developed by Siemens. This model is mainly 
based on two-dimensional viscous and compressible partial differential equation 
model of a multi-component gas mixture boundary layer. A detailed description 
of this model is provided in Annex A. 

Other simplified model of catalytic recombiners have been developed in CFD 
tools. 

TONUS has a simplified recombiner model which is available for the lumped 
parameter and the multi-dimensional formulation. This sort of "black box" has 
inlet and outlet conditions connected to the global geometry. The unknowns of 
the problern are outlet mass flow-rate, outlet concentrations of each component 
of the mixture, catalytic plate temperature and outlet temperature. Incompress­
ibility is assumed for the gaseaus mixture. The following set of equation is solved: 

Item Equation 

Mass Balance Tninlet = Tnautlet 
:rvlomentum Balance (!-J<inlet + lkh + lf{outlet) m2 = g((pext-

2 2 Dh 2 pms2 

pm)Lc + (pext- pout)Lch 

Energy (Catalytic inH2 6H = mcCPc dltc + Sch(Tc- Tinlet) 
plates) 

Energy (Gas mixture) 

vvhere: 
rn: mass flow-rate 
m: mass 
J(: pressure lasses 
k: friction coefficient 
p: density 
L: length 
S: area 
Cp: heat capacity 

mCpm(Tautlet - Tinlet) 
Tautlet) 

Dh: hydraulic diameter of the plates 
h: convective heat transfer ( Elenbaas) 
hr: radiative heat transfer 
s: cross section of the plates 
T: temperature 
6H: heat release of catalytic combustion 
c: catalytic plates 
m: mean value in the recombiner 

- Sc(h + hr )(Tc -
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ext: value outside the recombiner 

mH2 is defined using global correlation developed by the industry for each 
type of catalytic recombiner. This model have been successfully validated on 
KALI and H2PAR experiments. 

3.2 Model implementation and numerical scheme 

3.2.1 Grid definition 

For the mesh processing, several strategies have been adopted in the different 
codes. 

Some codes are limited to structured mesh : in COivi3D, structured cubic 
mesh is used while in CFX a block-structured body fitted strategy is adopted. 
For the latter, two space grids are considered : a computational space grid and a 
physical space grid. In computational space, a multi-block grid is considered. It 
is a set of sub-grid or block. Each block is a uniform grid in some transformed 
coordinate system. The computational space transforms into a grid in physical 
space in which block remains topologically cubic : it retains the connectivity of 
the computational space grid but may be distorted into an arbitrary shape [8). 

Others consider unstructured mesh: TONUS and REACFLOW. 
As the former is strongly linked to the finite element community, all classical 
polygonal elements can be used in two and three space coordinates. The differ­
ent elements can be mixed in an unstructured fashion in the same mesh. 
For REACFLO\iV, due to the numerical method used for the convective fluxes 
evaluation, only triangles in 2D and tetrahedra in 3D are accepted. Nevertheless, 
REACFLO\iV is the only code where adapted grid can be performed. New nodes 
can be added or removed based on an evaluation of the local variation of some 
flow field variables (for example pressure, temperature, density or one of the con­
servative variables). The original grid points cannot be removed and a number of 
different criteria for the refinement/coarsening decisions have been implemented 
: simple difference between neighbors, norm of the gradient in each element or 
local evaluation of the interpolation error. New nodes are inserted by bisection 
of an element edge between two existing nodes, thus dividing all the element 
touching that edge. This method closely related that of Rivera and Levin [9). 

ITEM COivi3D 

Type of mesh structured 

Type of element cubes 

Grid refinement Not available 
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ITEM CFX4.2 

Type of mesh block-structured body fitted 

Type of element hexahedron 

Grid refinement Not available 

ITEiVI TONUS 

Type of mesh unstructured 

Type of element all finite element polygons 

Grid refinement Not available 

ITE:M REACFLO'iV 

Type of mesh unstructured 

Type of element triangles in 2D, tetrahedra in 3D 

Grid refinement Available 

3.2.2 Numerical methods 

In order to perform 3D calculation with large geometrical length scale, low dif­
fusive schemes appear to be essential. Convective terms usually represent the 
main difficulty. As spurious oscillations can occur if space central secund order 
discretization is used, upwinding is necessary. To limit artificial viscosity, several 
techniques can be used depending on the way in dealing with convective fluxes 
and algorithm for the resolution of the Navier-Stokes equation. 

One approach is a pressure-based approach. The well-known semi-implicit 
ICE method [12] may perhaps be recognized as one of the first methods able to 
simulate both incompressible and low Mach number flows. The scheme, \vhich 
uses pressure and not density as a main variable, is based on an elaborate operator 
splitting procedure to handle the pressure-velocity coupling and on the implicit 
treatment of the density in both the continuity equation and the equation of 
state to effectively remove the acoustic speed stability condition. The PISO 
method also uses pressure and velocity as dependent variables, but relies on a 
non-iterative fully implicit discretization of the equations. SIMPLE, SIMPLER 
and SIMPLEC methods belong to the samedass of formulation. TONUS low 
Iviach number formulation [11] and CFX use numerical methods coming from this 
point of view. 
In TONUS, a finite element method is used. Artificial viscosity is added when 
necessary using a streamline upwind Petrov-Galerkin procedure (SUPG). Foreach 
element the pressure is at the ccll center and the velocity is at the cell vertices. 
In CFX a finite volume approach has been developed. As all the variables are 
colocated at the cell center, for advective terms Rhie-Chow interpolation formula 
are employed to transpurt quantities at the cell interfaces. Some modification has 
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been done to the original SIMPLE algorithm in order to perform computation for 
high-speed compressible flow. Numerous discretization methods are available in 
order to limit the numerical viscosity : upwind first order differencing, quadratic 
upvi'ind differencing or MUSCL approach can be selected. 

On the other way, methods coming from the resolution of compressible inviscid 
Navier-Stokes equations (Euler equations) are used in COM3D and REACFLOW 
codes. 
Convective fluxes are evaluated through the total variation diminishing scheme 
of Harten in COM3D [13) while an approximate Riemann solver is used in 
REACFLO\~T [10). These schemes involve the resolution at the cell interfaces 
of a one dimensional Riemann problem where the right state and the left state 
are constituted by the averaged values of the primitive variables cell by cell. 
Second order accuracy can be achieved vvith those scheme when the solution is 
smooth. 
TONUS code use a similar approach in the compressible flow solver [14). 

ITEM COivi3D 

Spatial discretization finite volume 

Time discretization explicit 

Low lviach precondition- no information 
ing 

Convective terms TVD approach 

ITEM REACFLOW 

Spatial discretization finite volume 

Time discretization implicit or explicit 

Low lVIach precondition- not implemented 
ing 

Convective terms approximate Riemann solver 

Positivity of k and E assumed 

ITEJvi CFX4.2 

Spatial discretization finite volume 

Time discretization implicit 

Lmv Mach precondition- not necessary if selected 
ing 

Convective terms upwinding 

Positivity of k and E assumed 
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ITEM TONUS 

Spatial discretization finite element finite volume 

Time discretization implicit for pres- explicit 
sure, explicit un-
less 

Lmv :Mach precondition- not necessary not implemented 
ing 

Convective terms SUPG Riemann solver 

Positivity of k and E filter design not implemented 
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Chapter 4 

Code and Model verification 

\iVithin the framework of this program various models and software programs, 
which have been described in chapter 3, were used by the different partners. 
In the following sections the procedures used to verify each of these codes will 
be discussed. Results of test calculations and comparisons vvith experimental 
or analytical data are presented. At the end of this chapter results of direct 
code comparisons are discussed. In these benchmarks the same test problems are 
calculated with different codes and the results are compared. 
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4.1 GASFLOW Code and Model Validation 

GASFLO\i\T has been developed to simulate steam hydrogen distribution in com­
plex 3D Containment geometries. A large effort during the code development 
was put in defining simple GASFLO'i\T test problems for which an analytical so­
lution existed and to verify the agreement of the GASFLO'i\T results with the 
analytical solutions. Most of the test problems are simple 1D simulations that 
are narmwly focused, but exact. The following table summarizes the analytical 
test problems, which have been developed and which are all documented in the 
assessment manual of GASFLO'i\T [1]. The right column gives the purpose of 
each test problem. 

All simple test problems agreed well with the analytical solutions, in particular 
the laminar flow between parallel plates and the transient diffusion in stagnant 
fluid showed good agreement. The only significant finding revealed by testing 
GASFLO'i\T vvith these problems was that the boundary condition specification 
can change the results in GASFLOW. If the fluid speed is specified at the inlet, 
for example, the momentum flux is not calculated. This is characteristic for a 
finite volume differencing scheme. Specification of the velocity as a boundary con­
dition implies that the momentum equation solution is replaced with the velocity 
boundary-condition specification and that the calculation of the momentum flux 
at the boundary is not necessary. 
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Table 4.1: Analytical Assessment of GASFLOvV with simple test problems 

Problem Description What is Tested 

1. Laminar startup between parallel Gravity and momentum diffusion 
plates. (shear stresses). 

2. Transient diffusion in stagnant fluid. 1VIass diffusion term. 

3. Flow past a reetangular block. Test van Leer differencing scheme. 

4. Steady fim'i' through a smooth area Momentum flux ( convection, advec-
change ( a nozzle). tion) and pressure gradient terms. 

5. Steady flovv through an abrupt area 1viomentum flux and pressure gradient. 
change ( contraction). 

6. Steady flow in a constant-area chan- \i\Tall friction and pressure gradient. 
nel with wall friction. 

7. Steady flow in a constant-area change \i\Tall friction and pressure gradient 
with wall friction with inlet velocity vvith inlet velocity fixed. 
fixed. 

8. One-dimensional flow through an ori- Niomentum flux, orifice loss model, and 
fice. pressure gradient terms. 

9. Uniform energy source in two 3D Volumetrie energy source and time rate 
blocks with one connecting duct. of change of energy. 

10. lVIass-flow-rate boundary condition Tests boundary condition specification 
specification. by use of time-dependent function. 

11. Test filter model with turbulent flow Test filter model. 
losses. 

12. Test filter model 'Nith laminar flow Test filter model. 
losses. 

13. Test filter model with both laminar Test filter model. 
and turbulent flow losses. 

14. Steady-state conduction through a Conduction equation solution and 
plain vvall. heat-transfer-coefficient evaluation. 

15. Vapor condensation from bulk in mix- Tests p-v work term and transient en-
ture of air and water vapor. ergy equation. 
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4.2 Tonus {Distribution and combustion code 
from CEA) 

4.2.1 Low Mach number flow solver verification 

In this section, numerical verifications of TONUS low :Mach number flow solver 
are given [3]. This approach is compared to solutions of the compressible equa­
tions using preconditioned fluxes in a finite volume setting [4] [5]. 

Three test cases involving low Mach number flows are selected: the flow over 
a smooth sine-shape channel, the lid-driven cavity test-case and the buoyant flmv 
in a differential heated square cavity. Details of these test-cases can be found 
in [3] and here only some results are presented. 

4.2.1.1 Flow over a sine-shaped bump 

The inviscid flow at different Mach numbers (between 0.001 and 0.5) in a channel 
with a sine-shaped lower ·wall has been simulated using the Low IVIach Number 
solver (LMS), the original and the preconditioned Roe solver (PRS2). Figure 4.1 
shmvs the Mach iso-lines obtained with the original, unpreconditioned Roe solver 
for the case lvf a = 0.001, and illustrates how the accuracy of the solver degrades 
severely at very low :Mach number. \iVhen the flux function is modified via precon­
ditioning, the accuracy is restored as shown in figure 4.2. The solution obtained 
using the Low :Mach number solver is shmvn in figure 4.3, and resembles closely 
that produced by the preconditioned solver. 

Figure 4.1: Mach number iso-lines (Jvfinlet = 0.001) obtained with unprecondi­
tioned Roe solver 

Figure 4.2: Mach number iso-lines (111inlet = 0.001) obtained with PRS2 
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Figure 4.3: Mach number iso-lines (1\!Iinlet = 0.001) obtained ·with UdS 

""\iVith an inlet Mach number of 0.5 compressibility effects become important. 
The :tvlach number distributions along the top and the bottarn walls are clearly 
underestimated by the Low 1vlach Number solver (figure 4.4) compared to the 
preconditioned Roe solver. 

M 

Flow over sine bump (Mach=0.5) 
Maclt proftles: comparison betweeu Ll\IS aud PRS2 (grid 80x20) 

1.00 .---~-...,-------,-------.--------, 

0.80 

0.60 

fr-------6 LMS bottom wall 
0-----(> LMS top wall 
G- -EJ PRS2 bottom wall 
G- -8 PRS2 top wall 

Figure 4.4: Comparison of Mach number distributions (A1inlet = 0.5) along the 
walls obtained with LMS and PRS2 

4.2.1.2 Lid-driven cavity at Re= 1000 

The second test-case is the vvell known lid-driven cavity flow. The flow at 
Reynolds number 1000 is characterized by a primary vortex in the centre of 
the cavity and two secondary vortices in the lower right and left corners. Our 
results will be compared to the benchmark solution obtained by Ghia et al. [6] 
and the highly accura.te results obta.ined recently by Botella. a.nd Peyret [7]. 

For example, the profile of the horizontal velocity a.t x = 0.5 is shown in 
figure 4.5. For the LMS, the most a.ccura.te solution ha.s been obta.ined by using 
a. centra.l discretiza.tion, switching off the SUPG sta.bilizing terms. 
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Lid-driven cavity (Re=lOOO) 
u-Yelocity profLies (x=O.S) 

- LMS 81x81 Galerkin 
--- LMS81x81 SUPG 
---- PRS18lx812ndordernolimiters 

0 Chebyshev (B&P) 
+ central differencing (G) 129xl29 

0.5 
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Figure 4.5: Comparison of horizontal velocity profiles at x = 0.5 

4.2.1.3 Differential heated square cavity 

This test-case is a square cavity (L = 0.04m) with differentially heated vertical 
walls and thermally insulated horizontal '7\ralls. The fluid is air, the cold wall 
temperature is set at Tc= 300K and the hot wall temperature Th =Tc+ 6T. If 
6T is small enough, the incompressible Boussinesq approximation may be used. 

Results are shown for both a small temperature difference 6T = 15K and a 
large temperature difference 6T = l50K, for which the Boussinesq approxima­
tion is no Ionger valid. The Nusselt number distributions along the hot and cold 
walls (figure 4.6) shmv that for large temperature differences, the compressible 
flow results obtained with the LMS are asymmetrical (this is confirmed by ex­
periments) whereas the Boussinesq approximation yields identical distributions 
on the left and right walls. 

4.2.1.4 Conclusions on Low Mach Number Flow solver 

The preceding test-cases show good behavior of our Low Mach number flow solver, 
especially for a reduction to the incompressible flow equations as lvf a -+ 0. How­
ever, this flow solver is by construction limited to subsonic flows. As neglected 
terms are of the order of O(Jvf a2 ) in the folluwing applications the maximum 
Mach number is less than 0.3. 
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Figure 4.6: Nusselt distributions on left and right walls computed using incom­
pressible Boussinesq approximation and compressible low Mach number approx­
imation (large temperature difference 6T - 150K) 

4.2.2 Compressible flow solver verification 

4.2.2.1 Non reactive test cases 

In this section we analyze the phenomenon of shock reflection on oblique rigid 
walls. Such phenomenon can generate stationary flows or pseudo-stationary flmvs 
(i.e. flows that are "locally" stationary in a particular frame). 

The numerical computation of such flmvs is very interesting because it allows 
to test the ability of a numerical method to capture multidimensional shocks and 
contact discontinuities (i.e. we can test both the robustness and accuracy of a 
numerical scheme). 

In Section 4.2.2.1.1 a description of the physical phenomenon is given; fur­
ther camparisans between different numerical upvvind schemes for different shock­
reflection problems are then presented. 

4.2.2.1.1 The phenomenon of oblique shock reflection 

Oblique stationary shock 
Let us consider the stationary shock represented in Figure 4. 7. Following [19, 

13], by imposing the continuity of the flux of mass, normal and tangential mo­
mentum and enthalpy (i.e. the continuity ofthe vector flux in the (n, t)-reference), 
we see that for each fixed state (1) ahead of the shock front S (with 1111 > 1), 
there is a one-parameter family of states (2) behind the shock. In particular the 
relation between ß, the shock angle, and (}, the flow deflection angle, is given by 

(} }/J'f sin2 ß- 1 
tan = 2cotß-:::--~---,---

111[ (ry + cot2ß) + 2 
(4.1) 
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0 
J s 
L"'-' 1 

w 

Figure 4. 7: A stationary shock wave S, attached to the corner of a defiected rigid 
wall Vv. (1) is the fiow ahead the shock, (2) is the fiow behind the shock, e is the 
defiection angle of the wall and of the fiow passing through the shock ( see the 
streamline s)' ß is the inclination angle of the shock s, ( n, i) is a frame whose 
directions arenormal and tangential to the shock S. 

with 

arcsin -
1
- < ß < 90° 

1111- -

and it is represented in Figure 4.8 for different values of 1111 . Other interesting 
diagrams that represent the one parameter family of states behind the shock are 
the so-called "Folium of Descartes" ( or ( u, v) shock polar, see [13]) and the (p, B) 
shock polar (Figure 4.9). The latter is given in parametric form by: 

e 

90 ß 

Figure 4.8: Relationship between the fiow defiection angle e and the shock incli­
nation angle ß for different values of the Mach number 1111 . 
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p 
.... (2') ............ -.. .. , 

(1) 

e 
Figure 4.9: (p, 0) shock polar. For the deflection angle 01 there are two possible 
solutions, the weak shock reflection (2) and the strong shock reflection (2'); but 
only (2) vvould seem to be physical. 

where 
1- {l2 

u = (M
2 

+ lv!'f )u1 

U = (1 - {l
2
)ul + u 

2_ {-1 

{l -,+1 

Note that u is the velocity of the flow behind the shock in the case of anormal 
shock (0 = 0, ß = 90°) 
In Figures 4.8 and 4.9 we can observe that for a fixed state ahead of the shock, 
there exists a maximum deflection angle, Bm, such that for e > Bm, this sta­
tionary shock configuration cannot exist. Conversely, for e ::::; Bm two possible 
configurations are possibles: 

• the strong shock refiection, with the flow behind the shock subsonic (i.e. 
]1/12 < 1); 
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I 

w 
(2) (1) 

Figure 4.10: A shock wave I traveling towards an oblique rigid wall Vv at a Mach 
number lvfs in a fluid at rest (1). Note that ]Vfs (the ratio between the shock 
speed and the sound speed of the fluid ahead the shock) is equa.l to lvf1 in the 
shock frame; thus 1118 > 1. 

• the weak shock refiection. 

In the past, it has frequently been stated that the strong solution is unstablc; 
only recently Li [18) has shown that, if e #- 0, only the weak shock reflection is 
physical because the strong one does not obey the principle of minimum entropy 
production. 

Oblique shock reflection 

Let us consider a shock wave traveling towards an oblique rigid wall into a 
fluid initially at rest (Figure 4.10). ·what happens to the shock when it encoun­
ters the wall? First of all, we can distinguish between two possible configurations: 
regular refiection (RR, Figure 4.11) and Mach refiection (MR). The latter phe­
nomenon -vvas first observed by Mach at the end of nineteenth century and was 
first studied analytically by von Neumann (1945). 
Following [16), MR can be classified into 3 different regimes: single Mach reflec­
tion (SMR, Figure 4.12), transitional Mach reflection (TMR, Figure 4.14) and 
double Mach reflection (D?viR, Figure 4.15). 
Let us consider the regular reflection represented in Figure 4.11 (a). I is the 
incident shock, R is the reflected shock, P is the attached point at the wall W. 
The flow is not stationary but it is said to be pseudo-stationary, i.e. in a frame 
fixed with the point P, a region close to P can be considered stationary. Such a 
region is represented in Figure 4.11 (b) in the frame (l, ]) , that is fixed with P. 
In this frame we have: 
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I p 

(a) (b) (c) 

Figure 4.11: (a) Regular reflection of a traveling shock on an oblique rigid wall; 
(b) the locally stationary flow in the P frame ( the dotted-dashed line s represents 
a streamline of the flow); ( c) the shock polar of the incident shock I and the 
reflected shock R in the P frame. 

v1 = 0 (4.2) 

ß1 being the angle of inclination of I. So we can plot the shock polar relative 
to I (Figure 4.11 (c)). 
The state (2) is already known in the laboratory system: it is the state behind 
the incident shock (it is determined by imposing the Rankine-Hugoniot for the 
traveling shock I); thus it is lmown in the P-reference and v,re can trace the shock 
polar relative to R. The state (3) is determined by imposing 

Note that in this case the shock polar R does not intersect the I polar but 
intersects the p-axis in two points (we have only indicated the physical solution). 
Novv let us decrease the wallangle Bw; from Equations (4.2) it is clear that Nh 
decreases and ß1 increases; the same is true for 1Yf2 (note that in the P frame the 
component ofthe velocity of (1) and (2) normal to the shock are initial conditions 
and decreasing Bw we decrease only their tangential component). For the sake of 
simplicity, in order to keep the same shock polar for I (i.e. the same lvf1 in the P 
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I p 

I 

(1) 

(a) (b) (c) 

Figure 4.12: (a) Single Mach refiection; (b) the locally stationary fiow in the T 
frame. ( c) the shock polar of the incident shock I and the refiected shock R in 
the T frame 

frame), we increase also the strength of the incident shock, i.e. ~A18 • 

Fora large decrease of Bw, a possible regime that can develop is the one shmvn in 
Figure 4.12. In this case we have the formation of a triple point (T), ·where the 
incident shock I, the refiected shock R, a third shock ( the Mach stem M), and a 
slipstream (S) converge. The trajectory ofT is a straight line (sr), starting from 
the corner of the wedge, and it moves with a constant velocity 

.Msal 
ur= 

cos B~-v 

In this case R, Ivi and S are curved. As in the RR, the problem is not stationary 
but pseudo-stationary; in Figure 4.12 (b) v;re have represented a region close to T 
in the T frame (note that the x-axis is parallel to the T trajectory); in Figure 4.12 
(c) vve have represented the shock polar I and R in this frame. Note that the 
shock polar R does not intersect the p-axis; so the total deviation of the fiow 
passing through I and R is not zero (see the streamline s); i.e. 

The Iviach stem is a strong shock transition from the state (1) to the state 
( 4); close to the slipstream is 

P3 = P4 

e 
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p 

I 

e 
Figure 4.13: The criteria for RR-+ MR transition. The shock polar Rd represents 
the limit situation in the detachment criterion; the shock polar Rm.e represents the 
limit situation in the mechanical equilibrium criterion. These curves are obtained 
by decreasing the virall inclination Bw, and by increasing the strength of the shock 
in order to keep lvi1 constant in the frame fixed to the locally stationary domain 
(i.e. the shock polar I does not change). We remind that if the the defiection of 
the wall Bw decreases, the fiow defiection inshock transition (1) -+ (2) increases. 

Note that: 

• the state ( 4) is on the shock polar I and the state ( 3) is on the the shock 
polar R; but they have the same pressure and the same velocity direction, 
thus they have the same position in the (p, B) diagram; 

• in the case considered, (3) is subsonic in the T frame. 

Here we have considered two extreme cases: in the former (Figure 4.11) the 
shock polar R intersects the p-axis but does not intersect the shock polar I vvhile 
in the latter (Figure 4.12) the shock polar R intersects the shock polar I but not 
the p-axis. Let us consider Figure 4.13: a possible configuration that we can have 
is the shock polar ~ that intersects the I polar and the p-axis; the same is true 
for all the shock polars ~ between Rme and Rd ( we remind that all the shock 
polars have been obtained by decreasing Bw and by increasing the shock strength 
of the incident shock I, in order to keep 1'111 constant in the frame fixed with the 
pseudo-stationary fiow). The transition RR -+ MR is not yet well understood; 
two possible criteria have been proposed: 
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• the detachment criterion (introduced by von Neumann), i.e. ifthe shock po­
lar I has an intersection with the p-axis, we have a RR reflection; conversely 
we have a MR reflection (the limit curve is represented in Rd); 

• the mechanical equilibrium criterion (introduced by Henderson and Lozzi 
in 1975, but also considered by von Neumann), i.e. if the shock polar I has 
a ·weaker intersection ·with the I polar, -vve have rvlR reflection (the limit 
curve is represented in Rme); note that if this criterion is not satisfied, in 
the transition RR -+ l'vlR the Mach stem has immediately a non-zero length 
and the flow regime changes discontinuously. 

There is also another criterion, the sonic criterion, but it is very close to the 
detachment criterion [16]. 
Recently it has been shown experimentally [14] and theoretically [18] that in the 
region between Rd and Rme both RR and NIR can exist; it seems to depend also 
on the global geometry of the flow (in the analysis followed here, only the local 
geometry of the system has been considered and no characteristic lengths have 
been defined) and on the history of the flow (i.e. how it reaches the stationary 
state). See for example [17]. 
In Figure 4.12 we have considered a possible regime of MR; this happens when 
the flow in (3) is always subsonic in the T frame. Note that the reflected shock R 
is curved and the flow in (3) is not in a constant state. Conversely, if for the flow 
behind the shock there is a supersonic region, a possible configuration is shown 
in Figure 4.14. In this case the reflected shock R is straight when the flow behind 
it is supersonic and is curved when the flow is subsonic; ·we have the formation 
of a kink point K (1'113,K = 1 in the T frame), whose trajectory is a straight line 
starting from the wall corner ( s K). There is a compression wave between ( 3) and 
(6), and a weak slipstream between (5) and (6). If the flow in (3) is supersonic 
·with respect to the kink K, the compression wave (3) -+ (6) becomes a shock 
wave and the kink K becomes a second triple point T 1 (see Figure 4.15). 
In Figure 4.16 a qualitative representation of the possible different flow regimes 
is shown. 

\!1/e want to underline that, as stated in[13], "All statements made here are 
conjectures so far", i.e. the problern of the development of such fluws is still an 
open problem. 

4.2.2.1.2 Oblique Shock Waves reflexion: Double Mach Reflexion 
Regime 

In this test-case, proposed in [21], we compute the reflection of a Mach 10 
shock wave traveling in a flow at rest towards a rigid wall with an inclination 
angle of 30°: this originates a Double Mach Reflection. The purpose is the study 
of the behavior of the schemes in computing the Machstemin the DMR regime; 
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I 

(1) 

Figure 4.14: Transitional Ivlach reflection. 

in fact it is well knuwn that numerical solutions of a DMR present sometimes a 
pathological behavior: the strongest Machstemin unphysically kinked (20]. 
ßiloreover, the second :tvlach stem is very weak and very difficult to compute; this 
allows us to do some considerations on the accuracy of the numerical schemes. 

I 

(1) 

Figure 4.15: Double Mach reflection. 
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Figure 4.16: A qualitative representation ofthe different shock refiection regimes. 

As far as the initial conditions are concerned, the state ahead the shock (state 
(2)) is given by 

P2 = 1.4 

P2 = 1 

u2 = v2 = 0 

The state behind the shock (state (1)) is then determined by imposing the 
Rankine-Hugoniot conditions for the traveling shock wave S. We compute the 
solution at t = 2.0026 10-1 . 

In Figure 4.17 we have represented two possible computational domains: in 
the one bounded by a solid line, we can impose a wall condition on the top 
boundary ( very easy to treat); conversely the other one, bounded by a dashed 
line ( and almost identical to the one presented in [21]), is smaller and allows a 
more accurate study of the Mach stems. 

In Figure 4.18 we have represented the internal domain and the ghost cells, 
where we impose the following boundary conditions: 

• wall boundary condition on the bottom; 

• inlet supersonic boundary condition on the left; 

• constant state (2) on the right (as we will see, shocks do not reach this zone 
at t = 2.0026 10-1 ); 

• the exact motion of the shock on the top. 

We have considered 3 different structured grids: a coarse grid, with 96 x 30 
cells; i.e. in the region above the oblique wall (x > 1/6)) we have Dx = Dy = 
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Figure 4.17: DMR: possible computational domains. S is the shock wave at t = 0, 
(1) is the state behind the shock, (2) is the state ahead. The domain bounded 
by a dotted line is the one we have considered. 

y 

( ) 

(1 (2) 

(2) 

x=3.2 X 

Figure 4.18: DMR: initial and boundary conditions. Here we have represented 
the domain and the ghost cells with the relative boundary conditions. On the 
top boundary we have imposed the exact motion of the shock. 
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1/30. In the medium grid, in the same region, it is Dx = Dy = 1/60 andin the 
fine one it is Dx = Dy = 1/120. The CFL coefficient has always been chosen 
equal to 0.8. 
As far as the Godunov method is concerned, in Figure 4.19 vve have represented 
the "second order" numerical solution computed in the fine grid, Figure 4.20 
represents the "first order" computation on the same grid, while in Figure 4.21 
we have just plotted the density on the medium and on the coarse grids ( "second 
order" computations). We can observe that: 

• on the coarse grid all the discontinuities are completely spread; 

• the "second order" computation on the medium grid is more accurate than 
the "first order" computation on the fine grid; 

• the strongest Mach stem is kinked; moreover comparing first order and 
second order computations on the fine grid, we can say that this pathological 
behavior is more evident in the former one. 

In Figures 4.22 and 4.23 1ve have represented the numerical solutions obtained 
v;rith HUS scheme; as in Godunov method the strongest rviach stem is kinked. 
Comparing the results obtained by these two schemes, we can say that there are 
no sensible differences. 
Finally, the numerical results obtained with the van Leer Flux Vector Split­

ting scheme are shown in Figures 4.24 and 4.25; these are the best ones because 
1ve have no kink in the strongest Mach stem; moreover, the contact discontinu­
ities are so spread as by the other numerical schemes. 
In [15], Gressier et al. have tested other Uplvind schemes Oll a (different) nrviR 

computation and with a different disposition of the grid (here the grid is almost 
aligned 1vith the strongest 1viach stem while in [15] meshes are aligned with the 
incident shock). Summarizing they have obtained the following results: 

• Osher schemes (in natural and in the reversal order decomposition), Roe 
scheme and AUSM present a kinked Mach stem; 

• EFIVI ( a kinetic scheme, i.e. a Flux Vector Splitting scheme) is not affected 
by this pathological problem. 

Concluding, we can say that 

e the upwind schemes that exactly capture stationary contact discontinuities 
(i.e. Godunov, HUS, AUSM, Roe and Osher schemes) do not compute cor­
rectly the strongest Mach stem while FVS schemes (i.e. Van Leerand EFM) 
do; 
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2.03Et00 3.92Et00 5.82Et00 7.71Et00 9.61Et00 1.15Et01 1.34Et01 1.53Et01 1.72Et01 1.91Et01 

Density at t = 2.026E-1: min = 1.400 max = 21.95 
Godunov, SO= TO = 2, DX = DY = 11120 
30 isolines: min = 2.031 max = 20.34 

tl:!l11!4.'ffi!! 7T 
1.83Et01 7.00Et01 1.22Et02 1.74E+02 2.25Et02 2.nEt02 3.29Et02 3.81 Et02 4.33Et02 4.84E+02 

Pressure at t = 2.026E-1: min = 1.000 max = 536.1 
Godunov, SO= TO = 2, DX = DY = 11120 
30 isolines: min = 18.26 max = 518.9 

·3.96Et00 -3.09Et00 -2.23Et00 -1.36Et00 -4.97E-01 3.69E-01 1.23Et00 2.10Et00 2.96Et00 3.83Et00 

UY at t = 2.026E-1: min = -4.247 max = 4.696 
Godunov, SO = TO = 2, DX = DY = 1/120 
30 isolines: min = -3.958 max = 4.407 

Figure 4.19: DMR numerical simulation, Godunov (predictor-corrector ap­
proach): density, pressure and velocity component along the y-axis. 
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;;:mt%B! ~ 
2.03Et00 3.92Et00 5.82Et00 7.71Et00 9.61Et00 1.15Et{)1 1.34Et{)1 1.53Et{)1 1.72Et{)1 1.91Et{)1 

Density at t = 2.026E-1: min = 1.400 max = 21.95 
Godunov, SO= TO = 1, DX = DY = 1/120 
30 isolines: min = 2.031 max = 21.64 

Pressure at t = 2.026E-1: min = 1.000 max = 534.5 
Godunov, SO= TO = 1, DX = DY = 1/120 
30 isolines: min = 18.26 max = 518.9 

-3,86Et00 -3.09Et00 -2.23Et00 -1.36Et00 -4.97E~1 3.69~1 1.23Et00 2.10Et00 2.96Et00 3.83Et00 

UY at t = 2.026E-1: min = -4.443 max = 4.428 
Godunov, SO= TO = 1, DX = DY = 11120 
30 isolines: min = -3.958 max = 4.407 

Figure 4.20: DMR numerical simulation, Godunov ("first order"): density, pres­
sure and velocity component along the y-axis. 
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2.03E..OO 3.92E..OO 5.82E..OO 7.71E..OO 9.61E..OO 1.15E..01 1.34E..01 1.53E..01 1.72E..01 

Density at t = 2.026E-1: min = 1.400 max = 21.83 
Godunov, SO= TO = 2, DX = DY = 1/60 
30 isolines: min = 2.031 max = 20.34 

9.61E..OO 1.15E..01 

Density at t = 2.026E-1: min = 1.400 max = 20.96 
Godunov, SO= TO = 2, DX = DY = 1/30 
30 isolines: min = 2.031 max = 20.34 

Figure 4.21: DMR numerical simulation, Godunov (predictor-corrector ap­
proach): density on the medium (top) and coarse (bottom) grid. 
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2.03E-+OO 3.92E+00 5.82E-+OO 7.71E-+OO 9.61E+00 1.15E+{)1 1.34E+{)1 1.53E+{)1 

Density at t = 2.026E-1: min = 1.400 max = 22.62 
HUS, SO= TO = 2, DX = DY = 11120 
30 isolines: min = 2.031 max = 20.34 

Pressure at t = 2.026E-1: min = 1.000 max = 545.6 
HUS, SO= TO = 2, DX = DY = 11120 
30 isolines: min = 18.26 max= 518.9 

1.91E+{)1 

-3.96E-+OO -3.09E-+OO -2.23E-+OO -1.36E-+OO -4.97~1 3.69E-01 1.23E-+OO 2.10E-+OO 2.96E-+OO 3.83E-+OO 

UY at t = 2.026E-1: min = -4.184 max = 4.097 
HUS, SO= TO = 2, DX = DY = 1/120 
30 isolines: min = =3.958 max = 4.407 

Figure 4.22: DMR numerical simulation, HUS (predictor-corrector approach): 
density, pressure and velocity component along the y-axis. 
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2.03Et00 

Density at t = 2.026E-1: min = 1.400 max = 22.22 
HUS, SO= TO = 2, DX = DY = 1/60 
30 isolines: min = 2.031 max = 20.34 

Density at t = 2.026E-1: min = 1.400 max = 21.75 
HUS, SO= TO = 2, DX = DY = 1/30 
30 isolines: min = 2.031 max = 20.34 

Figure 4.23: DMR numerical simulation, HUS (predictor-corrector approach): 
density on the medium (top) and coarse (bottom) grid. 
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ifl~'i-· ~ 
2.03E..OO 3.92E..OO 5.82E..OO 7.71E..OO 9.61E+00 1.15Et()1 1.34Et()1 1.53Et()1 1.72Et()1 1.91Et()1 

Density at t = 2.026E-1: min = 1.400 max = 23.15 
VL-FVS, SO= TO = 2, DX = DY = 1/120 
30 isolines: min = 2.031 max = 20.34 

Pressure at t = 2.026E-1: min = 1.000 max = 563.2 
VL-FVS, SO= TO = 2, DX = DY = 1/120 
30 isolines: min = 18.26 max = 518.9 

-3,96E..OO -3.09E..OO -2.23E..OO -1.36E..OO 4.978>1 3.69E-Q1 1.23E..OO 2.10E..OO 2.96E..OO 3.83E+00 

UY at t = 2.026E-1: min = -4.184 max = 2.260 
VL-FVS, SO= TO = 2, DX = DY = 1/120 
30 isolines: min = -3.958 max = 4.407 

Figure 4.24: DMR numerical simulation, VL-FVS (predictor-corrector approach): 
density, pressure and velocity component along the y-axis. 
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7.71E+OO 9.61E+OO 1.15E+01 1.34E+01 1.53E+01 1.72E+01 1.91Et01 

Density at t = 2.026E·1: min = 1.400 max = 22.78 
VL-FVS, SO= TO = 2, DX = DY = 1/60 
30 isolines: min = 2.031 max = 20.34 

Density at t = 2.026E-1: min = 1.400 max = 21.90 
VL-FVS, SO = TO = 2, DX = DY = 1/30 
30 isolines: min = 2.031 max = 20.34 

Figure 4. 25: D JVIR numerical simulation, VL-FVS (predictor-corrector approach): 
density on the medium (top) and coarse (bottom) grid. 
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• the contact discontinuity of the strongest IVlach stem, that is not aligned 
with the grid, is captured vvith the same accuracy by all the schemes tested 
here; 

• the computations obtained with the predictor-corrector scheme are more 
accurate than the "first-order" ones. 

4.2.2.1.3 Forward facing step 

This test-case, proposed in [21], consists in the computation of the interaction 
between a forward facing step with a supersonic A1a = 3 flow (see Figure 4.26); 
our main target is still the analysis of the capability of numerical schemes in 
capturing the .Mach stem. 
In non-dimensional variables, the tunnel is 1 unit wide and 3 units lang; the step 
is 0.2 units high and located 0.6 units dmvnstream the inlet. At the beginning we 
have a supersonic 1\!I a = 3 flow everywhere; as far as the boundary conditions 
are concerned, we have 

• wall boundary condition on the top and on the bottarn boundaries; 

• inlet supersonic boundary condition on the left, i.e. we impose the state (1) 
(p, p, U, V) = (1.0, 1.4, 3.0, 0.0) ; 

• outlet supersonic boundary condition on the right. 

Y'Ve have computed the solution at the non-dimensional timet= 4.0; here the 
flow is non-stationary. 
At the beginning -..ve have the formation of a shock wave, traveling to the left, 
generated by the interaction of the flow with the step. Such a shock wave interacts 

y 

(1~ (1) 

y=0.2 

x=0.6 x=3 X 

Figure 4.26: Forward facing step: domain, ghost cells and initial conditions. 
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with the top wall and it originates a Mach stem; the reflected wave of the Ivlach 
stem, attenuated by the rarefaction wave centered in the corner (Prandtl-Meyer 
expansion) interacts with the top wall of the step (RR regime). Finally we have 
another shock refiection on the top of the wall. 
In Figure 4.27 we have represented the 1mmerical solution computed by HUS 
scheme, in a grid with Dx = Dy = 1/80. Note that on the top wa11 ofthe step we 
have a typical configuration of shock-boundary layer interaction (with an adverse 
pressure gradient that caused the detachment of the boundary layer, see [12]). 
In Figure 4.28 the detachment zone behind the incident shock is well evident. 
But here the boundary layer is just a numerical phenomenon generated by the 
vertex of the step (singular point), that slows down the fluid on the opposite 
mesh. In order to avoid this phenomenon, the general thing to do is to put more 
cells araund a singular point; here it is not necessary because we know that such 
point is the center of a rarefaction wave ( and we also knnw the flow direction 
in this rarefaction wave); thus we have imposed in a zone araund the corner the 
constancy of the total enthalpy and of the entropy, as suggested in [21]. 
In Figures 4.29 and 4.30 we have computed the solution, with this additional 
boundary condition, with the same numerical scheme: although the grid is coarser 
(Dx = Dy = 1/40), this numerical phenomenon disappears and the entropy 
production is drastically lmver (see Table 4.2). Conversely, another numerical 
phenomenon appears: an unphysical Ivlach stem appears on the top wall of the 
corner. In Figure 4.30 we have also shmvn the Mach number in order to show 
that the right boundary is a supersonic outlet. 
In Figures 4.31 and 4.32 the numerical solutions are computed with the Godunov 
scheme and the FVS scheme of Van Leer. 
Comparing all these figures, \Ve can observe that 

• the Mach stem is captured by all the rnethods; but its slipstream, which 
is almost stationary and aligned to the grid, is more evident in the com­
putation with the Godunov and HUS schemes ( that conserves stationary 
contact discontinuities) and spread by the VL-FVS (well evident in the 
entropy solution); 

• in [21], in the solution relative to Godunov method ( "first order"), the 
author observes the presence of an unphysical expansion shock next to 
the corner of the step; in our opinion it is the typical glitch phenomenon 
of transonic rarefaction waves, a phenomenon that tends to disappear if 
we use a predictor-corrector approach; thus we have no glitch in all the 
computation of such centered rarefaction waves; 

• the phenomenon of noise behind the first reflected shock ( the one generated 
by the flow-step interaction) and behind the Mach stem is weil-evident 
in the solutions computed with Godunov and HUS schemes, while VL-
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Numerical Scheme Entropy p / p7 

ß/Iaximum Integral 

HUS (I) 2.449 2.324 

HUS (II) 1.365 2.251 

Godunov 1.392 2.251 

VL-FVS 1.251 2.253 

Table 4.2: The entropy, comparison of the different method. By HUS (I) -vve 
means the computation performed without the additional boundary condition on 
the corner of the step; note that the entropy production is larger, even if the cell 
dimension is two tim es finer. 

FVS dissipates such noise; thus the Mach stem captured by VL-FVS is 
unperturbed by such noise, i.e. perfectly normal to the wall; 

• all the schemes compared capture a numerical Mach stem in the top of the 
step wall; in VL-FVS it is less evident because the Jviach stem is quasi­
stationary and its slipstream is almost aligned ivith the grid ( and FVS 
schemes spread stationary contact discontinuities). 

In Table 4.2 we have represented two important parameters: the maximum 
of the entropy and its integral on the domain. Note that the entropy reaches 
its maximum behind the second (numerical) IVIach stem; that's why in the van 
Leer method it is lower (it spreads this almost stationary contact discontinuity); 
conversely the integral of the entropy is biggest in the VL-FVS computation ( and 
this is due to the fact that is is the most diffusive method). 

Conclusion 

• Godunov and HUS schemes capture the slipstream of the Mach stem more 
accurately than Van Leer schemes; 

• conversely the V an Leer scheme does not present oscillations behind the first 
reflected shock, being less sensible to numerical noise, while other schemes 
do. 
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5.44E-01 1.38E+00 2.22E+00 3.05E+00 3.89E+00 4.73E+00 5.56E+00 6.40E+00 

Density at t = 4.0: min = 0.3354 max = 6.816 
HUS, SO= 10 = 2, DX = DY = 1/80 
30 isoiines: min = 0.5445 max = 6.607 

6.83E-01 9.19E·01 1.15E+00 1.39E+OO 1.63E+00 1.86E+00 2.10E+00 2.33E+00 

Entropy at t = 4.0: min = 0.6243 max = 2.449 
HUS, SO= 10 = 2, DX = DY = 1/80 
30 isolines: min = 0.6832 max = 2.391 

Figure 4.27: Forward facing step: the shock-numerical boundary layer interac­
tion. 
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2.07E-Q1 7.66E-Q1 1.32E+OO 1.88E+OO 2.44E+OO 

Velocity at t::4.0 : min = 0.02132 max = 3.0 
HUS, SO=T0=2, DX:DV:1/40 

Figure 4.28: Forward facing step: the shock-numerical boundary layer interac­
tion. The detachment zone. 
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5.44E-01 1.38E+00 2.22E+00 3.05E+00 3.89E+00 4.73E+00 5.56E+00 6.40E+00 

Density at t = 4.0: min = 0.4690 max = 7.246 
HUS, SO= 10 = 2, DX = DY = 1/40 
30 isolines: min = 0.5445 max = 6.607 

6.48E-01 7.44E-01 8.39E-01 9.35E-01 1.03E+00 1.13E+00 1.22E+00 1.32E+00 

Entropy at t = 4.0: min = 0.6243 max = 1.3647 
HUS, SO= 10 = 2, DX = DY = 1/40 
30 isolines: min = 0.6482 max = 1.341 

Figure 4.29: Forward facing step: HUS (predictor-corrector approach), density 
and entropy. 
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8.26E-01 2.49E+00 4.16E+00 5.83E+00 7.50E+00 9.17E+00 1.08E+01 1.25E+01 

Pressure at t = 4.0: min = 0.4094 max = 13.34 
HUS, SO= 10 = 2, DX = DY = 1/40 
30 isoiines: min = 0.8265 max = 1 2.92 

1.07E-01 4.93E-01 8.79E-01 1.26E+00 1.65E+00 2.04E+00 2.42E+00 2.81 E+OO 

Mach number at t = 4.0: min = 0.01105 max = 3 
HUS, SO= 10 = 2, DX = DY = 1/40 
30 isolines: min = 0.1075 max = 2.904 

Figure 4.30: Forward facing step: HUS (predictor-corrector approach), pressure 
and Mach number. 
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5.44E-01 1.38E+00 2.22E+00 3.05E+00 3.89E+00 4.73E+00 5.56E+00 6.40E+00 

Density at t = 4.0: min = 0.4597 max = 6.850 
Godunov, SO= 10 = 2, DX = DY = 1/40 
30 isolines: min = 0.5445 max = 6.607 

6.48E-01 7.44E-01 8.39E-01 9.35E-01 1.03E+00 1.13E+00 1.22E+00 1.32E+00 

Entropy at t = 4.0: min = 0.6243 max = 1.3918 
Godunov, SO= 10 = 2, DX = DY = 1/40 
30 isolines: min = 0.6482 max = 1.341 

Figure 4.31: Forward facing step: Godunov (predictor-corrector approach), den­
sity and entropy. 
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5.44E-01 1.3BE+00 2.22E+00 3.05E+00 3.89E+00 4.73E+00 5.56E+00 6.40E+00 

Density at t = 4.0: min = 0.4054 max = 6.687 
VL-FVS, SO= 10 = 2, DX = DY = 1/40 
30 isolines: min = 0.5445 max = 6.607 

6.48E-01 7.44E-01 8.39E·01 9.35E-01 1.03E+00 1.13E+00 1.22E+00 1.32E+00 

Entropy at t = 4.0: min = 0.6243 max = 1.251 
VL-FVS, SO = 10 = 2, DX = DY = 1/40 
30 isolines: min = 0.6482 max = 1.341 

Figure 4.32: Forward facing step: VL-FVS (predictor-corrector approach), den­
sity and entropy. 
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4.2.2.2 Reactive test cases 

As mentioned above, reactive test cases are up to 1ww restricted to detonation 
phenomena. Extensions to fiame phenomena are planned but not within this 
project. This needs further investigations like for example low Mach number pre­
conditioning, N avier-Stokes equations and turbulence models. For these reasons, 
the follovving paragraph is restricted to lD detonation test cases. 

4.2.2.2.1 lD Detonation tube 

This reactive test case has been first implemented for calorically perfect gases 
where the heat capacities Cv; were evaluated at a given temperature called the 
reference temperature Tref· This test case has shown large discrepancies behveen 
the calculated and measured detonation properties (mainly pressure and velocity) 
and the implementation of thermally perfect gases has been performed to obtain 
more accurate results. Heat capacities of each gas depend now on temperature 
with a 4th order polynomial regression of JANAF data in the range of 200 to 
6000 K. 
Initial conditions for the test case are as follows: mixture is composed of stoichio­
metric hydrogen/ air with an initial tempera.ture of 285 K and initial pressure of 
0.965 bar. The explosion tube length is about 12 meters. The following table 4.3 
gives the initial conditions for the threc numerical calculations. 

Camparisan between numerical, analytical and experimental data are given in 
tables 4.4 and 4.5. If one looks at Case C, the Chapman-Jouguet velocity is quite 
vvell reproduced compared to analytical results or experiments and the maximum 
pressure is between Chapman-Jouguet and Von-Neuman pressure. 

4.2.2.3 Conclusions on Compressible Flow solver 

After the computation of the different test cases, we can conclude that: 

• the van Leer Flux Vector Splitting scheme is the most diffusive scheme in 
dealing with contact discontinuities, especially when they are aligned with 
the mesh; conversely it is very robust for computing shock waves; 

• Godunov and HUS schemes are less diffusive than the Van Leer Flux Vector 
Splitting; conversely they have shown some problems in dealing with shocks 
in multidimensional domains. 

As far as the computation of reactive fiows in DDT regime is concerned, Van 
Leer FVS is probably the most suitable candidate, being the most efficient in 
dealing with the unsteady propagation of shocks. 
Extension to multi-component mixtures with chemistry has been performed and 
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Case hypothesis Cv; 
Case A calorically perfect Tref = 3000K 

Case B calorically perfect ~·ef = 600K 

Case C thermally perfect 4-th order pol. 

Table 4.3: Different test-cases 1D detonation calculation 

Analytical DcJ PcJ PyN 

Case A 1958 m/s 15.6 bar -

Case B 2371 m/s 21.4 bar -

STAN J AN (Therm. perf. gas) 1980 m/s 15.9 bar 28.3 bar 

Table 4.4: 1D detonation: Analytical results 

Numerical D Pmax(tfin) 

Case A (HUS) 1935 m/s 15.8 bar 

Case B (HUS) 2250 m/s 20 bar 

Case C (VLH) 2000 m/s 19.5 bar 

Experiment [2] 1941 m/s -

Table 4.5: 1D detonation numerical results and experiments 

thermally perfect gases are necessary requirements to obtain a good representa­
tion of stable detonation properties. Future 'vork will mainly deal with: 

• the study of shock-focusing phenomena in large geometries (like RUT ge­
ometry); 

• extension of the reactive flow solver to flame phenomena. 

4.2.3 Combustion model verification 

In this section, verifications of TONUS low ßiiach number flow solver associ­
ated with hydrogen combustion models are presented. First, flame shapes are 
computed using TUM glass tube experiments in order to test the codes ability to 
reproduce different effects observed during experiments (self acceleration). Flame 
acceleration by repeated obstacles is addressed in a later section on benchmark 
calculations. 
Due to low Mach number restrictions lvf a < 0.3, only slmv flames are addressed 
in this section. This range of flame velocity is of interest in reactor scale appli­
cations because it represents the first stage of combustion behavior. This work 
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is complementary to the other models involved in the project which are more 
restricted to higher Mach number fiows. 

4.2.3.1 Flame shapes 

As observed in TU1vi glass tube experiments, fiame shapes can be very different 
when the hydrogen content of the mixture is increased. For lean mixtures (9 
volume percent of hydrogen in dry air- Test 14), buoyancy effects are predomi­
nant and the fiame reaches first the highest part of the tube before propagating. 
For richer mixtures (13.2 volume percent of hydrogen in air- Test 26), the fiame 
behavior is completely different. The fiame generates small scale turbulence and 
buoyancy effects are neglectable. For this mixture, the fiame is strongly acceler­
ated along the axis. If the hydrogen content is increased to 14.8 volume percent 
a so-called "tulip fiame" can be observed in the second part of the glass windows. 
According to these phenomena, these test-cases have been simulated with the 
TONUS combustion models. 

4.2.3.1.1 Flame with buoyancy effects - Test 14 

"Eddy Break-Up" combustion models have two types of restrictions for their 
application. The first one is that the fiuctuation velocity u' is greater than the 
laminar burning velocity S L and the second one is that the minimum turbulent 
length scale (Kolmogorov length scale) is greater than the laminar thickness of 
the fiame (fast chemistry). In the glass tube test 14 these two conditions for 
such a combustion model failed near the ignition point. For this reason, first 
calculations have been performed with the so-called Arrhenius combustion model 
associated with the standard k- E turbulence model. 
Ignition is made by imposing a temperature peak in the igniter region and slip 
conditions are considered at wall. In figure 4.33 the fiame position is defined by 
the progressvariable 1- 1~'H 2 being higher than a minimum value of 0.01. In the 

H2,u 

calculation, the whole glass tube length is simulated but the results are plotted 
only in the first 50 cm ( which represents the two glass windows). The results show 
the buoyancy effects, the fiame rises first to the top of the tube and then travels 
at the top. The fiame velocity is quite the same as the experimental result. Only 
the downward propagation near the ignition point due to shear stresses near the 
wall is not reproduced by the model. 
The same test case has also been calculated with the "Eddy Break-Up" model 
described above, but the mixture is ignited via initial hydrogen mass depletion in 
the igniter region or via first initial steps with the Arrhenius La\v model and the 
switching to the EBU modcl. Concerning the EBU constant the Said and Borghi 
correlation [11] is used with CF;nu = 1.0. This value has been chosen after some 
preliminary tests and this is consistent with Said and Borghi suggestions (values 
between 1.0 and 3.0). In figure 4.34, the fiame also travels at the top of the tube 
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and the fiame speed is quite the same as in figure 4.33. Slight differences can be 
observed like a more efficient downward propagation of the fiame but the results 
are mainly the same. 
This validation work shows that the model is adequate to simulate such fiame 
propagation and it is possible to start the calculation directly with the EBU 
model. 

57ms 

158ms 

275ms 

Figure 4.33: Glasstube- Test 14- Flame shapes- TONUS 'Arrhenius' combus­
tion model 

57ms 

159ms 

272ms 

416ms 

Figure 4.34: Glass tube - Test 14 - Flame shapes - TONUS 'EBU' combustion 
model 

4.2.3.1.2 Accelerated Harne - Test 26 
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For this range of initial hydrogen concentration, the phenomena are quite dif­
ferent and the fiame is no longer affected by buoyancy and small scale turbulence 
creates a large acceleration along the tube axis. 

After preliminary tests with the model used for Test14 (same EBU constant 
and same turbulence model), it has been observed that the model can not repro­
duce this kind of phenomena: the fiame is always affected by buoyancy and the 
strong axis acceleration can not be computed. Different reasons can explain this 
problem. If one looks at the momentum equation, the buoyancy term (p- p)g 
is balanced by pressure gradients - \lp' and the divergence of the viscous and 
turbulent stress tensor. The divergence of the turbulent stress tensor could be 
approximated by -~\lk. If the change of fiame shape with increase of hydrogen 
content could be explained by turbulence, the buoyancy term could be damped 
by k production in front of the fiame. This transition regime concerning fiame 
propagation can be explained in terms of a critical Froude N umber (Fr). If the 
Froude number is lower than a critical value the buoyancy effect takes place and 
creates a "rising" fiame. In the other case, the fiame is more spherical and is not 
affected by buoyancy. At the present time, this critical value of Froude Number 
is not \vell defined. 

Coming back to the equations, our turbulence model ( described in chapter 
3) has only production/ destruction terms related to the velocity field and to 
buoyancy. No terms are related to pressure gradients. The buoyancy terms are 
introduced to deal vvith stratification. This means that no turbulence is produced 
for stable stratification (hot gases in the upper part and cold gases in the lower 
part). Regarding fiames, this G term in k equation needs to be damped by Froude 
number: if Fr < Frcritical, G < 0 and if Fr > Frcritical, G > 0. So, the following 
formula has been assumed for the G term: G =(Fr- Frcriticaz)~g\l p. 

Concerning pressure gradients, if one looks at the real k equation [8] many 
terms appear and are neglected in our model which is mainly based on an exten­
sion of non-compressible models. 

-u"·&p" 
~&x; 

+u". &T;j 
2 &xj 

- pu" ·u" · fli!:i 
2 J &xj 

-u"· &ß 
~&x; 

(4.3) 

(4.4) 

( 4.5) 

(4.6) 

(4.7) 

Term (2) is usually neglected in many modelings but it seems that term (5) 
needs to be modeled to deal with k production due to compressible fiow. One 
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difficulty isthat in our Lmv Mach Number flnw solver, the pressure is divided in 
two parts and we have only dynamic pressure p' depending on space. According 
to the gradient hypothesis, term (5) could be modeled as _ _!!]__ "\1 p\lp'. Other 

PO"T 

authors [9] propose to link this term to the pressure and progress variable (c) 
gradients Tvt "\1 c "\1 p'. This last formula is interesting because the mixture effect 

PrO"T 

is integrated through T = Tp:;?" and Pr vvhere r means reactant and p product. 
p 

Test Number T 
T 

Pr 

Test G14 3.26 2.97 

Test G26 4.54 4.27 

These differences could perhaps explain the different behavior in the combustion 
front propagation by different source terms for k equation. 

These preceding modifications have been implemented and tested in the TONUS 
low Iviach number turbulent deflagration model. The test consists in a square box 
(20 cm long) filled with hydrogenfair mixtures (same as test-14 or test-26) and 
ignited in the center. In the figure 4.35, differences between standard k - E and 
modified k- E models can be seen in terms of flame shapes. The buoyancy ef­
fect is still present at 9.2 volume percent of hydrogen and it's less important at 
13.2 volume percent. The flame is also more spherical using the modified k - E 

model. These results can only be considered as preliminary results because while 
the fiame shapes seem more in agreement with experimental behavior, the time 
schedule is far from the experimental results for 13.2 volume percent of hydrogen 
( acceleration is not so strong). This could perhaps be achieved by adjustment of 
the constant in the turbulence model, for example aT or at or decoupling between 
k and t equations. 

At present time, the model is not adequate to simulate "self-acceleration" of 
the hydrogenfair fiame front. This problem is not trivialand not well understood. 
For our model (low Mach number fiow solver) many questions remain open, like: 
effect of Lewis number ( our model assumes that the Lewis number is equal to 
one, which is not true for hydrogen), effect of acoustic waves filtering ( especially 
in the burned gases where the sonic speed is the highest), effect of turbulence 
model (some recent publications use lmv a Reynolds number k - E turbulence 
model [10]). Much work has been performed, but a lot of work remains to be 
performed on combustion at low Mach number. 

4.2.3.2 Conclusions of combustion models verification 

Validation work has shown some good capabilities of TONUS turbulent combus­
tion model especially for low hydrogen concentration. Turbulencefcombustion 
interaction is a complex problem and the present model is not able to deal with 
all the phenomena observed experimentally. For example, the following open 
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FLAME SHAPES 
9.2 vol% HYDROGEN 

Arrhenius 
StandardKE 

EBU 
Modified KE 

13.2 vol% HYDROGEN 

EBU 

StandardKE 

EBU 

Modified KE 

Figure 4.35: Square box- Flame shapes- TONUS turbulent combustion model 
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points remain after the present verification ·work. 

• "Self-acceleration" of an hydrogen flame front needs further investigations 
in our modeling. This entails a better understanding of flame-turbulence 
interaction and a higher level of modeling especially for turbulence creation 
in front of the flame. 

• Adjustment of the EBU constant is an important problem, especially for 
the foreseen applications on Nuclear Power Plants. The EBU model is a 
very simplified and easy to implement combustion model but the physics 
inside is quite poor. Many authors have tried the enhanced the physics in 
the EBU model by adding terms in the EBU constant (Said and Borghi 
correlations is one example). :tviore work is needed in this field to ensure 
that the "EBU constant" is not dependent on geometrical size or mixture 
composition mainly for low hydrogen concentration (9 to 12 volume per­
cent). 

• Concerning model implementation, an important thing that was not inves­
tigated in the present study is the convergence of the results with the grid 
size. In the foreseen applications, the grid size used will be very coarse and 
this could be an important problem for combustion modeling if no good 
adaptive mesh is available. 
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4.3 COM3D ( combustion code from FZK) 

4.3.1 Test of thermodynamic model 

The computer code CONI3D uses the polynomial fits given in table 4.6 to calculate 
the enthalpy of the mixture and the heat capacity. An important first test for 
the computer code has to prove tlmt these polynomial fits give correct results for 
the pressure and temperature range of interest. 

Table 4.6: Thermodynamic parameters used in COivi3D 

Hydrogen H2 Oxygen 0 2 Nitrogen N2 Steam H20 

:Molecular weight 2.0160·10-3 3.2000·10-2 2.8013·10-2 1.8016·10-2 

Enthalpy of formation 0.0000·10+0 0.0000·10+0 0.0000·10+0 -2.3900·10+5 

Polynomial coefficients 

co 2.3314·10+01 3. 0000 ·10+01 3.1255·10+01 3.4021·10+01 

C1 3.1871·10-02 -1.3554·10-02 -1.9106·10-02 -8.9246·10-03 

C2 -7.0165·10-05 5.8690·10-05 5.0961·10-05 3.2019·10-05 

C3 8.1860·10-08 -7.4377·10-08 -5.0938·10-08 -2.1678·10-08 

C4 -5.2914·10-11 4.9546·10- 11 2.8403·10-11 6.9461·10-12 

C5 2.0487·10-14 -1.9506·10-14 -9. 7408·10-15 -9. 7708·10-16 

C6 -4.8821·10-18 4.6982·10-18 2.1017·10-18 -2.8390·10-20 

C7 7.0237·10-22 -6.8066·10-22 -2. 7826·10-22 2.9077·10-23 

es -5.5985·10-26 5.4504·10-26 2.0662·10-26 -3.6943·10-27 

Cg 1.8989·10-30 -1.8542·10-30 -6.5892·10-31 1.5870·10-31 

ho -846.56 -2258.9 -2399.9 -5031.2 

hl 28.917 33.189 32.705 39.85 

h2 0.001251 0.0010451 0.000604 0.0025366 

Here enthalpy h(T) and heat capacity Cp(T) are given by polynomial approximations ([23]): 
h(T) = ho + h1T + h2T2 and Cp(T) = co + c1T + ... + cgT9; 
units: enthalpy and enthalpy of formation [ J /male], heat capacity [ J /male/ K], molecular 
weights [kg/male]. 

Here -..ve present results for the constant volume combustion of a 15 % hydrogen 
air mixture which corresponds to a composition of H2/02/N2 of .84 : 1 : 3.76 
at ambient conditions. Figure 4.36 shows the verbatim output produced with 
STANJAN [22] 

In table 4.7 these results from STANJAN are compared to the output from 
COM3D. The agreement between the two computed thermodynamic states is 
fairly good. 
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CASE NO. 1 RUN AT 16 4.28 ON 6-22-1998 

Computed properties 

atoms 
H 

0 

N 

population 
1.68000000E+OO 
2.00000000E+OO 
7.52000000E+OO 

Reactants at P = 1.000E+OO atmospheres 
species mol fraction mol fraction mass fraction 

in the phase in mixture in mixture 
phase 1: molal mass = 24.825 kg/kmol T = 298.15 K 

H2 
02 
N2 

.15000E+OO .15000E+OO .12181E-01 

.17857E+OO 

.67143E+OO 
.17857E+OO 
.67143E+OO 

Calculations made using frozen composition. 

* Species mols for the atom populations in mols. 

.23017E+OO 

.75765E+OO 

Nixture properties: molal mass = 24.825 kg/krnol 
P = 1.0133E+05 Pa V= 9.8548E-01 m**3/kg 

mols* 

8.40000E-01 
1.00000E+OO 
3.76000E+OO 

U = -.9985E+05 J/kg H = .7228E-02 J/kg S = .7731E+04 J/kg-K 
Made 0 (T,P) iterations; 0 equilibrium iterations; v 3.95 JES-PC 

Computed properties 
Independent population 

atom 
H 1.68000000E+OO 
0 2.00000000E+OO 
N 7.52000000E+OO 

element 
potential 

-14.4146 
-14.4264 
-12.5896 

Products at T = 1800.20 K P = 5.585E+OO atmospheres 
species mol fraction 

in the phase 
mol fraction mass fraction 

in mixture 

phase 1: molal mass = 26.838 kg/kmol 
02 .11197E+OO .11197E+OO 
N2 
H20 

.72587E+OO 

.16216E+OO 
.72587E+OO 
.16216E+OO 

* Species mols for the atom populations in mols. 

in mixture 

.13350E+OO 

.75765E+OO 

.10886E+OO 

Mixture properties: molal mass = 26.838 kg/kmol 

mols* 

5.80000E-01 
3.76000E+OO 
8.40000E-01 

T = 1800.20 K P = 5.6590E+05 Pa V = 9.8548E-01 m**3/kg 
U = -.9985E+05 J/kg H = .4578E+06 J/kg S = .9090E+04 J/kg-K 

Made 4 (T,P) iterations; 11 equilibrium iterations; v 3.95 JES-PC 

Figure 4.36: Reference output from STANJAN 

Table 4.7: Comparison of Results from STANJAN and COM3D 
COM3D STANJAN 

Pressure 5.42 · 105 Pa 

Temperature 1725 I< 

Density 1.0144 kgjm3 

5.66 · 105 Pa 

1800 I< 

1.0147 kg/m3 
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4.3.2 Flow over forward facing step 

One standard test case for cfd codes is the fiow over a forward facing step [21]. 
This test case was ca1culated for a nitrogen fiow with an entry :Mach number 
of 3. The initial conditions were p0 = 1.013 · 105 Pa and T = 298.15 K, the 
thermodynamic data for N2 is based on the JANAF tables as specified in the 
previous section. The duct vi'idth L is equal to 1, its length is 3, and the step of 
height 0.2 is located at distance 0.6 from the entrance. 

This test problern has also been calculated by many other authors and ample 
results can be found in the literature. The correct solution to this problern is well 
known. The same test vvas also performed with the Tonus code (see section 4.2) 
and with REACFLOW (see section 4.4). 

Figure 4.37 shows the density distribution at time tCs/ L = 4 for three different 
grid resolutions. For the finest grid of 100 x 300 cells the results are very similar 
to the Tonus results discussed in section 4.2. 

Critical points in the evaluation of numerical solutions for this test problern 
include stagnation pressure, angle of bow shock, shear layer position and the 
downstream shock pattern. A closer inspection of the COM3D results showed 
that all these features were reproduced with good agreement to the other known 
results. This test case also demonstrates that the TVD scheme used in COM3D 
preserves shock fronts very weiL 
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20 x 60 cells 

40 x 120 cells 

100 x 300 cells 

Figure 4.37: Flow over forward facing step with !viach number 3 at dimensionless 
time t/Cs = 4 
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4.3.3 Flow in RRCKI CHANNEL 

At the Russian Research Centre Kurchatov Instituteexperiments were performed 
in a small scale channel with obstacles. The height of the reetangular channel was 
80 mm and the length of the tube vvas 5280 mm. The interesting feature of these 
CHANNEL experiments is the possibility to takehigh speedschlieren pictures of 
the propagating flame at different locations along the flame. This allows to get 
pictorial information of the propagating flame along the complete tube from a 
sequence of repeated experiments [24). 

In Figure 4.38 the initial phase of a propagating flame passing through the 
first two obstacles of the CHANNEL setup is shown in the left column. The 
blockage ratio in the channel was 0.3 and a mixture with 10 % H 2 in air was 
used. From the very beginning the flame has a cellular structure, as is to be 
expected for mixtures with Lewis numbers Le < 1 (The Levvis nurober of this 
mixture is Le = 0.352 ). 

Due to the resolution of the COJVI3D calculation shmvn in the right column of 
Figure 4.38 the cellular structure is not resolved in the calculation. However, the 
global shape of the propagating flame is reproduced remarkably well. Initially 
the flame brush expands spherically from the ignition location (second picture 
from top). Then the flame preferentially propagates in the axial direction. The 
flame reaches the first obstacle with a blunt tip and the top and bottom walls 
near the end wall at about the same time. This is also shown in the calculated 
flame shape. Behind the first obstacle the flame expands and reaches the tube 
wallsrather quickly. A similar behavior is also observed in the last picture of the 
calculation. It seems that in the calculation the axial propagation is a little bit 
faster than the radial propagation as compared to the experimental data. 

Such direct comparisons of flame shapes provide a good insight into the ca­
pabilities of the numerical model as the schlieren pictures provide more detailed 
information than is available from pressure measurements alone. 
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Figure 4.38: Flame propagation in obstructed channel of Kurchatov Institute, 
Comparison of simulation with Schlieren pictures 
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4.3.4 Calculations of FZK-tube experiments 

The main verification of CONI3D ·was performed on the results from the FZK 
tube as these data vvere readily available and the experimental conditions were 
well defined. The set up modeled with COM3D is depicted in Figure 4.39. In 
the calculations only one quarter of the tube cross section was calculated due to 
symmetry conditions. 

l ~y)35cr~ 

Pressure trQnsr~uc , 
v .. ers 

Photodiades 

Figure 4.39: Schematic of the 12 m FZK tube 

As an example results for experiment R0498_09 are presented in Figure 4.39. 
In this experiment the hydrogen concentration was 15 % by volume and the 
blockage ratiowas 0.3. At the top the measured and calculated pressure histories 
at the 14 probe locations are shown. The numerical results are shifted by a 
constant offset to account for uncertainties in the start up phasc. The agreement 
between measured and calculated values is excellent. In the second plot the light 
emission as seen by photodiades in the tube is compared to the corresponding 
data from the calculation. The calculated curves are agairr shifted by the same 
time offset as the pressure data. The peak which indicates the arrival of the flame 
at each measurement location is reproduced very well by the computation. 

Experimental data from the FZK tube is available for blockage ratios from 0.3 
to 0.9 and for hydrogen concentrations from 11 % to 20% by volume. This data 
base is ideal to calibrate and check the constants in the eddy break-up model. For 
the conditions listed in table 4.8 1mmerical simulations with different values of the 
model constant were performed. For each set of initial conditions the value that 
gave the best agreement with the experimental data was selected. The values 
for the eddy break-up constant are listed in table 4.8. It can be seen that these 
values do not vary too much with the experimental conditions investigated. This 
point is an important indication for the predictive capabilities of COM3D. 
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Figure 4.40: Measured and calculated pressure histories (top) and fiame positions 
(bottom) for R0498_09- 15 % H 2 , blockage ratio 0.3 
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Table 4.8: Model parameter of eddy break-up model for the calculations per­
formed ·with COM3D 

I BR 120% H2 15% H2 12% H2 11% H21 

0.30 6.0 6.0 4.9 5.5 
0.45 6.0 6.0 5.0 5.5 
0.60 6.0 6.0 
0.90 8.0 7.0 7.0 
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4.3.5 Large scale test in RUT facility 

The eddy break-up combustion model without Said-Borghi extension [11] in the 
COM3D code contains a reaction rate constant Cf which nmst be determined 
empirically from experimental results. In the previously discussed series of cal­
culations for turbulent combustion experiments in the 12 m tube a crvalue of 
6 ± 1 gave good agreement with the test data for quite different experimental 
conditions, provided the mixture burned completely in the test. 

A second series of calculations was performed for large scale RUT experiments 
in order to determine the optimum crvalue for larger, more reactor typical geo­
metric scales. The geometry of the RUT facility is schematically shmvn in Figure 
4.41. Table 4.9 summarizes the turbulent combustion tests for which COM3D 
calculations were performed, tagether with the optimum crvalues, necessary to 
produce good agreement with the test results (flame speed, overpressure). These 
tests were selected because they resulted in turbulent flame propagation (no 
DDT) and because they provided the detailed measured data. The experimental 
parameters cover a wide range of initial conditions (p0 , To, H 2 concentration, 
steam concentration), geometrical configurations (S1 - opening from first channel 
to canyon, S2 - vent opening of second channel, BR - blockage ratio of installed 
obstacles) and maximum flame speeds in the first channel (vmax)· 

2.so 

Figure 4.41: Schematic view of RUT facility, consisting of first channel ( equipped 
with obstacles), large cavity, and second channelleading to exit. Alldimensions 
are shown on same scale. 

Figure 4.42 compares measured and calculated positions of the flame front 
as it accelerates along the obstructed first channel. Ignition vms near the 1.4 m 
position by a weak spark. It is remarkable that despite of the quite different initial 
conditions (% H2 ) and geometries (S1 , S2 , BR), the flame path can be modeled 
well with a nearly constant Cf value (6 or 7). The maximum flame speeds varied 
significantly (factor 3). The calculations were clone with a numerical grid size of 
12.5 cm (44 x 50 x 50~ 1.100.000 grid cells). 

In test 19 without obstacles the optimum Cf value differed noticeably from 
tests 13, 17, 21 and 23. The most likely reason isthat the calculated turbulence 
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Table 4. 9: Experimental conditions of simulated RUT tests and resulting eddy 
break-up coefficient c1 giving the best agreement with measured data. 

Test Po To H2 H20 s1 52 BR Vmax Optimum 

[bar) [K) % % [m2] [m2] % [m/s) c1 value 

13 1 280 11.0 - 2.0 0 30 210 7 

17 1 280 11.0 - 5.6 2.5 30 440 6 

19 1 280 12.5 - 5.6 2.5 0 35 9 

21 1 280 12.5 - 5.6 2.5 60 650 7 

23 1 280 11.2 - 5.6 2.5 60 340 6 

stm2 1 370 14.7 (dry) 14.7 5.6 2.5 30 680 10 

stm7 1 370 17.5 (dry) 25.7 5.6 2.5 30 680 10 

level is too low for two reasons: 

• the k-E model does not include turbulence generation at the walls 

• small obstacles in the channel ( crane, instrumentation and cable piping) 
arenot included in the geometrical COM3D model. 

40 0 RUT21 
0 e Calculation RUT21 cf=7 

1:::.. RUT23 0 

.6. Calculation RUT23 cf=6 
0 RUT13 • 
111 Calculation RUT13 cf=7 

30 • 
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Figure 4.42: Comparison of measured and calculated flame front trajectories in 
the first channel of the RUT facility (0 - 34m). 
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In experiments with large obstacles (BR = 30 % and 60 %) the turbulence 
generation from the walls and secondary small fiow resistances is neglectable 
compared to that from the large obstacles. 

A comparison of the measured and calculated pressure histories in the RUT 
facility (Figure 4.43) shows good agreement for the integral combustion devel­
opment and local pressure loads. All major peaks in the experiments can be 
identified in the calculation, showing that the simulation captures the essential 
wave propagation phenomena in the complex 3-D enclosure. At later times the 
calculated pressures exceed the test data because the late venting of the facility 
was not simulated. 

For the simulation of the H2-air-steam tests (stm2 and stm7) a relatively 
high Cf value (10) was needed to obtain acceptable agreement. This is very 
likely due to the fact that the heating tubes and other additional equipment, 
"'lvhich was installed for heating the RUT facility to about 100° C, were neglected 
in the COM3D geometry model. This results in too lovv calculated turbulence 
generation and requires an artificially high Cf value for compensation, similar to 
test 19. 

Figure 4.44 shows the fiame propagation through the RUT facility for test 
23. Shovvn are five different instances of the propagating fiame. For each in­
stance three perpendicular cuts through the computational domain are shown. 
The fiame is initiated near the left end wall of the RUT facility. The fiame passes 
through the gaps in the obstacles and moves as a jet into the next empty space 
between obstacles. At the upstream side of the obstacles remain pockets of un­
burned gas that are only slowly burning. At 137 ms the fiame has almost reached 
the end of the first channel. But unburned gas is still burning at all obstacles. At 
164 ms the fiame has moved halfway through the large cavity. At that time there 
is still some reaction near the last obstacles. In the last picture the fiame has 
reached the second channel and moves rather fast through that part of the RUT 
facility. At the same time the fiame propagation is much slower in the cavity. 
At the bottom of figure 4.44 two closeups of the fiame are shown. It is clearly 
seen how the fiame passes through the gaps between obstacle and wall and then 
expands into the next open space. The figure at 137 ms shows a jet like structure 
between the obstacles. 

In summary the observed Cf variation can be interpreted in terms of model 
approximations. It appears important that the dominant turbulence generation 
processes are captured in order to obtain reliable results from an eddy break-up 
combustion model. For instance in large empty rooms it may be necessary to 
include wall functions in the turbulence model. 
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Figure 4.43: Numerical simulation of large scale RUT experiments with hydrogen­
air and hydrogen-air-steam mixtures. Pressure histories for R0498_09 
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Figure 4.44: RUT facility tcst 23. Calculated flame shapes for different instances 
in time 
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4.4 REACFLOW ( combustion code from JRC) 

In this section we first describe four 1mmerical test cases performed with REACFLO\iV. 
The first three cases are non-reactive, but they are known as challenging test 
cases for Euler solvers. These cases include the standard shock-tube problem, 
the forward facing step problem and a shock diffraction over a sudden expansion. 
These test cases cover physical phenomena relevant to studies of chemical explo­
sions. Although these examples have only physically 1- and 2-D nature they are 
simulated using the 3-D solver of REACFLO\iV, as described previously. 

The last test case is a reactive case, a detonation simulation of a 3-D experi­
ment the large scale RUT facility [25, 26]. 

4.4.1 Shock tube problern 

A simple but quite revealing test for the grid adaptation consists of a shock 
tube. The problem is essentially one-dimensional, as the initial state does not 
vary across the tube. The computational domain is a short tube of square cross­
section, with dimensions 0.05 x 0.5 x 0.05m. At timet= Os one half of the tube 
is filled with gas (a mixture of air and hydrogen) at p = 5atm. The other half 
has p = latm. Initial composition and temperature are uniform, with T = 293K. 
The initial grid has nodes spaced uniformly along the coordinate axes with equal 
grid spacing in the 3 directions. 

The following results are all data taken from along the second axis, in the 
middle of the tube. Only the original grid points are shown in the figures, even 
when adaptation vvas used. 

The effect of grid resolution is clearly seen in Fig. 4.45, top. Here we show 
the density profile along the tube at time t = 4 · 10-4s after the release of the 
high-pressure region. Results are shown for three different grid resolutions, of 
L.lx = 0.025m, L.lx = O.Olm and L.lx = 0.005m, respectively, using the 2nd 
order method. With the fine resolution we easily see, from bottom to left, the 
shock front, the contact discontinuity and the expansion fan. With the coarse 
resolution, these regions are so smeared out that they actually overlap. However, 
the fine resolution result is obtained using almost 70 times more grid points than 
the coarsest resolution. 

In order to obtain good resolution of the shock and contact discontinuity 
with fewer grid points the grid adaptation system may be used. A result is 
shown in Fig. 4.45, bottom. Here, the results from a fine grid and a coarser grid 
without adaptation are compared with a result using the coarser grid and grid 
adaptation. The adaptation method uses absolute differences of density. (For this 
problem, density is the bcst adaptation criterion. Using pressure, for instance, 
the contact discontinuity would not be ·well resolved.) The smallest allowed grid 
point distance during the calculation was about 0.002m. During the calculation 
the number of grid points increased from the originall836 nodes to close to 8000 
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before settling back to around 5500 nodes. 
From the results we see that the grid adaptation method gives essentially the 

same result as the calculation on the finer static grid 'vith 12221 grid points. 
Yet during most of the calculation the adaptive calculation uses less than half 
as many grid points as the fine static grid. Even so, most of the inserted grid 
points were placed in the expansion fan. If a good resolution is not needed here 
it would probably be possible to tweak the adaptation thresholds to significantly 
reduce the number of grid points while keeping the good resolution at the shock 
front and contact discontinuity. 

4.4.2 Supersonic flow over a forward-facing step 

This problem is described in detail by 'Wöodward and Colella [21]. In non dimen­
sional variables the channel is 1 unit high, 3 units long and 0.4 units wide. The 
step is 0.2 units high and is located 0.6 units downstream. Initial flow conditions 
correspond to a uniform flow at Mach 3. 

The initial mesh has 2506 nodes and 10902 elements. As adaptation criterion 
the difference between density at neighboring nodes was used. Refinement ·was 
possible down to a minimum resolution of about 0.025. 

Fig. 4.46 shows 3-D and 2-D iso colors and contour plots of the density at 
t = 0.5, 2.0, 4.0, respectively. Density varies between 1 and 6. The 3-D plots 
show in addition the mesh. The 2-D contour plot, which is a cut through the 
center plane of the channel, has 30 iso-lines for the same density range. 

Starting from the initial conditions a shock detached from the step has devel­
oped (t = 0.5); when this shock reaches the upper channel wall, it moves there 
upstream (t = 2.0)and forms a Mach stem with a lambda-configuration as can 
be seen at (t = 4.0). Behind the lambda-shock a contact discontinuity is formed. 
This contact discontinuity is much weaker than in the reference, because the 
minimum resolution of this calculation is still twice as coarse as in the reference 
case. 

The corner ( edge) of the step is a geometric singularity for the numerical 
scheme. Here spurious entropy is generated and convected downstream in the 
expansion fan behind the corner and interacts with the oblique shock from the 
Mach stem. By this a so-called numerical boundary layer is formed. 

4.4.3 Shock wave diffraction over a backward facing step 

This problem is a vvelllmown test problem for supersonic flows including shocks 
and expansion waves. It has been studied extensively in the literatme e.g. by 
Quirk [20]. 

In non dimensional variables the channel is 1.1 units high, 1.5 units long and 
0.4 units wide. The step is 0.6 units high and is located 0.2 units downstream. 
The fluid is at rest initially. The inflow pressure ratio is 30.0 and the density 
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ratio is 5. This results then in a shock vvave moving at Mach 5 which can be 
determined from the Rankine-Hugoniot relations. 

The initial grid has 2269 nodes and 10167 elements. As adaptation criterion 
the absolute difference between density at neighboring nodes was used. Refine­
ment was possible down to a minimum resolution of 0.0125. 

Fig. 4.47 shows3-D and 2-D contour plots of the density at t = 0.75. Density 
varies between 0.25 and 6. The 3-D plot shows in addition the mesh (113543 
nodes and 592733 elements). The 2-D contour plot, which is cut through the 
center plane of the channel, contains 22 iso-lines for the same density range. 

As we use an unstructured grid no odd-even decoupling was found, as was 
described by Quirle In addition, no unphysical expansion shocks were observed 
at the corner of the backward facing step. 

4.4.4 Code verification for combustion modeling 

Experiment i13 performed in the Iviunich-PHD tube was chosen as one experi­
ment for validating the combustion model in REACFLOW. The experimentwas 
made with 11.32 Vol.% hydrogen in air with 16 orifices with 60% blockage ratio 
consisting of transverse baffies spaced 185mm apart. 

Fig. 4.48 (left) shows fiame position versus time for the experiment and the 
simulation using different values for Cf in the turbulent combustion model. The 
initial fiame acceleration is not calculated very well for all crvalues chosen. This 
is caused by the fact that the eddy-dissipation model can not describe the initial 
fiame, as it assumes burning is governed by the turbulent mixing rate in the 
fiame. This assumption is only valid for a highly turbulent fiame. 

The 16 orifices are placed in the first 3m of the tube followed by a free section 
where the fiame decelerates. This is observed in the experiment as well in the 
simulation. A remarkable observation is that although no orifices for turbulence 
generation are present in the tube between 3m and 6.5m, the fiame stays at a 
rather high fiame speed. This is caused by the fact that the fiame itself generates 
strong turbulence. 

In general, lügher values of Cf cause higher fiame speeds as the turbulent 
burning rate is proportional to Cf. 

Fig. 4.48 (right) shows a comparison of pressure for experiment and simulation 
using a value of Cf = 3. 75. As the fiame accelerates to fiame speeds much higher 
than the sound velocity in the unburned gas, high pressure peaks in front of 
the fiame are generated. This can be seen in the experiment as well as in the 
simulation. 

4.4.5 Large scale detonation modeling 

The last test-case we consider is a large scale true 3-D detonation simulation of 
the Russian RUT Facility located near Moscow. The facility has a total volume 
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of about 263m3 in the present configuration. The volume has compartments of 
different size. There is a large volume, the so called canyon, followed by a long 
channel. The facility has a totallength of 28m. Details of the geometry and the 
experiments performed can be found in [25]. 

For the simulation we chose test hyd5 with a uniform hydrogen concentration 
of 20% hydrogen (by volume) in air at ambient conditions. The detonation was 
initiated by 200g of high explosives at a low position inside the canyon near the 
end wall. Experimental data 'vere recorded by pressure transducers at various 
positions in the test facility. 

The chemical source terms were calculated using the Finite-Rate scheme. Vve 
used a scheme with 8 elementary chemical reactions [27]. To avoid the well­
known problern of numerical detonation speeds, we added a cutoff temperature 
for the chemical source terms below which no reactions take place, as suggested 
by Klein et al. [28]. The cutoff temperature 'vas chosen as T= 1200K. This 
means only high temperature chemistry is taken into account, which is sufficient 
assumption for detonation modeling, because the detonation process is driven by 
the heat release due to chemical reaction. Heat release mainly occurs in the high 
temperature regime. 

For the simulation with REACFLOW we used an initial grid with 3615 nodes 
and 15592 elements. The mesh distribution is nearly uniform. This corresponds 
to an initial resolution of ~x ::::::: 0.5m. In the simulation the detonation was ini­
tiated by imposing a high temperature and pressure value for the nodes around 
the experimental ignition point. For the grid adaptation criterion the difference 
between pressure at neighboring nodes were used. Nodes were added down to 
a minimum resolution of 0.1m and, as a reference, to 0.075m. During the cal­
culation nodes were added and removed up to a maximum of 70000 nodes for 
the coarse grid and 115000 nodes for the finer grid. Both calculations showed 
nearly the same results, so general grid convergence could be assumed. Results 
are shown for the weaker refinement. 

Fig. 4.49 shows 3-D and 2-D contour plots of the pressure at t = 9ms. Pres­
sure varies between 0.1MPa and 1. 75MPa. The 3-D plot shows in addition the 
mesh (56024 nodes and 287099 elements). The 2-D contour plot, which is cut 
through the center plane of the channel, contains 22 iso-lines for the same pres­
sure range. At this time the detonation has proceeded through the whole canyon 
and propagated 23m down the second part of the test facility. The reflected 
pressure waves at the end wall of the former can be seen clearly, especially in 
the upper part of the canyon. The detonation front which is running down the 
second part of the facility is clearly seen at this time, ·when the grid has 56024 
nodes and 287099 elements. Nodes are added at positions of large pressure gra­
dients. These are mainly found at the system of reflected shock waves and at the 
detonation front. Everywhere else the mesh is close to the initial mesh, as the 
nodes previously added have been removed. 

Fig. 4.50 shows comparisons between experimental and simulated pressure 
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time history plots at 2 different positions in the canyon. The detonation velocity 
is 1750m/s in the experiment as well as in the simulation. At the position at 
which the data in Fig. 4.50 (lmver) have been taken, the incoming shock wave 
propagates nearly perpendicular to the surface; tl1erefore the peak pressure here is 
larger than in a case where the shock vvave moves parallel to the surface (Fig. 4.50 
upper). This can be seen in the experiment as well as in the simulated results. In 
general the peak pressures are under predicted due to the coarse resolution chosen. 
The thickness of the detonation wave itself is about two orders of magnitude 
smaller than the finest possible resolution in the adaptation. But in general the 
pressure peak itself does not contribute much to the im pulse load on the confining 
structures, because of the short time-duration of the pressure peak. 

Other pressure peaks are generated by reflected shock waves between the side 
walls. These pressure peaks arise due to the fact that the detonation at first 
propagates freely with a spherical shape, then this spherical detonation interacts 
with the confining walls of the facility. By this mechanism reflected waves are 
formed. It is a little surprising that not all reflected waves are found in the 
simulation. This may be because the detonation was initiated in the simulation 
by high initial pressure and temperature at a node point near the physical ignition 
point including also all the neighbors of this node point. This is a rather coarse 
representation of a real point ignition by a high explosive. 
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Figure 4.45: Density profile in the shock tube at time t = 4 · 10-4s after the 
release of the shock. Upper: profiles for three different grid resolutions using 
everywhere the 2nd order convective solver without grid adaptation. Lower: 
A comparison between results on two different fixed grids ( with, respectively, 
~x = O.Olm and ~x = 0.005m) and a result using the coarser grid and grid 
adaptation. 



4.4. REACFL01V (COJviBUSTION CODE FROlvi JRC) 239 

t=0.5 27693 nodes and 140735 elements 

t=2.0 39065 nodes and 198542 elements 

t=4.0 43510 nodes and 220403 elements 

Figure 4.46: Supersonic flmv over a forward-facing step. 3-D calculation with 
2nd order convective scheme and grid adaptation. Left figures show the surface 
iso colors and the surface grid. Right figures show iso-lines for a 2-D cut through 
the channel. 
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Figure 4.47: Supersonic diffraction over a backward-facing step. 3-D calculation 
vvith 2nd order convective scheme and grid adaptation. Upper figure shows the 
surface iso colors and the surface grid. Lower figure shows iso-lines for a 2-D cut 
through the channel. 
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Figure 4.48: Comparison of experimental and simulated data for 11.32 Vol.% 
hydrogen in air. Flame-position versus time (left) and pressure at different 
positions along the tube versus time (right) with c1 = 3.75 for the simulated 
data. 

Figure 4.49: RUT detonation. Pressure iso-lines and surface grid at timet= 9ms 
after ignition. 
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Figure 4.50: Hydrogen detonation in the RUT facility. Pressure versus time for 
two positions inside the canyon (upper is a sidewall, lower is an end wall position). 
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4.5 Combustion code from TUM 

4.5.1 Geometry 

The applied PDF combustion model is verified vvith agreed benchmark test cases. 
These benchmark experiments have been carried out in the PHD-tube (15 obsta­
cles \vith 60% blockage ratio) and the FZK 12m combustion tube (23 obstacles 
with 30% blockage ratio), which were described in section 2. The meshes for the 
tubes used by the numerical simulations are based on a blockstructured topology. 

In Fig. 4.51, the mesh of the PHD-tube, used for the benchmark test cal­
culations is shown. This mesh consists of about 6700 control volumes. In order 
to avoid degenerated cells in the center of the tube, a butterfly topology has 
been used, i.e. an H-grid topology in the center of the mesh is connected to a 
surrounded 0-grid topology (see Fig. 4.51). Due to the symmetry of the investi­
gated problern only one half of the tube is considered. A further reduction is not 
possible as bouyancy effects have to be taken into account for the investigated 
combustion regime. In the region where the mixture is ignited the grid is refined. 
Since the obstacles are placed only in the first half of the tube, a coarser grid 
resolution is used behind the last obstacle. 

The mesh of the FZK 12m combustion tube is generated in a different way 
to the mesh for the PHD tube. In order to achieve a better spatial resolution 
in the direction in which the flame propagates a two dimensional grid based on 
cylindrical coordinates is used for the combustion calculations. The mesh consists 
of about 35000 cells. 

4.5.2 Boundary conditions and initialization 

At the walls slip conditions are defined for the momentum equation. The use of 
slip boundary conditions is valid in the considered combustion processes, because 
the expansion flmv passing through the obstacles placed in the tubes dominates 
the turbulence production. Therefore, shear stress at the walls serving as a tur­
bulence promotor can be neglected. 

Concerning the energy equation an adiabatic boundary conditions is set. Test 
calculations revealed that the use of a constant ambient wall temperature, which 
is suggested by Ardey [46], has no significant influence on the combustion simu­
lation. 

It is often suggested when doing combustion simulations in closed facilities 
to use an ignition model ( e.g. [32]) in order to get a good approximation of 
the start up process, and to overcome the problern of the initialization of an 
existing flame front and the concerning flow field. Within this project an ignition 
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ignition region 

Figure 4.51: Iv!esh for the PHD tube 

model based on a hemisphericallaminar fiame propagating from the ignition point 
has been implemented. In the further verification process and the comparison 
to the experimental data, the ignition process has been found out to be not 
significant for the investigated geometries. In order to simplify and to speed up 
the whole calculation the ignition model is not used for the tube geometries but 
it is available for other geometries, in which the ignition process gets important. 
For the initialization of the combustion process, a preburned area in the ignition 
region (see Fig. 4.51) is defined. In this region the value for the reaction process 
is set to c = 1.0 (fully burned) and the temperature to the corresponding value. 
In order to push the fiame in this state and to avoid an extinction a slightly 
higher pressure is set in the ignition region. Because the fiow is also expected 
to be turbulent an initial guess for the values for k and E has to be set in the 
ignition area. It has to be emphasized that the calculation revealed not to be 
sensitive on the initial choice of k and E. With the applied initialization strategy 
for the benchmark tests, the combustion simulation is expected to overpredict 
the fiame speed in the very early stages of the combustion process. After passing 
the first obstacles no infiuence of the ignition process on the fiame propagation 
is observed. 
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4.5.3 Numerical control 

In principle the time resolution should be chosen in a way that it is possible to 
resolve the occuring pressure waves. ·vvith respect to the grid resolution the time 
step should be of the magnitude 

ßx 
ßt<-, 

ao 
(4.8) 

where a0 is the speed of so und in front of the flame ( unburned gas). In combus­
tion simulations pressure waves occur, ·which possibly propagate much faster than 
the speed of so und a0 . The time step has to be adjusted taking into account the 
expected propagation speed of the pressure wave and the flame front. This is an 
absolute necessity if the numerical solution of the flow field is calculated explicitly 
for reasons of the stability of the solution process. In the case of an implicitly 
calculated flmv field the time step can be set lügher with the consequence that 
pressure waves are not clearly re8olved. 

In the performed combustion Simulations the flollowing time steps have been 
chosen: 

• PHD tube: !:lt = 2 · 10-58 

• FZK tube: ßt = 2 · 10-58 

4.5.3.1 PDF reaction rate 

The basis of the applied PDF combustion model is the definition of the produc­
tion rate wc(c). As pointed out previously this can be dorre by evaluating the 
results of a detailed calculation of a premixed laminar propagating hydrogen-air 
flame. For this calculation the chemical kinetic code Insfla (programed by Maas 
[39) and [40]) is used. The production rate wc(c) strongly depends on the ini­
tial conditions of the hydrogen-air mixture, i.e., the hydrogen concentration, the 
pressure and the temperature. For the verification of the combustion model by 
means of the experiments a mixture of 13vol% H2 in air for the PHD tube and a 
mixture of 11 vol% H 2 in air for FZK tube was chosen as a reference example. The 
initial condition for the pressure p0 = 1 atm and for the temperature T0 = 293.0 
K "\Vere defined. 

For a given production rate wc(c), the PDF reaction rate is calculated by 
solving the folding integral ofthe production rate with the PDF (see Sect. 3.1.5). 
Additionally, the source term c"wc used in the transport equation for the variance 
c"2 is calculated. These calculations are performed before the PDF combustion 
simulation and the results are stored in tables (see Fig. 4.52 and Fig. 4.53 
for l3vol% H 2 in air and Fig. 4.54 and Fig. 4.55 for llvol% H 2 in air). The 
numerical simulation is performed by applying a table-lookup procedure. 
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4.5.4 Combustion simulation 

The experimental results allow two possibilities for the verification of the numer­
ical simulations. The first is the comparison of the flame propagation, i.e., the 
location of the flame front in the tube in dependence of time. The second pos­
sibility is the comparison of the pressure distribution at a certain position over 
the time. 

By comparing the flame propagation, the flame position is determined from 
the numerical simulation by detecting the isoline of the progress variable ( see 
section 3) of c = 0.5 along the line placed in the middle of the tube for each time 
step. \iVith this method, it is possible to extract the flame postition in dependence 
of the time. For a better comparison, this curve is shifted in time in a ·way that 
the measured and the calculated curve have a common outset. In case of the the 
benchmark calculations concerning the PHD tube, this is clone by defining the 
point at which the flame front in the experiment has passed the tube-length of 
z = 0, 4 m as reference point. The common outset for the benchmark calculations 
in the FZK tube is placed at the point z = 0, 7 m. This procedure is necessary, 
as the ignition and the start-up processes are not calculated. Due to the applied 
initialization, a short acceleration of the flame followed by a deceleration is ob­
served in the very beginning of the combustion simulation. Starting from the 
reference point no more influence of the performed initialization can be seen. 

In order to compare the pressure distribution \vith the experimental data, the 
calculated curve is shifted in time by the same value as for the flam8 propagation 
curve. 

4.5.4.1 Comparison of calculation and experiment concerning the PHD 
tube 

A comparison between the flame propagation measured in the experiments and 
the calculation revealed a significant difference, which is shown in Fig. 4.60. The 
calculated flame speed is considerable slower compared to the measurement. The 
difference can be explained by having a closer look at the flame propagation: The 
maximum measured flame speed is of the magnitude of 600 m/s. By the fact that 
this is a supersonic propagation related to the initial mixture, a direct interaction 
of the flame front and the induced pressure wave is taking place. In the case of 
the 13vol% H2 in air combustion process in the PHD tube it can be found that 
after the ignition process and the passing of the first obstacles the flame front is 
coupled to the pressure wave due to the strong acceleration of the flame in this 
region. In Fig. 4.56 the described coupling is shown at a position of x = 2.25 
m. After passing the last obstacle the flame decelerates and a decoupling of the 
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pressure wave occurs. This behaviour can be seen in the lower picture of Fig. 
4.56 where the flame front and the pressure distribution is shmvn over time at 
the position x = 4.25 m, 1vhich is located in the second half of the tube. 

The coupling of the flame front and the pressure wave has the consequence 
that the flame is burning into a mixture with a thermodynamic state, 1vhich is 
different from the initial conditions of T0 = 293.0 K and p0 ~ 1 atm. In this case 
the combustion takes place in an area which is due to the compressing effect of the 
shock ·wave characterised by a higher pressure and enthalpy level, which causes 
significant lügher reaction rates. A comparison between the 'laminar' reaction 
rates in dependence of c ( w H 2o ( c)) starting from two different initial conditions 
is shown in Fig. 4.57. For the initialization with a lügher pressure and enthalpy 
level a pressure of p0 = 6 bar and a temperature of T0 = 488 K has been chosen. 
The pressure level is extracted from the measurements and the temperature is 
calculated by assuming an isentropic change of the thermodynamic state. As can 
be seen in Fig. 4.57 the reaction rates vary by orders of magnitude. It has to be 
emphasized that the change of the 'laminar' reaction rate WH2o(c) has of course 
a strong influence on the PDF reaction rates. 

As the consideration of changes of the enthalpy and pressure level during one 
calculation is not yet implemented in the applied PDF model, the following ap­
proach is applied: In order to improve the numerical simulation in the part of 
the tube vvhere the flame is accelerated to its maximum speed, the calculation is 
performed with a PDF reaction rate based on the actually occuring pressure and 
temperature level. It has to be emphasized that the definition of these levels is a 
very rough approximation but is appropriate enough to prove the assumptions. 
Of course, this strategy vvilllead to an overestimation of the reaction rate during 
the start up process and the end of the combustion process, but will be a good 
approximation if the flame front is coupled to the pressure wave. In Fig. 4.58 
and Fig. 4.59 the tables cantairring the new PDF reaction rates are shown. 

In Fig. 4.60 the calculated flame propagtion based on the modified PDF 
reaction rates is shown. It can be seen that within the start up process the flame 
speed is overestimated. This originates on the one hand due to the initialization 
and on the other hand due to the earlier described overestimation of the reaction 
rate in this region. Comparing the region from 1 m to 3 m distance from the 
ignition point, a good agreement between the calculation and the experiment can 
be seen. The maximum flame speed is well predicted with the calculation. In 
this region the assumption of the coupling of the flame front and the pressure 
wave is valid. After passing the last obstacle (at x = 3 m) the calculated PDF 
reaction rate overestimates the real reaction rate and, therefore, the flame speed 
is not predicted accurately. The simulation was performed up to the time when 
the flamefront reached the end of the tube. 

For the comparison of the pressure distribution over the time of the calcula­
tion and the experiment, the position x = 2.25 m is chosen. As mentioned above 
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the pressure trace is shifted in time by the same value as the fiame progation 
curve. Therefore, the calculated pressure wave is arriving earlier than the mea­
sured one. As can be seen in Fig. 4.61 the pressure level and distribution behind 
the maximum peak is well predicted. But the calculation is not able to predict 
the maximum pressure peak, as the chosen resolution in time (time step size of 
!:J.t = 2 · 10-5 s) and space (!:J.x ~ 0.04 m) is not accurate enough. 

In Fig. 4.62 the fiame front and the concerning turbulence field are depicted 
in the range of 2.5 m ::::; x ::::; 3.0 m of the PHD-tube during the combustion 
process. It can be seen that due to the propagation of the fiame front with a 
velocity faster than the speed of sound of the initial mixture, the turbulence field 
is induced tagether with the arrival of fiame front. 
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Figure 4.52: PDF reaction rate for 13vol%-H2 in air 
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Figure 4.53: Source term for the variance due to the chemical reaction for 13vol%­

H2 in air 
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Figure 4.54: PDF reaction rate for llvol%-H2 in air 
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Figure 4.55: Source term for the variance due to the chemical reaction for llvol%­
H2 in air 
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Figure 4.56: Flame front and pressure wave interaction in the PhD-tube (13vol% 
H2 in air combustion process) 
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Figure 4.57: Reaction rates for 13vol% H2 in air in dependence of c, starting 
from different initial conditions 
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Figure 4.58: PDF reaction rate for 13vol%-H2 in air starting from a lügher pres­
sure and enthalpy level (p0 = 6, To = 488) 
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Figure 4.59: Source term for the variance due to chemical reaction for 13vol%-H2 

in air starting from a higher pressure and enthalpy level (Po= 6, T0 = 488) 
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Figure 4.60: Comparison of experimentally determined data with numerical cal­
culations ofthe flame propagation in the PHD tube for a l3vol%-H2 in air mixture 
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Figure 4.61: Comparison of the pressure distribution between experiment and 
calculation 
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Figure 4.62: Flame front and the turbulence field during the combustion process 
in the PHD tube (13vol% H 2 in air) 
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4.6 Benchmark calculations 

For a direct comparison of the different numerical codes a set of experiments was 
selected. Due to the different restrictions of the different codes not all benchmarks 
could be calculated with all codes. Here we only discuss test cases that were 
calculated by at least two partners. The selected experiments are listed in table 
4.10. 

Table 4.10: Benchmark calculations for code comparison 

Experiment Description Participants 

I FZK-TUBE Rl096-03 I inert shock tube test, BR = 0.3 I FZK, JRC 

TUM PHD-tube il6 12.94% H2 , BR = 0.6 JRC, TU:tvi 

TUM PHD-tube il5 14.89 % H2 , BR = 0.6 FZK,JRC 

FZK-Tube R0498_07 10 % H2 , BR = 0.3 CEA, JRC 

FZK-Tube R0498_02 11% H2 , BR = 0.3 FZK, JRC, TUlVI 

FZK-Tube R0498_05 12 % H2 , BR = 0.3 FZK, JRC 

4.6.1 Helium shock tube test as benchmark for the nu­
merical solver 

As a benchmark test case of the numerical sohrers involved in this project, ex­
periment Rl096_03 from the experiments performed in the FZK-Shock-Tube was 
used. The details of the experiment are described in the experimental part of the 
report (see chapter 2). 

For the benchmark numerical results from COivi3D and REACFLOW are 
compared with experimental results. Two different calculations using COM3D 
and three different using REACFLO"\iV were made. 

For both COM3D calculations a 3-D grid with a constant resolution of lern 
was used. For the first simulation standard k - E turbulence model was used, for 
the second simulation the RNG-turbulence modelwas used. 

For the REACFLOW calculations two different 2-D grids were used for the 
axisymmetric version of REACFLOW. The first grid has non-constant resolution. 
Around the obstacles the resolutionwas lern, everywhere else the resolutionwas 
about 2.5cm. Simulations using this grid were always made using the adaptive 
grid refinement method of REACFLOW, as it was described before. During the 
simulations the number of grid nodes increased from 5000 nodes of the initial grid 
up to 11000 nodes maximum. For the evaluation of the grid effects a reference 
simulationwas made on an a fine constant grid with 27600 nodes and a resolution 
of lern everywhere. 
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For the first simulation using the adaptive grid turbulence was modeled using 
REACFLOWs standard k - E turbulence model. The second simulation was 
done using the same turbulence model, but using the constant fine grid. The 
third simulation is done without any turbulence modeHing at all, using only 
REACFLOWs convective solver. 

Figures 4.63 to 4.71 shmv camparisans between experimental pressure data 
and calculated pressure for various positions in the lovv pressure section of the 
tube against time. The time behavior is very well represented (565m/s velocity 
for the incoming shock ·wave). The pressure peaks are sometimes a little under­
or over-predicted, but are very similar for all simulations. 

Starting from the 9m position, the shock moves toward the first obstacle, as 
can be seen in Figures 4.63 - 4.65. At the same time an expansion -vvave runs 
from the 9m position towards the end ofthe tube (12m). At 6m part ofthe shock 
is reflected at the first obstacle, as can be seen from fig. 4.65. This reflected shock 
travels back towards the high pressure section of the tube (figures 4.64,4.63). 

Part of the shock, which has passed the first obstacle, is reflected again at the 
next obstacle, but this does not generate a new shock-wave, because this shock­
wave will interact with the expansion wave in the wake of the obstade before. 
Therefore only one singleshock v,rill reach the end-wall at Om, which can be seen 
in fig. 4.71. 

Overall the calculations indicate, that for this test case turbulence does not 
have a great influence, as results do not differ very much, when using different 
turbulence models, or no turbulence model at all. Also, there is no significant 
difference between adaptive and constant fine grid. 
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Figure 4.63: Pressure histories for test case R1096_03 at position 8.25 m 
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Figure 4.64: Pressure histories for test case R1096_03 at position 7.25 m 
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Figure 4.65: Pressure histories for test case Rl096_03 at position 6.25 m 
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Figure 4.66: Pressure histories for test case R1096_03 at position 5.25 m 
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Figure 4.67: Pressure histories for test case R1096_03 at position 4.25 m 
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Figure 4.68: Pressure histories for test case R1096_03 at position 3.25 m 
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Figure 4.69: Pressure histories for test case R1096_03 at position 2.25 m 
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Figure 4.71: Pressure histories for test case R1096_03 at position 0.0 m 
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4.6.2 Small scale tests in PHD-tube 

In chapter 2 the experiments performed by TUNI in the PHD tube were discussed 
in detail. With a tube length of 6.5 m and a tube diameter of 66 mm the 
experiments are on the smallest scale considered in the numerical simulations. 
For the benchmark calculations two of these experiments were selected. Both 
experiments have a blockage ratio of 0.6 and an obstacle spacing of 296 mm. The 
difference between the two test cases is the mixture composition. Case 116 with 
12.94 % H 2 by volume is a relatively slovv combustion process, while Case 115 
with 14.89 % H2 resulted in a rather fast fiame propagation. 

4.6.2.1 Test case 116- 12.94 % H 2 by volume 

The initial conditions for this test case in the experiment were p0 = 1.002bar 
and T0 = 294.28K. The test case ·was calculated by TUJ\1I and JRC. Due to 
the different combu:::;tion models used by the two codes the presentation of thc 
1mmerical results is somewhat different. The results of the TUM calculation are 
given in section 4.5 as example for a model verification calculation. Thus only 
the results from JRC are discussed here. 

4.6.2.1.1 Results from JRC 

Test case 116 was also calculated with REACFLO\iV. Figure 4.72 shows the 
fiame front position as function of time for three different values of the constant 
Cf in the eddy break-up modeltagether with the experimental data. It is obvious 
that the calculation does not cover the initial phase of the experiment well. The 
fiame propagation is much to slovv in this phase. Therefore the calculated fiame 
front positions are shifted in time to give good agreement during the phase were 
the highest fiame velocities are observed, that is between 1.5 and 3.0 m. For all 
three values of c f the agreement between experiment and calculation is rather 
good while there are no differences between the different calculations. Behind the 
obstacles the fiame decelerates and now an effect ofthe different Cf values becomes 
evident. For the larger Cf values the fiame decelerates not fast enough. The best 
agreement between experiment and calculation is achieved for Cf = 3.5 , where 
the calculated fiame front position is in good agreement with the experimental 
data up to 5.0 m. Note that the differences in the Cf values arerather small. This 
indicates that careful selection of the Cf value is necessary for good agreement 
with the experiment. 

Figure 4. 73 gives the pressure histories at the 6 probe locations in the PHD 
tube. At 1.15 m the experimental data shows a pressure peak that is not repro­
duced with the numerical calculation. As has already been discussed the initial 
phase is not reproduced well in the calculation. At 2.25 m the agreement between 
numerical model and experiment becomes better. The peak pressure is well re-
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produced but the time of this pressure peak is to late in the calculation. At 3.05 
m the timing is perfect as this position is used to determine the offset between 
calculation and experiment. Here the calculation gives a higher peak pressure 
than the experiment. For the pressure histories at the later three positions it 
can be seen that the flame is to fast in the calculation during this phase. The 
time difference between calculation and experiment increases. However, the peak 
pressure is covered reasonably well, the calculated values being somewhat higher 
than the experimental values. At the last two probe positions the reflected shock 
can be clearly seen. 

Fig. 4. 7 4 gives a detailed qualitative comparison between experiment and 
simulation. Pictures show a state when the flame has passed by the last orifice. 
The leading shock system of fast propagating turbulent flames as well as the flame 
contour is determined by means of the schlieren-technique as can be seen on the 

125.0 



266 CHAPTER 4. CODE AND MODEL VERIFICATION 

Figure 4. 7 4: Comparison of experimental schlieren optics (left) and simulated 
isocolour plots (right) (c1 = 3.625) for H20 Vol. concentration, pressure and 
density gradient for 12.94 Vol.% hydrogen in air. 

left. As the schlieren~signal is proportional to the density gradient, caused by the 
leading shock and the combustion process, on the right isocolourplots for H20 
Vol. concentration, pressure and densiy gradient are shown. Here the reaction 
zone and the leading pressure ·v;rave can be seen as well. In general the flame 
thickness is overpredicted. 
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4.6.2.2 115 - 14.89 % H 2 

Compared to the previous benchmark the higher hydrogen concentration in this 
test case results in faster fiame propagation. Results for this benchmark are 
presented from FZK and JRC. 

Figures 4. 75 to 4.80 show the pressure histories at six locations along the tube. 
In the first probe position at a run length of 1150 mm (Fig: 4. 75) shmvs already 
a fast fiame. In the experiment a sharp peak is followed by a constant pressure 
plateau and later by a slnw decrease of the pressure. The peak as well as the 
constant pressure are predicted by COM3D (FZK). However, the predicted peak 
pressure is to low, and the constant pressure plateau is to high. The high pressure 
for the later is expected since heat lasses are not included in the calculations. The 
high peak pressure at this location in the experiment (higher than at the following 
locations) could indicate a local explosion which is not predicted by the numerical 
model. Another explanation is an insufficient time resolution in the simulation. 
The REACFLO\iV code ( JRC) predicts for this probe position a relatively slow 
pressure increase, followed by a decay similar to the COM3D results. 

At 2250 mm the fiame has reached its maximum velocity and the pressure 
peak has achieved a triangular sha.pe (see Fig. 4.76). Both codes give good 
agreement in the peak pressure and the following decay. The pressure calculated 
by REACFLOW at later stages is somewhat lügher than the one calculated by 
CO:tvi3D. The timing of both calculations is quite good. For COM3D the refiected 
shock from the end wall arrives at the correct time at this probe position. 

Figure 4. 77 shows the pressure histories just behind the last obstacle. The 
fiame is now moving in an unobstructed area. As can be seen from the following 
Figures 4. 78 and 4. 79 the fiame is deccelerating and the o bserved peak pressures 
decrease. Again the agreement between both calculations and the experiment is 
good. At both locations, 3050 mm (Fig. 4.77) and 4250 mm (Fig. 4.78), the peak 
pressure in the calculations is a bit higher than the experiment. REACFLOW 
consistently predicts higher pressures in the decay phase after the first peak than 
COM3D. The later code also predicts the later stages of the wave refiection 
correctly. The REACFLOW calculation was stopped before the refiection. 

Figures 4. 79 and 4.80 show the pressure histories near the end wall at 5550 
mm and at the end vvall ( 6500 mm) respectively. Both codes predict the high 
peak pressure at the shock refiection. In figure 4. 79 the incoming and the re­
fiected shock can be clearly distinguished. And again the calculations show good 
agreement with the experiment. 

At this point it should be noted that the COM3D calculation was performed 
with a c1 value of 3.0. This value is different from the crvalue used for blockage 
ratios than 60 %. This indicates a problern with the standard turbulence model. 
Since the crvalue must be reduced for this geometry it can be concluded that 
the turbulence intensity is overestimated. It seems that for intermediate blockage 
ratios the boundary conditions for the fiow calcualtion become more important 
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than for very low or very high blockage ratios, where the fiow is either relatively 
slow or concentrated to a region far away from the boundary. At the moment slip 
boundary conditions are used in COM3D. And this topic clearly needs further 
investigation. 

For the REACFLOW additional information is plotted in Figures 4.81 to 
4.84. Figure 4.81 gives the fiame position as function of time for REACFLOW 
calculations with different values for the constant c1 in the eddy-break-up model. 
For the pressure histories discussed before a value of 3.125 has been used. Thus 
also REACFLOW" needs a comparatively small crvalue for this test case. 

Figure 4.82 shows the species concentration of H 20 and H 2 , the pressure 
and temperature fields and the distribution of the turbulent kinetic energy and 
dissipation rate in the middle of the obstacle range. The fiame is propagating 
from left to right and the shock has just reached the second last obstacle to the 
right. The leading edge of the reaction zone follows closely behind this shock. All 
distributions are essentially one dimensional 'vith gradients only in axial direction. 
Small disturbances are observed only at the obstacles. Only the turbulence data 
shows some radial variations. At the obstacles close to the shock high values of 
the turbulent kinetic energy and of the dissipation rate are observed. The region 
of high turbulence is spreading downstream of the obstacle. 

In Figure 4.83 the samevariables are shown but at a different location in the 
tube. Here the last obstacles of the obstructed section are shown. The shock 
leaves the obstracted section and the fiame is already decoupling from the shock. 
A shock refiection at the third obstacle from the right causes high pressures 
at that obstacle and results in high turbulence production. The pressure and 
temperature fields now show more radial variations. 

The unobstructed section of the tube is shown in Figure 4.84. The leading 
shock has already been refiected from the endwalland can now been observed at 
the right boundary moving upstream. This refiected shock has not yet reached 
the downward moving fiame. As the fiow velocities are smaller in this part of 
the tube the turbulence levels are also smaller. Again the species concentrations 
show only minor radial variations. 

The radial distribution of the species concentration, the fiame shape, is pre­
dicted differently by the different codes ( see also the results of test case R0498_02). 
But at the present time no experimental data to verify the code predictions of 
the flame shape is available. For further evaluation of the numerical codes a 
visualization of the propagating fiame would be necessary. 
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Figure 4. 77: Pressure histories for test case Il5 at position 3050 mm 
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Figure 4. 78: Pressure histories for test case I15 at position 4250 mm 
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min. and max. value in every plot. 
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4.6.3 Medium scale test in FZK-tube 

The FZK tube is 12 m long and has a diameter of 350 mm. Thus this experi­
mental setup represents the intermediate length scale in our benchmark matrix. 
All experiments selected as benchmarks have a blockage ratio of 0.3 and ·were 
performed at ambient initial conditions. The distance between the obstacles is 
500 mm throughout the whole tube. Three different hydrogen air mixtures with 
10 %, 11 % and 12 %hydrogen by volume were selected. The results for each of 
these test cases will be discussed in the sections. 

4.6.3.1 R0498_07 - 10 % H2 in air 

4.6.3.1.1 Calculation with Tonus (CEA) 

Due to the previously described restrictions of the CEA model this test is 
the only benchmark calculation in which the TONUS computer code took part. 
Compared to the previously discussed TUM tests, this test case is more related 
to turbulence-fiame interaction. The fiow field ahead of the fiame interacts with 
obstacles and creates turbulence. Then the fiame arrives in this turbulent fiow 
field and accelerates. 

The calculations have been performed on a 2D axisymmetric grid with a 
typical mesh size of 1 cm. Buoyancy terms vvere neglected. The standard k- E 

model of TONUS has been used. A comparison of the experimental and the 
calculated fiame front position is shown in figure 4.85. 
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Figure 4.85: FZK Explosion Tube Experiment - 10 volume percent hydrogen -
Br=0.3- TONUS turbulent combustion model 

The experimental results show that the fiame accelerates in the first half of 
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the tube (6 m). Then, the flame velocity is quite constant until 8 m and finally, 
the flame decelerates at the end of the tube. 

In the calculation adjustments of the model constants were performed to 
obtain the results in figure 4.85. The model parameters are mainly the EBU 
constant c~BU? the turbulent integral length scale Ltm, the critical Damköhler 
number and the minimumprogressvariable Cmin· These values have been chosen 
to obtain the best fit to the experiment results: Ltm corresponds to the obstacle 
height and Dacritical corresponds to the transition between flamelet regime and 
well-stirred reactor. According to this fit a good acceleration profile is obtained 
along the tube. Just at the end of the tube, due to low compressibility and per­
haps poor k - E model, the flame is affected by the end of the tube earlier in the 
calculation compared to experimental results. 

It's also interesting to compare the transient pressure in the experiment and 
in the calculation (figure 4.86). In the experiment all pressure gauges have the 
same response due to the fact that the flame velocity is small compared to the 
sonic velocity. This corresponds to the assumption of TONUS low Mach number 
flmv solver where the thermodynamical pressure P depends only on time. In 
the calculation, after a synchronization with the first gauge flame arrival time, 
the shapes of the pressure response are the same as the experimental results. 
Oscillations are higher in the calculation than in the experiment. This is perhaps 
due to the fact that in the calculation the :tvlach number is close to the maximum 
Ivlach number allowed by the model (0.3). Despite this the results are in quite 
good agreement with the experimental results. At the end the pressure increases 
in the calculation. This corresponds to the heat lasses that are not modeled in 
the calculation. 
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Figure 4.86: FZK Explosion Tube Experiment - 10 volume percent hydrogen -
Br=0.3- TONUS turbulent combustion model 
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Additional information on the turbulence were obtained in the calculation. 
Figures 4.88 to 4.90 show turbulence data near the 13th obstacle. k, E and the 
characteristic turbulent time scale Tt = f are plotted for the positions given in 
figure 4.87. The first peak corresponds to the fiame arrival near the obstacle (the 
highest level of k is obtained just after the obstacle at 6.55-R/2). The second 
peak corresponds to the fiame arrival at the end of the tube: when the fiame 
arrives at the end of the tube, a reverse fiow is created due to compressibility 
effects and this fiow creates turbulence around the obstacles (the highest level of 
k is obtained before the obstacle 6.25-D/2). 

Tube axis 

/

13th obstacle 

6.55 RIZ 
6.45~H/Z n I!) ~ r-

6.25~0/Z 0 1 
------~e~--~ L--------------~ 

s.om G.Sm 7.0m 

Figure 4.87: FZK Explosion Tube Experiment - 10 volume percent hydrogen -
Br=0.3 - Turbulent measurement location 
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Figure 4.88: FZK Explosion Tube Experiment- Turbulent kinetic energy 

The fiame has been visualized at different times during the calculation. In 
figure 4.91 the fiame front (Hydrogen mole fraction iso values) is plotted for 3 
characteristic times: 86 ms, 134 ms and 170 ms. For this low blockage ratio 0.3, 
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Figure 4.89: FZK Explosion Tube Experiment- Turbulent dissipation 
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the fiame is distended along several obstacles. Due to the fiame deceleration at 
the end of the tube the fiame becomes "thiner" in the last picture. 

Figure 4.91: FZK Explosion Tube Experiment - 10 volume percent hydrogen -
Br=0.3 - Flame profile 

4.6.3.1.2 Calculation with REACFLOW (JRC) 

The test case -vvith a 10 % hydrogen air mixture was also calculated with 
REACFLO\iV by JRC. However, only the pressure histories for this calculation 
are available and are presented in Figure 4.92. The calculated pressure values 
show a slow increase corresponding to the experimental observation that only 
minor pressure waves are created and that the combustion process is dominated 
by the mean combustion pressure. The calculated values are consistently higher 
than the experimental data. In the initial phase the difference between measured 
and calculated values is constant indicating that the initial data in the compu­
tation might have been to high. In the later stage of the combustion process the 
difference increases. This indicates that heat losses to the -vvall, which have been 
neglected in the computations, become increasingly important. 

The calculated pressure curves are smoother than the experimental values. 
Oscillations as were observed in the TONUS calculation do not develop. The 
small pressure variations in the experimental data which are probably caused by 
transverse waves are not reproduced by the numerical calculation. 
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4.6.3.2 R0498_02 - 11 % H2 

For the benchmark in the FZK tube 1vith an 11 % hydrogen air mixture re­
sults were contributed from FZK, JRC and TUi\II. The unique feature of this 
benchmark is that detailed information about the calculated turbulence field is 
available for the three codes used. First the results from FZK and JRC are com­
pared in the following sections. In Section 4.6.3.2.4 the results from TUNI will 
be discussed seperately. 

4.6.3.2.1 Pressure histories 

In the experiment pressure histories vvere measured at 14 positions along the 
tube axis. Figures 4.93 to 4.106 compare the measured and the calculated pres­
sure histories at all of these 14 locations. Shown are results from FZK and JRC 
tagether with the experimental values. In all figures a constant time offset was 
applied to the numerical results to account for the initial delay at ignition not 
covered in the calculations. This offset was determined for each calculation by 
fitting the pressure peak at the end wall. 

From the experimental data it can be seen that the maximum pressure as well 
as the amplitude of the pressure oscillations increase from the ignition end to the 
downstream end of the tube. The fiame accelerates, a shock develops (see figures 
4.100 and 4.101), the fiame probably couples to the shock forming a detonation 
(see figure 4.102), and finally the shock is refiected at the end wall (see figures 
4.105 and 4.106) and travels back through the tube. 

At the first three probe locations (1.25 m, 2.25 m and 3.25 m, figures 4.93 to 
4.95) only a slow pressure rise is observed in the experiment. Both numerical cal­
culations (FZK and JRC) cover this slow pressure rise very well. The calculation 
from JRC starts from a somewhat lügher pressure level than the FZK calculation 
and the experiment. Otherwise the two numerical models give virtually the same 
results. At approximately 0.06 s pressure waves returning from the downstream 
side of the tube arrive at the probe positions. These waves are not reproduced 
by the numerical models. Consequently the predicted pressures at this locations 
are to lmv in this phase. At later stages the computations both predict a higher 
pressure level than was observed in the experiments. This is again due to the 
fact that heat losses to the walls were not accounted for in the calculations. 

At a probe position 4.25 m downstream from the ignition location both nu­
merical models produce a small pressure jump between 0.05 and 0.06 s. This jump 
corresponds to a wave tra.veling upstrea.m becoming weaker as it a.pproa.ches the 
upstrea.m end of the tube. The JRC ca.lcula.tion predicts this jump a. little bit 
la.ter tha.n the FZK ca.lculation. However, both predictions agree well with a. 
pressure maximum observed in the experiment. 

The oscilla.tions in the experimental da.ta. become more pronounced down­
stream from this position a.nd it seems not clea.r whether these oscilla.tions in the 
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experiment are partially caused by resonances in the measurement equipment. 
The numerical calculations do not predict the peak pressures of the experiment, 
but seem to describe the mean pressure of these oscillations. 

Starting at 5.25 m (Figure 4.97) and continuing to the end of the tube the 
calculation from JRC predicts consistently higher pressures than the FZK calcu­
lation. However, the general behavior of the two models is quite similar. They 
both predict pressure peaks appearing at the same times in good agreement with 
the experimental data. 

As the flame accelerates between position 5.25 m and 8.25 m (see figures 
4.97 to 4.100) a second pressure peak becomes observable. This small pressure 
maximum is first seen at 7.25 m (figure 4.99). Asthis pressure maximum travels 
downstream its maximum value increases and it becomes more visible in the 
downstream locations. The JRC calculations predicts this maximum a little bit 
earlier than the FZK calculation. But the difference is small compared to the 
width of the experimentally observed pressure peak. 

\iVhile the observed pressures are well below 10 bar for the measurement lo­
cations up to 8.25 m, much lügher pressures occur in the remairring part of the 
tube. At 9.25 m (figure reffig:p9) a pressure peak well above 15 bar appears in the 
reflected shock. At 10.25 m (figure 4.102) pressures above 20 bar are observed 
in the incident and the reflected shock, the values in the former being higher. 
Both calculations predict pressures near 10 bar for this stage of the combustion 
process. At 11.75 m (figure 4.105) the JRC calculation predicts about 15 bar 
and the FZK calculation about 11 bar maximum pressure. The experimentally 
observed peak pressure is 25 bar at that position. 

The measured peak pressure at the end wall is only about 5 bar. The differ­
ence between the measured pressure histories at the end wall and at a location 
250 mm before the end wall support the opinion that resonance effects in the 
pressure transducers magnify the measured peak pressures. At the end wall (fig­
ure 4.106) the calculated pressures are much higher than the measured values. 
Both numerical models predict similar peak pressures. This peak pressures are 
in accordance with what should be expected for a shock reflection on a plain 
end wall. ~Thile the pressure probes in the numerical simulation see an ideal 
shock reflection, this is not true for the experiment. Here the pressure transducer 
averages over some spatial area. 

Summarizing the results from figures 4.93 to 4.106 it can be said, that both 
numerical models describe the acceleration of the flame very weil with remarkably 
small differences between the two models. 

4.6.3.2.2 Turbulence field data 

For each of the three codes participating in this benchmark turbulence field 
data have been collected for three different instances in time. The first set of 
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data gives the turbulence field when the flame is between obstacles 5 and 6 that 
is at approximately 2. 75 m from the ignition end. As was discussed previously 
the flame is still rather slow at that instance. The second set of data gives the 
turbulence field when the flame is between obstacles 12 and 13 (approximately at 
6.25 m). It is here that the first pressure -vvaves are initiated and the flame starts 
to aceeierate to sonic speeds. A third set of plots shows the turbulence field at a 
later stage, when the flame has passed the 18th obstacle (approximately at 9.25 
m). Here the flame has already reached its maximum velocity. 

Figures 4.107 to 4.109 give the turbulence data for the calculation with COM3D 
from FZK. In each figure hydrogen concentration, turbulent kinetic energy and 
turbulent kinetic energy dissipation are shown from top to bottom. The upper 
half of each plot shows a vertical cut and the lower half a horizontal cut through 
the 3D computational domain which consisted due to symmetry conditions of 
only a quarter of the tube. 

In Figure 4.107 at the early stage of combustion the flame is just passing 
through obstacle 5 as can be seen from the hydrogen concentration. The flame 
moves faster in the center of the tube and is stretched downstream of the obstacle. 
It has a blunt leading edge. \iVhile the core region of the flame has already passed 
the obstacle the trailing edges are still attached to the wall between obstacles 4 
and 5. In this packet between the obstacles the flame is slovvly burning outward. 
The plot of the turbulent kinetic energy shows that the highest values occur 
ahead of the flame near the downstream corners of the obstacles were vortices 
are shed from the sharp corners. The highest values are seen at obstacle 6 clearly 
ahead of the flame. The turbulence production in the displacement flow ahead of 
the flame stretches over at least 6 obstacles. The dissipation of turbulent kinetic 
energy shown in the lmver plot is closely coupled to the turbulent kinetic energy 
itself and shows a similar distribution. 

At the transition state shown in Figure 4.107 the flame appears to be some­
\Vhat thinner. The leading edge at the center of the tube and the trailing edges 
near the wall are closer together. Now the maximum of the turbulent kinetic 
energy appears at the obstacle the flame is just passing. It is also interesting 
to note that higher values of the turbulent kinetic energy are also observed far 
upstream of the flame near obstacles. From this figure it seems that the turbulent 
kinetic energy is highest on the right side of the obstacles and is then transported 
to the left. This indicates that a flow reversal has occurred and that the gas is 
moving to the left in this region of the tube. The dissipation of turbulent kinetic 
energy occurs mainly near the flame. At the upstream obstacles no significant 
dissipation is observed. 

Figure 4.109 shows the turbulence field once the flame has reached the end 
of the tube. The pressure wave has already been reflected from the end wall 
and is now moving upstream. The position of this pressure wave can be deduced 
from the turbulent kinetic energy. Near obstacles 18 and 19 high values of the 
turbulent kinetic energy are seen to the left of the obstacles. This again is an 
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indication of the gas moving to the left behind the reflected shock. 
Figures 4.110 to 4.112 shovv similar data from the REACFLO\i\T calculation of 

JRC. Shown are for the half of the tube iso-lines of H 20 concentration, H 2 con­
centration, pressure, temperature, turbulent kinetic energy and turbulent kinetic 
energy dissipation rate. 

For the initial stage (see figure 4.110) the flame has a similar shape than in 
the FZK calculation. The flame is rather blunt at the leading edge. It is stretched 
through the obstacle and is oriented almost parallel to the wall behind the last 
obstacle it passed. The flame thiclmess appears to be somewhat larger than in 
the FZK calculation. The turbulent kinetic energy reaches maximum values near 
the downstream edges of the obstacles close to but dovvnstream of the flame. The 
distribution of the dissipation rate of the turbulent kinetic energy is similar to 
the turbulent kinetic energy distribution. 

At the intermediate state (see figure 4.111 the flame has become rather flat. 
It is quite thick, but the iso-lines of the concentrations are almost perpendicular 
to the tube axis. This flame shape is different from the one observed in the FZK 
calculation. Turbulent kinetic energy and dissipation rate reach their maximum 
near the closest obstacle ahead of the flame. Again these maxima are convected 
downstream of the obstacles. The differences between the turbulent kinetic en­
ergy distributions at an early stage and at this intermediate stage are not as 
pronounced as they were in the FZK calculation. 

Figure 4.112 shows the flame at the 18th obstacle. This is earlier than the last 
picture from FZK (figure 4.109). Here maxima of the turbulent kinetic energy 
and of the dissipationrate appear on both sides of the flame. Close to the flame 
front on the unburned side and about to obstacles behind the flame on the burned 
side. Again the form of the maxima indicates that the flow is to the left behind 
the flame. 

4.6.3.2.3 Time histories of turbulence data 

For the three locations near obstacle 13 the turbulent kinetic energy and the 
dissipation rate of the turbulent kinetic energy were sampled for each time step. 
These data are shown in Figures 4.113 to 4.115. 

Figure 4.113 gives the data for a position in the undisturbed flow near obstacle 
13. The COM3D calculation from FZK predicts for both turbulent kinetic energy 
and dissipationrate a small maximum followed by a much larger maximum. The 
REACFLOW calculation from JRC gives a similar prediction. The first maximum 
is predicted higher and a little later but the second peak is almost identical to 
the FZK calculation. The curves are quite similar indicating the similarity of 
the models used in both codes. The values in the k-E-model are calculated using 
a gradient assumption. Thus a coarser grid automatically means also smaller 
gradients and thus different production and destruction rates in the turbulence 
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model. 
Data from the stagnation region before obstacle 13 is plotted in Figure 4.114. 

The curves are similar to figure 4.113. Again there is a small peak followed by a 
much larger one. Hmvever, the first peak is more pronounced in the FZK model 
than in the JRC model. The second peak is almost identical in both models. The 
absolute values are somewhat higher at this position. 

The third position of interest is behind obstacle 13 in the region were vortices 
are expected to be created. The data is shown in figure 4.115. The values are 
even higher than at the previous location. \iVhile the FZK model predicts now 
predicts to peaks of similar height, the JRC model still calculates a small first 
and a large second peak. 

From the results can be deduced that the turbulence models in COM3D and 
REACFLO\iV are similar and give similar predictions. In order to further compare 
the quality of these predictions additional experimental data on the turbulence 
field is required. 
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Figure 4.93: Pressure histories at position 1.25 m 
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Figure 4.96: Pressure histories at position 4.25 m 
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Figure 4.98: Pressure histories at position 6.25 m 
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Figure 4.100: Pressure histories at position 8.25 m 
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Figure 4.102: Pressure histories at position 10.25 m 
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Figure 4.105: Pressure histories at position 11.75 m 
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Figure 4.106: Pressure histories at position 12.00 m 
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Figure 4.107: CONI3D field data: flame between obstacles 5 and 6 

turbulent kinetic energy 

Figure 4.108: COM3D field data: flame between obstacles 12 and 13 
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Figure 4.109: COM3D field data: fiame close to the end wall 
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Figure 4.110: REACFLOW: Flameposition at 2.75 m. 20 iso-lines from blue to 
red between min. and max. value in every plot. 
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n 

turbulent kinetic energy dissipation between 10000 and 775000 m2 s2 

Figure 4.111: REACFLOW: Flameposition at 6.25 m. 20 iso-lines from blue to 
red between min. and max. value in every plot. 
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Figure 4.112: REACFLOW: Flameposition at 9.25 m. 20 iso-lines from blue to 
red between min. and max. value in every plot. 
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Figure 4.115: Turbulence data near obstacle 13 (6.5 m): shear layer downstream 
of obstacle 
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4.6.3.2.4 Discussion of PDF calculations 

The comparison between the flame propagation measured in the experiment 
and the calculation showes a very good agreement in the first third of the tube 
(see Fig. 4.116). The flame propagation-velocity and, therefore, the accelera­
tion of the flame due to the obstacle path is well predicted. \iVith progressing 
combustion process the calculation shovvs an increasing deviation from the the 
measurement. This can be explained by an enhanced coupling of the flamefront 
and the precursor pressure wave. Due to this coupling the flame is burning into 
a region in which the thermodynamic state has changed significantly from the 
initial state. As already mentioned in Sect. 4.5.4.1 the chemical reaction rate 
and accordingly the PDF reaction rate are strongly depending on a predefined 
thermodynamic state. Therefore, it is not possible to predict the strong acceler­
ation of the flame with the applied PDF model based on one reaction progress 
variable. As a consequence the pressure development and the pressure peaks, 
which were measured in the experiment (see Fig. 4.93 to Fig. 4.106), can not 
be predicted. Furthermore the expansion flow in front of the flame is underesti­
mated and, therefore, the induced turbulence field. Based on this knowledge the 
calculation is considered for verification (see Sect. 4.6.3.2.4.1) only in the first 
part of the FZK tube. 

In Fig. 4.117, the flame front and the turbulence field is shown in the region 
0, 9m < z < 3.4m. The flame is identified by the reaction progress variable c, 
where c = 0 represents the unburnt, and c = 1 the fully burnt mixture. The 
second picture points out that turbulence is mainly induced in front of the flame. 
Due to the fact that the turbulent kinetic energy at this stage of the combustion 
process is located to a great extent in large eddies near the walls between the 
obstacles, the flame is accelerated by the turbulent influence beneath the middle 
axis. Therefore, the flame shape is folded in the middle of the tube. 

4.6.3.2.4.1 Discussion of the PDF model by means of the combus­
tion simulation in the FZK tube 
Since the combustion process in the FZK tube is well predicted by the PDF model 
in the first third of the tube, the most important variables are evaluated at the 
position z = 3.25 m as a function of time. In order to point out the influence of 
turbulence the position is located near to the wall between two obstacles where a 
higher turbulence level is expected. See Fig. 4.118 for the location of the tracer. 

The upper tracer in Fig. 4.120 shows the r'eaction progress and the concerning 
reaction rate w H 2o ( c). The flame is identified by the progress variable c progress­
ing from 0 to 1. Sinc~ thc reaction rate is depending on the reaction progress c 
and on the variance c"2 the development of the variance is depicted in the sec­
ond picture of Fig. 4.120. As an outer limit the dashed line shows the maximal 
possible variance 
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Figure 4.116: Comparison of experimentally determined data 'vith numerical 
calculations of the flame propagation in the FZK tube for a 11vol%-H2 in air 
mixture 

c'{;:ax = c(1- c). (4.9) 

The variance has a strong influence on the reaction rate and, in addition to 
that, it provides an information about the approxiamted shape of the flame. As 
can be seen in Fig. 4.119 the maximum reaction rate tends to a lower reaction 
progress if the variance tends to be maximal, i.e., if the normalised variance tends 
to be one. In this case the flame is considered to burn in a very thin flame front 
and the combustion process is expected to be limited by turbulent mixing. Due 
to the high variance the clipped gaussian PDF consists mainly of two peaks at 0 
and 1 and, therefore, the folding with the laminar reaction rate leads to a smaller 
PDF reaction rate. If the variance reaches its maximum no reaction takes place 
and the mixture is considered to be seperated in unburnt and fully burnt regions. 
On the other hand if the variance tends to zero the clipped gaussian PDF consists 
mainly of the gaussian distribution between 0 and 1 and the PDF reaction rate 
becomes more and more chemical limitated. In this case the combustion process 
is supposed to proceed in a very thick flame front. Finally, if the variance is 0, 
the reaction rate is corresponding to the chemical limitated reaction rate (also 
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referred to as 'laminar' reaction rate). 
At the considered location, the variance reaches a maximum value of c"2 = 

0.185. Hence it can be concluded that the fiame is burning in a thickened fiame 
front. Because the variance plays an important role in the PDF combustion 
simulation the determination of the variance has to be considered. The progress 
of the variance is determined by sahring a scalar transport equation for c"2 . This 
transport equation is mainly infiuenced by three source terms vvhich are printed 
over the time in the fourth picture of Fig. 4.120. The three sorce terms are: 

• svar97'ad: gradient production: 

( 
a- )2 7Jt c 2--

Sec ßxk 
(4.10) 

• svarskd: scalar dissipation: 

(4.11) 

• svarcw: reactive term: 

(4.12) 

The term svarskd is always a negative source and, therefore, reduces the vari­
ance. In contrary the term svar97'ad is always positive and increase the variance. 
The reactive term is mainly positive and pushes the PDF model to higher values 
of the variance. As can be seen, the source term svar g1'ad (by modeling 7Jt with k 
and E) and the scalar dissipation term are strongly infiuenced by the turbulence 
field. It has to be emphasized that the mentioned interaction of the turbulence 
field and the variance production represents the main way in which turbulence 
effects the PDF combustion simulation. Besides the turbulence effects the numer­
ical simulation by modeling the turbulent diffusivities in all transport equations 
based on the information of the turbulent kinetic energy k and the dissipation 
rate E. 

It can be observed in the fourth picture of Fig. 4.120, that the turbulence 
increases considerably before the fiame front is crossing the considered position. 
With an increasing velocity of the expansion fiow Uex (see lowest picture of Fig. 
4.120) the turbulent kinetic energy k and the dissipationrate E are reaching their 
maximum and are decreasing as the combustion proceeds. The axial velocity 
becomes even negative as the fiame front has passed at this point. The short 
velocity peak and the following disturbance of the velocity Uex ( as marked in 
the picture) are originating from the performed initialization of the combustion 
simulation. It clearly can be seen that the initialization exerts no infiuence on 
the fiame front passing the reference point. 
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The pressure trace shown in the lowest picture of Fig. 4.120 reveals that no 
pressure peak is induced by the flame front, and that the pressure level is steadily 
increased as ·was measured in the experiment at this stage of the combustion 
process. 

4.6.3.2.4.2 Conclusions 
\iVithin this project a presumed PDF combustion model based on the idea of Bray 
[29] was implemented in the commercial code CFX4.2. The PDF model has been 
adjusted in a way, that it was possible to calculate combustion processes with 
different premixed hydrogen-air mixtures. 

For the verification of the calculations, experiments vvere performed in the 
PhD-facility at the TU 11/Iunich and the FZK combustion tube, measuring the 
flame with photo diodes and pressure transducers for flames in different hydrogen­
air mixtures. In order to investigate the effect of turbulence on the flame propa­
gation, two different experimental set-ups vvere chosen: 

• PhD tube vvith 15 obstacles with a blockage ratio of 60 % and a mixture of 
13%H2 in air. 

• FZK tube with 23 obstacles with a blockage ratio of 30 % and a mixture of 
11 %H2 in air. 

The calculations revealed a basic problern of the applied PDF model. Due 
to the fact that the reaction rate calculated with the PDF model is bassd on a 
predefined initial guess the simulation can not account for enthalpy changes of 
the combustable mixture. This change has to be considered if the flame front 
propagates with a velocity faster than the speed of sound of the initial mixture. 
In this case a direct interaction of the flame front and the precursor shock wave 
takes place 'vith the consequence that much higher reaction rates, due to the 
different thermodynamic state in which the flame is burning, can occur. 

In order to overcome this problern the calculation for the PhD tube was per­
formed with PDF reaction rates based on an increased temperature and pressure 
level ( extracted from the measurements). With this approximation the numeri­
cal simulation showed a good agreement with the measurements concerning the 
maximum flame speed and the pressure development. 

In the case of the combustion simulations based on the FZK set-up a very 
good agreement between the calculation and the measurements can be observed 
up to the point where the flame is acclerated strongly due to the coupling of the 
flame front and the precursor shock wave. 

From the obtained results it can be concluded that for flames propagating 
at low Mach numbers the PDF model based on one progress variable is able to 
predict the propagation velocity. In the case of a strong acceleration of the flame 
and a propagation velocity at a high Mach number the applied PDF model has 
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to be extended with PDF reaction rates which account for enthalpy changes. A 
simple way to realize this is to calculate the PDF reaction rates for different 
initial guesses and interpolate the pressure and temperature dependent exact 
PDF reaction rates. In order to account for the temperature fluctuations an 
additional progress variable 1vhich is based on the temperature information has 
to be introduced. This has the consequence that two additional scalar transport 
equations (variance of the progressvariable for temperature and the covariance) 
have to be solved. 

A further improvement could be the use of a more detailed chemical reaction 
scheme instead of using a complex reaction for the hydrogen combustion. The 
reaction rate based on this extendended information could be determined using 
ILDM methods by Iviaas [39]. 
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4.6.3.3 R0498_05 - 12 % H2 

A 12 % hydrogen air mixture was selected as a third benchmark in the FZK 
tube. Calculations for this experiment were performed by FZK and JRC. Pres­
sure histories of the COM3D calculation are compared in Figure 4.121 to the 
experimental values for all14 available probe positions. Figure 4.122 shows sim­
ilar data for the REACFLOVl calculation. Here only 6 selected positions in the 
second half of the tube are displayed. 

Due to the lügher hydrogen concentration compared to the previously dis­
cussed benchmark the combustion proceeds faster. However the general behavior 
is similar. Both codes predict the fiame propagation throughout the tube fairly 
good. 

4.6.4 Summary of benchmark calculations 

In this section benchmark calculations with four different codes were compared. 
Due to limitations in the different codes not all benchmarks could successfully be 
calculated with all codes. Still it is not possible to select one code as superior to 
all others in all situations. 

The Tonus Code from CEA is specifically designed for low 1vlach number fiow. 
Therefore it has advantages for dilute mixtures with low hydrogen concentrations 
where only slmv fiames can develop. 

The REACFLO'iV code from JRC and the COM3D codeform FZK cover a 
wide range of combustion regimes. The COM3D code is the only fully 3D code in 
the tests, but has some limitations for very low hydrogen concentrations (below 
10 % by volume). While REACFLO,iV and COrvi3D have quite different grid 
representations, their basic models are similar and thus the calculated results are 
also close to each other. 

The code developed by TUNI uses the most advanced combustion model. 
However, at present the achievable grid resolution seems not to be sufficient 
when compared to the other codes. 
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Chapter 5 

Model application 

5.1 Model applications from CEA 

5.1.1 Numerical simulation of hydrogen/steam injection 

5.1.1.1 A multi-compartment geometry 

The numerical examples that are shown are based on a two-dimensional, four­
compartment (labeled A to D) geometry (figure 5.1) vvhich, although not par­
ticularly representative of any F\iVR design, induces non-trivial flow motion and 
allows us to compare the multi-compartment lumped-parameter model with a 
multi-dimensional field approach. The finite element mesh used for all the com­
putations in this paper consists of 7 424 quadrilateral elements and 7720 vertices. 
It is worthwhile emphasizing that the TONUS code, whether in its finite volume 
formulation [1] or in the finite element formulation described in this paper, uses 
unstructured meshes made of either quadrilaterals or triangles in 2D, and cubes, 
prisms or tetrahedra in 3D. An unstructured approach gives great flexibility to 
the code and allows complex geometries involving compartments, junctions or 
obstacles to be meshed fairly easily, using 'frontal' meshing techniques. As an 
example, figure 5.2 shows how the geometry considered in this paper can be tri­
angulated. The velocity field obtained a few seconds after the beginning of a 
gas injection is also shown, illustrating how the finite element algorithm with its 
elliptic solver can handle meshes made of triangles only. (Note that for clarity, 
the velocity field is plotted onto a coarser mesh, as will be the case in the rest of 
the paper.) 

5.1.1.2 Three injection cases 

Three injection cases are considered: hydrogen, steam and air at 650 K and in 
various proportians are injected during 20 seconds into the multi-compartment 
vessel described above, with initial pressure and temperature respectively equal 
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Figure 5.1: Four compartment geometry 

to 1 bar and 400 K. The injection is then cut, after which only natural convection 
and diffusion are responsible for the mixing of the gases. Nearly steady state is 
obtained after approximately 160 seconds of physical time. Tables 5.1 and 5.2 
give the initial and injection conditions for the 3 cases considered. Conditions 
are such that steam is always in a super heated state. Adiabatic wall conditions 
are considered, so that steam does not condensate at the vvalls. ·with these sim­
plifications, hydrogen distribution is solely governed by mixing through natural 
and forced convection as "~.vell as molecular and turbulent diffusion. 

5.1.1.3 Average hydrogen distribution per compartment 

Figure 5.3 shows a comparison of averagehydrogen distribution (for case 2) com­
puted with the lumped-parameter modeland the multi-dimensional model. For 
the latter, the mass per compartment is integrated over each compartment vol­
ume as well as over half of each junction connected to that compartment. The 
two distributions compare relatively well near the end of the simulation, \vith the 
multi-dimensional model predicting slightly more hydrogen in the upper com­
partment D. Results during the transient phase differ but this is not surprising 
since large time-steps were used in the case of the implicit lumped-parameter 
moffiiltäniimrlmllttiawapootMeslt~)tffitalwmpmhlimratmalm ~otl6h~R'lnJ haJJ4i:rlmerl 
byta:methfdti@fm:e:dsimthßsimulation) suggests that a hydrogen stratification is 
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Figure 5.2: Example of an unstructured mesh made of triangles and velocity field 
for the multi-compartment geometry, obtained 'vith the TONUS code 
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/ case # II % H2 vol. I % air vol. I % H20 vol. I PH2o/Psat 

1 0. 100. 0. 0. 

2 0. 90. 10. ~ 0.04 

3 0. 70. 30. ~ 0.12 

Table 5.1: Initial conditions (for all three cases, pressure equals 1 bar and tem­
perature equals 400 K) 

I case # 1/ % H2 vol. I % H20 vol. I % air vol. 

1 10. 0. 90. 

2 10. 30. 60. 

3 10. 60. 30. 

Table 5.2: Injection conditions (for all three cases, mass fiow rate equals 5 kg/s 
and jet temperature equals 650 K) 

obtained in all three cases. However, it is unable to reveal the precise distribution 
of the gases. A distribution analysis based on a multi-dimensional model is 
therefore mandatory. 

5.1.1.4 Multi-dimensional field results 

Figures 5.4 and 5.5 show the velocity field and hydrogen volume fractions at times 
t = 1.2 s, t = 2.6 s, t = 26.7 s and t ~ 160 s, for case 2. As the vessel pressurizes, 
the jet velocity decreases (figure 5.7) from values close to 20 m/s at the beginning 
of the injection to values less than 5 m/s at the end of the injection phase. Note 
that the maximum velocity in the fiow field is close to the jet velocity, indicating 
that buoyancy induced acceleration ( due to the lügher temperature and lighter 
density of the jet) remains small. During the first 20 seconds, forced convection 
and turbulent diffusion are the dominant mixing mechanisms. After the injection 
is cut, natural convection mixing is dominant, as turbulence tends to damp out. 
The maximum hydrogen concentration in the three cases decreases rapidly from 
10% (in the jet) to levels varying betvveen 6 and 8% (figure 5.8). 

In figures 5.4 and 5.6, the concentration field at time t ~ 160 s shows in all 
three cases a hydrogen stratification ,,;rith lügher concentrations situated quite 
understandably in the upper part of compartment D, as well as in the upper part 
of compartment C where the maximum concentration is located. The distribution 
of steam closely resembles that of hydrogen, with levels varying from 0% ( case 1) 
to slightly more than 50% ( case 3). 



322 CHAPTER 5. JviODEL APPLICATION 

MIN 0.0%- MAX 10.0% MIN 0.0%- MAX 10.0% MIN 1.7%- MAX 8.2% MIN 3.7% - MAX 6.7% 

Figure 5.4: Hydrogen volume fraction at times t = 1.2 s, t = 2.6 s, t = 27.7 s and 
t ~ 160 s (case 2) 

MIN 3.2% - MAX 6.4% MIN 4.5% - MAX 7.5% 

Figure 5.6: Hydrogen volume fraction at t ~ 160 s (cases 1 and 3) 
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Figure 5.8: ß/Iaximum hydrogen volume fraction vs. time for the three different 
cases obtained with the multi-dimensional model. 

5.1.2 Numerical simulations of hydrogen deflagrations 

In this section, combustion simulations starting from the previously computed 
hydrogen distributions are performed. As we are interested solely in the infl.uence 
of hydrogen and steam concentration on the fl.ammability of the different gas 
mixtures, the pressure and the temperature have been reset to their initial values 
(1 bar and 400 K), keeping the volume (and mass) fractions of the different gases 
unchanged. 

5.1.2.1 Flammability diagram 

The peak hydrogen concentration and the corresponding steam concentration for 
all three cases (at timet~ 160 s) are represented in figure 5.9, which represents 
the flammability limits of hydrogen, steam and air as derived by Marshall [2]. 
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These limits have been established in conditions close to 1 bar and 400 K, in 
a smaller volume than the one considered here. This diagram indicates that in 
cases 1 and 2, the gas mixture near the peak hydrogen location lies within the 
flammability limits whereas in case 3, it clearly lies outside. 

5.1.2.2 Combustion simulations 

In order to try to ignite the gas mixtures, a peak of temperature has been ap­
plied near the location of the maximum hydrogen concentration ( upper part of 
compartment C). Combustion is simulated using the 'Eddy Break-Up' model de­
scribed previously. As anticipated from the flammability diagram, the mixture 
ignites in cases 1 and 2 but is unable to burn in case 3. Figure 5.11 shows the 
evolution of the volume fraction of hydrogen during the propagation of the de­
flagration. The initial distribution corresponds to that of case 1 (left picture in 
figure 5.6). The flame rapidly moves upward in compartment D, starts a swirling 
motion as it expands, and slowly moves downwards. Combustion is complete in 
just over 20 seconds. The velocity fields are shown in figure 5.12. 

Figure 5.10 shows the evolution of the global pressure as a function of time in 
the three cases. Hydrogen in case 2 burns more slowly than in case 1, probably 
due to the presence of steam. On the other hand, in case 3, pressure shows only 
a very slight increase, indicating that the flame is unable to burn and propagate. 

I 
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Figure 5.9: Marshall Flammability limits of air/ H2/ H 20 mixtures at 0.83 bar 
and 383 K, and for an enclosed volume of 5.6 m3 [2]. Position of peak hydrogen 
concentration for cases 1 to 3 



5.1. MODEL APPLICATIONS FROA!J CEA 325 

XL E5 PRESSURE (Pa] 

'·'P---~~-~~----,---,--

1 

2.4 

2.2 

2.0 

t = 1--a----- CASE_l 

1.0~~~-==="=o=~~~____J 

1.8 

1.6 

1.4 

1.2 

.00 5.00 u.oo 15.00 20.00 25.00 30.00 35.00 

Tnm [s] 
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Figure 5.11: Hydrogen volume fraction at timest= 3.5 s, t = 6.8 s, t = 9.7 s and 
t = 16.7 s, starting from distribution corresponding to case 1 

Figure 5.12: Instantaneous velocity field at times t = 3.5 s, t = 6.8 s, t = 9. 7 s 
and t = 16.7 s, starting from distribution corresponding to case 1 
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5.2 Three dimensional GASFLOW Analysis of 
Steam Hydrogen Distribution with Mitiga­
tion 

5.2.1 Introduction 

During hypothetical core melt accidents, steam and hydrogen can be released 
into the containment of pressurized water reactors. \iVithout counter measures, 
flammable mixtures may form and cause combustion loads that could threaten 
the integrity of the containment. Such sequences have a very low probability of 
occurrence and are beyond the design envelope of nuclear power plants. Mea­
sures for a risk reduction are currently being discussed to prevent an early con­
tainment failure during such beyond-design sequences. One such measure is the 
implementation of recombiners for the early catalytic combustion of the released 
hydrogen to prevent the buildup of detonable hydrogen/ air mixtures in the con­
tainment atmosphere. The 3D field code GASFLO\i\l [4] is ajoint development of 
Forschungszentrum Karlsruhe and Los Alamos National Labaratory for the sim­
ulation of steamjhydrogen distribution and combustion in complex containment 
geometries. GASFLO\~T gives a full solution of the compressible 3D Navier­
Stokes equations and has been validated by analyzing experiments tlmt simulate 
the relevant aspects and integral sequences of such accident::-;. The newly released 
version 2.1 of GASFLOW that has been validated vvith the analysis of many in­
tegral and separate effects tests has been applied in a mechanistic 3D analysis of 
steam/hydrogen distribution with mitigation involving a large number of different 
catalytic recombiners at various locations in two types of spherical PWR contain­
ments of German design. The simulations are the first full analysis for quite com­
plex containments. The analysis were performed after successfully predicting a 
buoyant helium jet and the resulting helium stratification in a blind pre-test anal­
ysis of the Batteile He-injection test Hyjet JX7 and after showing up the validity 
of specific recombiner models to simulate the performance of different types of 
recombiners in a representative containment atmosphere. The results from these 
3D containment analysis show up some generic differences between similar simu­
lations carried out in parallel by using so-called lumped parameter (LP) models 
[5] that represent the containment by various control volumes which are inter­
connected through lD fl.ow paths, and they identify the controlling generic effects 
for a scenario with a large-break loss-of-coolant accident (LOCA) in two quite 
different containment geometries. This final report summarizes the results from 
the simulation of the He injection test JX7 and from the analysis of relevant 
recombiner tests from the Batteile GX series that used Siemens type recombin­
ers. Subsequently it discusses the results from the 3D containment analysis in 
which all these key phenomena come into play. It describes the 3D containment 
models, explains the applied concept of recombiner positioning, and it discusses 
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the results for the pressure and steam/hydrogen distribution in relation to the 
applied source term. 

Finally the result of 3D Analysis of steam/hydrogen Distribution in Present 
Nuclear Reactor Containments of Siemensdesign will be shown. 

5.2.2 Distribution: Blind pre-test analysis of the Batteile 
Hyjet He-Injection Test JX 7 

In this section we describe a GASFLO"W validation against the test HYJET-JX7 
performed in the Battelle model containment. The objective of this test was, 
to have a combined jet and distribution test case. For security reasons helium 
instead of hydrogen was injected into the BiviC. The heliumwas injected upwards 
in one of the lower Banana rooms R6 of the BMC through a 95mm nozzle. The 
nozzle was placed directly under an opening to an upper room R5 with an direct 
opening to the BTviC dome. Helium was injected into the B.lviC for 190s at an 
injection flow velocity of 42m/s (in total 9.25kg helium). Fora total time of 750s 
helium concentrations and flow velocities \Vere measured at various positions. 
Details of the experiment might be found in [3]. 

Fig. 5.14 gives a general overview of the BMC, the helium jet, and the strati­
fication of the jet within the dome of the BMC. In the picture a 10 vol.% helium 
concentration iso-surface is shown, which indicates the area of jet-entrainment 
and stratification within the dome area. 

Fig. 5.13 shows measured and simulated helium concentrations for various 
position along the Containment center axis. In the experimental as \vell as in the 
simulated results a clear stratification can be found. In the simulation helium 
concentrations are over-predicted in the upper part of the dome. This might be 
explained with a slightly under-prediction of the entrainment of air in the helium 
jet, as can be seen in Fig. 5.15 and Fig. 5.16. 

Fig. 5.15 and Fig. 5.16 show a comparison between measured and simu­
lated helium concentrations for two different times (60s and 190s after injection 
started). The simulation shows lügher helium concentrations in the core of the 
jet, which is due to under-predicted entrainment into the jet. This is caused by 
the weakness of the algebraic turbulence used in the simulation as well as the 
still coarse resolution within the jet (the resolution corresponds to app. one noz­
zle diameter). Both simulation and experiment show a shift of the jet axis. This 
can be explained by some sideward openings near the jet. 

Fig. 5.17 showsexperimental and simulated flow velocities for two positions in 
the opening between room R5 and the dome of the BMC. One positionwas right 
in the jet and shows therefore an upward flow of ca. 2m/s during injection time, 
the other position was outside the jet but still in the same opening and shows 
a flow velocity of 1m/s downwards into room R5 due to entrainment/sucking 
of air into the jet. This is something very interesting, as in the same opening 
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Figure 5.13: Heliumjet and stratification in the BMC during HYJET JX7 test 
at 50s (GASFLO\iV-KISMET simulation) 

two flnw directions can be found, corresponding also to two different helium con­
centrations. Samething like this is nearly impossible to predict with a lumped 
parameter code. This effect was very well predicted within the GASFLOW sim­
ulation. 
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Figure 5.14: Experimentaland with GASFLO\iV simulated helium concentrations 
along the BMC axis. 
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Figure 5.15: Experimentaland with GASFLOVl simulated helium concentrations 
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Figure 5.16: Experimentaland with GASFLOW simulated helium concentrations 
as a function of radial position from the jet center line at two different times and 
two different axial positions. 
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5.2.3 Mitigation by catalytic recombiners 

The installation of catalytic recombiner boxes at various locations inside the 
containment is considered as an option for the reduction of the hydrogen risk. 
Such recombiner boxes are passive devices with arrays of foils or sandwiches with 
granulate that are coated with a platinum containing layer. A buoyancy driven 
flow occurs through these boxes from the energy release of the catalytic reaction. 
Two different types of recombiners, the Siemens Plate and the NIS granulate 
recombiners are currently considered as mitigation devices. Vve have successfully 
analyzed the experiment MC3 before that tested the performance of a large pro­
tatype NIS recombiner module under conditions of steamjhydrogen release in the 
Batteile Model Containment [6]. During the time of the EC contract we have 
also successfully analyzed the GX series experiments [7] that were also performed 
in the Batteile Model Containment. They tested a Siemens plate recombiner box 
under conditions of different steamjhydrogen injections. Thesetests used smaller 
recombiner modules that were scaled from the large containment volume to the 
smaller test rooms of the Bl\IIC. They studied the influence of different release 
locations, different hydrogen release rates and different steam atmospheres. So 
far the GX series are the only tests that also studied the combined mitigation 
effect (so-called dual concept) of recombiners and igniters. We have analyzed 
tests GX4, GX6 with recombiners and test GX7 \Vith recombiners and igniters 
using GASFLO\iV. Figure 5.18 gives a sketch of the test facility used for these 
experiments. 

5.2.3.1 Validation of mitigation measures with Batteile GX experi­
ments 

The Batteile Model Containment (BMC) is a cylindrical building 9 m high and 
11 m in diameter (5.2.3.1) . It has a free gas volume of 625m3 and comprises 
an outer region with the dome and the annulus and an inner region with four 
compartments arranged in a ring, and one central compartment at two axial 
planes. Allwallsare made of concrete. The compartments can be combined in a 
variety of room chains by opening or closing of overflow openings. 

The GX tests were performed in the annular compartments R5 to R8 ("banana 
rooms") and the central cylindrical room R1/R3 of the BMC. A plug on top of 
the central room R1 /R3 and closed openings on the outside of the banana rooms 
sealed off this inner containment from the ring room and the dome of the BMC. 
The total gas volume of the participating rooms was 209m3 , each banana room R5 
to R8 had a gas volume of 49m3 . A radial cut and the azimuthally unwrapped 
banana rooms (fig. 5.19) show the arrangement of the test compartments in 
the developed 3D cylindrical model for GASFLOW. The central compartment is 
closed at the top and the banana rooms can be seen on the side. On the right there 
are the four banana compartments in an azimuthally unwrapped representation 
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Figure 5.18: Geometry of the Battelle Model Containment 

with the overfiow operrings linking these compartments. The inner compartments 
of the BMC were represented in GASFLOW by a 3D cylindrical geometry model 
with 5800 computational cells. The scaled recombiner box has a cross section of 
11.6 cm x 16 cm, ·while its height of 1.6 m is that of a prototype. It is installed 
at the inner wall of the compartment R5, not far from the overfiow operring to 
compartment R6. The fiow passes through the box from the bottarn to the top 
during the test. The gas heated by the recombination fiows radially outward at 
the top into the R5 compartment. 

We modeled thc catalytic recombiner inside the true box size using six axial 
nodes (fig. 5.20) assuming the recombination energy to be released in the third 
node. The calculations used the measured performance data in fig. 5.20. A 
recombination rate was determined in dependence of the calculated hydrogen 
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Figure 5.19: Arrangement of compartments and test setup in the Battelle model 
containment for the GX recombiner tests 
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Figure 5.20: Sketch of the multi-node and single node recombiner model in GAS­
FLOW 
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concentration at the box inlet and a forced fiow boundary condition was applied 
at the box entrance that supplied the hydrogen and oxygen for the achievement 
of the measured recombination rates vvith the measured efficiency. For a given 
hydrogen concentration at the inlet to the box, the performance data define a 
steady state Operating condition. The steady state velocity for the given hydrogen 
concentration is achieved vvith a user specified time constant. This time constant 
is just a few seconds for the Siemens recombiners. For other recombiners p.e. the 
NIS recombiners, that react with a larger thermal inertia it is in the order of 2000 
s. The energy from recombining the fraction of the in-fiowing hydrogen defined 
by the measured efficiency, heats up the entering gases and a hot exhaust fiow 
results. When modeling the exact hydraulic resistances inside the box we could 
also predict the buoyancy fiow from the reduction of the gas mixture density 
due to the recombination energy quite well with full accountance of the chimney 
effect that results from the differences in the density integrals on the outside and 
inside of the recombiner box. The simulation of the buoyancy pump from the 
measured recombination rate required the precise nodalization of the height of 
the recombiner box to capture the chimney effect. We also tested a simplified 
recombiner model with only a single fluid node (fig. 5.20) having an intake at 
the bottom and an outfiow to the side. The differences were only minor [8] when 
using the forced ventilation option at the recombiner inlet with the measured 
performance data. 

Such a single node representation of the recombiner box greatly enhances the 
fiexibility for positioning of the recombiners in a complex 3D containment mesh. 
It avoids specific mesh adaptations for capturing the chimney effect when model­
ing the fiow through the recombiner from the measured performance data. Most 
analysis of the GX tests was clone with the measured performance data from fig. 
5.20. But we also investigated the infiuence of a slightly different representation 
of the recombiner performance which has been suggested by Siemens [9]. We ob­
tained a slightly reduced overall hydrogen removal with this Siemens correlation, 
that also included a pressure correction, but the differences were marginal. 

5.2.3.1.1 Test conditions 

In the GX4 test, there were two periods during which hydrogen was injected, 
initially from a line source on the bottom of the upper banana compartment, 
R5, and subsequently from a line source down in the R8 compartment. Steam 
was injected at three locations at the bottom of R5, R6, and R8, initially for 
preconditionning, but then also during and between hydrogen injections. All 
compartments with steam injection had sump valves for pressure equilibration 
and also for venting the air. The valves were open during the pre-conditioning 
and in between hydrogen injections and briefiy, due to an experimental error 
also while hydrogen was being injected. They were closed in time before the 
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hydrogen injections. The GX6 test "\vas similar to GX4, but there was only one 
period in which hydrogen was injected at the bottom of R8. The GX7 test was 
run with considerably lügher steam and hydrogen contents. At the end of the last 
injection period flammable conditions were reached in this test. Hydrogen was 
again injected in two injection periods, first in the top compartment R5 then in 
the bottom compartment R8. Spark igniters with a spark duration of 1 ms and 
a sparking interval of 7 s were installed in each compartment and were activated 
part of the time during the hydrogen injection in the GX7 test. This made the 
GX7 test the first experiment testing the combined effect of the two mitigation 
countermeasures provided for in the so-called "dual mitigation concept". 
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Figure 5.21: Sketch of the multi-node and single node recombiner model in GAS­
FLOW 

The conditions of the three experiments are summarized in fig. 5.21. The dia-
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gram shows the rates of steam and hydrogen injection together vvith the opening 
times of the sump valves and the periods of biower operation. For the GX7 test, 
also the activation times of the igniters are indicated. The analysis proved the 
existence of leakages. In the GX7 tests, these leakages infiuenced concentrations 
and pressure developments so much that leakage effects were simulated around 
the 14 instrument guide tubes penetrating the outer wall of the banana com­
partments. The leakage area taken into account in the analysis of GX7 totaled 
43cm2

, the hydraulic diameter used was 1 mm. 

5.2.3.1.2 Results for GX4 and GX6 

Calculated and measured hydrogen concentrations in the GX4 and GX6 ex­
periments are presented in fig. 5.22. In the GX4 test, the problern time computed 
was 20 h, in the GX6 test, lOh. The agreement between measurements and cal­
culations is quite good. During the second injection period of GX4 with the 
hydrogen source in R8 GASFLO\iV somewhat over-predicts hydrogen concentra­
tions in R5 and R7 and gives a somewhat lower concentration in the low source 
room R8. The concentrations in GX6 are right on the measured data. The hy­
drogen concentration reaches a maximum of 4%. Hydrogen is distributed nearly 
homogeneously throughout all compartments. 1Vlinor differences occur during the 
second hydrogen injection in the GX4 test, 'vhile the GX6 test shows a fiaw in 
the calculated data at 6h which disagrees with the test data. Both events are 
consequences of leakages not taken into account in the analysis of GX4 and GX6. 
The deviation in the GX4 test is a consequence of the strong decrease of the 
steam injection at this point in time. In the containment, which was assumed 
tight in the simulation, the upper compartments containing large steam volume 
fractions experience a pressure reduction as a result of steam condensation when 
the steam supply stops. At the same time, condensation of the steam adds to 
the hydrogen concentration in the upper compartments. The pressure sink sucks 
additional hydrogen from the R8 injection compartment towards the top. This 
results in the hydrogen concentrations being overestimated at the top and under­
estimated in compartment R8, compared to the measured data. In the presence 
of leakages, this pressure sink and the associated increase in the hydrogen vol­
ume fraction cannot occur. The fiaw in the GX6 analysis is also connected with 
a major reduction in the steam source, but is infiuenced additionally by a sump 
valve opening in this phase. Steam reduction initially causes an increase in hy­
drogen concentration evident also in the measured data, albeit in an attenuated 
form. \iVhen the sump valve in compartment R6 opens, air is taken in in the 
GASFLO\iV analysis to offset the too strong evacuation effect. Fora short period 
of time, this causes the hydrogen concentration to be underestimated compared 
ot the measurement. In the presence of a leakage, and this is in agreement with 
the measured data, the pressure decreases only slightly as the steam source is 
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Figure 5.22: Comparison between measured and calculated hydrogen volume 
fractions in test GX4 and GX6 

being turned off. When the sump valve in compartment R6 is opened, only a 
negligible brief dilution effect occurs. 

5.2.3.1.3 Dual concept test GX7 

The concentrations calculated for the different compartments of the GX7 ex­
periment are shown in Figure 5.23. In these analysis, leakages were taken into 
account from the onset of the analysis. The firsthydrogen injection into the up­
per compartment, R5, causes pronounced stratification with maximumhydrogen 
concentrations of 8%. The high concentration spreads azimuthally also into the 
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Figure 5.23: Hydrogen volume fractions, flammability limits, and ignition inter­
vals in test GX7 

adjacent compartment, R7, while concentrations in the lower compartments and 
in the central compartment increase only very little. This stratification is ren­
dered well by GASFLOvV. The horizontal bars in fig. 5.21 mark the activation 
periods of the igniters in various compartments. During the first hydrogen injec­
tion all igniters were activated. Despite the high hydrogen concentrations in the 
upper compartments, hovvever, there was no ignition. The steam content was too 
high. The calculatcd ignition limit of the hydrogen/steam/air mix, according to 
the Shapiro diagram [10] (thin line in fig. 5.23), is above the hydrogen concen­
tration throughout the first ignition phase. In the beginning, the atmosphere is 
even completely inerted by steam (steam fraction > 65 Vol%). With decreasing 
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steam injection the steam fraction is reduced as a result of condensation. Conse­
quently, the ignition limit in compartments R5 and R7 approaches the hydrogen 
concentration. The hydrogen concentration can briefly exceed the ignition limit 
in compartment R7, but the igniters are no Ionger active at this point in time. 
Also in the experiment there were no ignitions during the firsthydrogen injection 
phase. All hydrogen associated ·with the first injection phase is reduced solely by 
the catalytic recombiner, which is active far below the ignition limit. Catalytic 
recombination causes the hydrogen content in the upper compartments to drop 
even below that in the lower compartments. Also in this late phase, the analysis 
reflect the experimental findings quite well. 

The second injection of hydrogen occurs after 8.5h from a line source near 
the bottarn of compartment R8. Because of the lüw steam content in the lower 
compartments, the ignition limit is exceeded there very quickly. Hüwever, during 
the second hydrogen injection, no igniters vvere activated in the source compart­
ment R8. During the second hydrogen injection, igniters were active only in 
the two adjacent compartments, R6 and R7. As a consequence of the hydrogen 
spreading out azimuthally ignition conditions are established first in the hori­
zontally adjacent compartment, R6. Ignition was quite mild. In the simulation, 
flame propagation towards the source was initiated only by a continuous spark 
duration of 5 s, because the computational grid is rather coarse for a combus­
tion analysis to be triggered with the real sparking time of 1 ms. The flame 
generated with this extended spark duration burns practically all of the hydro­
gen in the Containment. In the experiment, only the source compartment, R8, 
burns out completely, while quenching goes on in all adjacent compartments so 
that a residual concentration of unburnt hydrogen is left. Hydrogen injection 
continues also after the first combustion. Again the ignition limit is exceeded in 
compartment R6, and there is another ignition. Because of the absence of resid­
ual hydrogen, this occurs slightly later in the GASFLOVV analysis than in the 
experiment. In GASFLow·, again all of the available hydrogen is burnt, while 
residual concentrations in the adjacent compartments remain in the experiment. 
GASFLO\,Y predicts the most important part of the combustion processes quite 
well, despite the lack of detailed models for the quenching process. A more accu­
rate description of the combustion would require a much more refined mesh grid. 
The GASFLOW simulation of early ignition as a countermeasure preventing the 
buildup of mixes capable of detonation does not require excessive accuracy, e.g., 
with respect to the load potential. What is important is the local conservation of 
the combustion enthalpy and its impact on convection in the containment. The 
analysis are sufficient in quality to meet these requirements. 

Some results from the GASFLOW analysis of test GX7 reveal pronounced 
three-dimensional effects. This is indicated by the snapshots for the conurations 
shown in fig. 5.24. On the left, there is the status at peak hydrogen concentra­
tion during the first hydrogen injection period; on the right the status is shown 
at the onset of the first ignition during the second hydrogen injection. Several 
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Figure 5.24: Snapshots of conditions at peak hydrogen concentration (left) and 
the onset of hydrogen ignition (right) in test GX7 

results are superimposed in this diagram as different plumes. \iVhat is shown 
is the inner Batteile containment 'vithout the outer wall and the ceiling so as 
to provide a better view of the results. The hydrogen plume with concentra­
tions above 9% builds up above the line source at the bottom of compartment 
R5. As a consequence of the continuous recombination, it is interrupted below 
the recombiner box. The hot exhaust gases arising as a consequence of the re­
combination energy are indicated by the iso-surface above the recombiner, which 
encompasses the hot plume with gas temperatures above 400 K. The transparent 
plume marks the region with steam volume percentages above 72%, indicating 
the steam-inerted region in which no ignition is possible. This region extends 
through the upper regions of the compartments R5 and R7, but not as far as 
to the floor. The igniter in the R5 compartment is situated fully in the region 
inerted with steam. If the igniter position in the R5 compartment were different, 
for instance, a short distance above the floor, ignitions would have been possible 
even during the first injection phase. Local concentrations may vary greatly even 
in this small compartment. 

The first ignition after nine hours produces a completely different picture. 
The geometry model was turned slightly counterclockwise to allow the onset of 
ignition to be indicated and to clear the view of the R8 source compartment and 
the R6 ignition compartment. A hydrogen plume vvith hydrogen concentrations 
above 5% extcnds into the entire source compartment, R8, and, in an azimuthal 
direction, also into the R6 compartment. A finger of the plume in the compart­
ment R 7 indicates tlmt hydrogen was able to penetrate locally also into the upper 
compartment. Another plume is generated at the lower connection between R6 
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and the central compartment, R3. It is produced as a result of dispersion via the 
central compartment. The transparent plume now marks the region ·with steam 
fractions above 40%. The steam volume fraction in the upper compartments is 
higher; at the overfimv opening from R8 to R7, the propagating hydrogen plume 
has displaced the steam locally. At the onset of ignition, the steam fraction is 
below the inerting limit of 65 vol% everywhere. The crosses in compartments R7 
and R6 indicate the positions of the two igniters active in the second hydrogen 
injection phase. Ignitable mixtures are produced first at the igniter in R6. The 
plume above the igniter marks the hot gas region at T >400 K established locally 
after the first ignition. The recombiner continues to operate also in this phase. 
Because of the much lower hydrogen concentration in the R5 compartment, its 
exhaust plume is only -vveak. After ignition, the fiame propagates along the gra­
dient of rising hydrogen concentrations. This process involves brauehing into an 
azimuthal propagation towards the source and into a fiame front moving through 
the central compartment towards the source compartment. Vlhen the two fiame 
fronts meet in the source compartment, there is a brief pressure peak v;rhich, 
compared with the measured data is overestimated in the GASFLOW analysis 
(narrow pressure peak of 1.9 bar as against a measured, broader peak pressure 
of 1.3 bar). The transient fiame propagation after the ignition was recorded as a 
film and can be observed on a video. 

5.2.4 Distribution and Mitigation: 3D analysis of 
steam/hydrogen distribution in nuclear reactor Con­
tainments 

5.2.4.1 Containment models 
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Figure 5.25: 3D GASFLOW geometry model for plant A 
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Two large 3D Cartesian geometry models were developed for GASFLOW. 
Plant A represents a spherical PWR containment of a German pre-Konvoi type, 
Plant B represents a current Gennarr Konvoi type FWR. Both plants have spher­
ical containments that are bounded by a concrete shell with an annular gap of 
air and a steel shell around a free gas volume of ca. 70,000 m3 (fig. 5.25). GAS­
FLO\iV simulates the spherical concrete shell as stair-stepped obstacles and the 
steel shell as stair-stepped -vvalls in a 3D Cartesian mesh using 158,000 cells for 
plant A and 184,000 computational cells for plant B with an average cell volume 
between 1.3 and 1 m3 per cell. The structures inside the steel shell are set up 
according to the plant layouts by defining obstacles that occupy full cell volumes, 
and by putting walls on cell boundaries that block the flow perpendicular to the 
surface. Obstades and walls are simulated as heat absorbing structures of either 
concrete or steel. Their surfaces are adjusted to exactly represent the projected 
areas on the spherical steel and concrete shell, and they balance in total to the 
plant data for the internal concrete surfaces and the spherical steel shell surfaces 
that are given in table 1. The gas flows through the interconnected free cells not 
occupied by obstacles and through operrings that become transiently available 
when the pressure difference across selected walls ( defined as rupture disks or 
rupture fiaps) exceeds a certain value (between 55 and 100 mbars) and causes 
the removal of this particular wall from the mesh. Figure 5.25 displayssuch fiaps 
on the sides of the steam generator towers for plant A. They open connections 
between the operating room and the so-called component rooms with the pumps 
and steam generators inside. Steel shell, dome, crane, operating deck and missile 
protection cylinder are the relevant structures of the operating room visible in 
Fig. 5.25. The blow-down source is located in a component room under the left 
steam generator tower at a low axial location. Its location in the 3D mesh is 
shovm on the right side of the graph which gives the geometry inside the steel 
sphere without the structures. 

The GASFLOW analysis of plant A includes the simulation of mitigation by 
a total of 44 catalytic hydrogen recombiners that are placed at various locations 
in the operating and component rooms (fig. 5.25). The recombiners are from the 
NIS type [6). About 30% of them are attached to the crane support bars and 
above. Each recombiner is represented by a single fluid cell that is bounded by 
steel walls on the sides. Gas flmv occurs into and through these boxes applying 
an active ventilation option which determines the flow rate in dependence of the 
calculated local hydrogen concentration at the box entrance on basis of measured 
operating data. The recombiners thus operate in a 3D concentration field and 
reflect all effects from local stratification and Sedimentation of gases. An efficiency 
that is defined pressure-dependent recombines a large fraction of the in-flowing 
hydrogen with oxygen to steam and adds the chemical energy to the gas flow, so 
that colder gases with hydrogen enter the boxes and hot gases of steam, nitrogen, 
and oxygen with only some residual amounts of hydrogen leave the boxes. For 
the NIS recombiners, gases leave the boxes in vertical fiow. The analysis of plant 
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B simulates 62 recombiners of the Siemens type (fig. 5.20) that are closed at the 
top and open on the sides so that hot gases leave the box es in horizontal flmv. As 
shown before, the GASFLO'V modeling of the Siemens type recombiner boxes 
was validated with the successful analysis of the Batteile recombiner tests GX4, 
GX6 and GX7, and for the NIS type recombiners with the analysis of the Batteile 
test 1viC3 [6]. 

5.2.4.2 Results 

The investigated scenario was a large-break LOCA at a low release location from 
a rupture of the pressure relief line from the hot leg of the primary loop to the 
pressurizer (surge-line LOCA). The same source was applied in the analysis of 
plants A and B. It was taken from a :tviELCOR analysis of this accident [11] and 
covered the in-vessel phase of this scenario with a total problern time of 7000 s. In 
the blmv-down phase ( first 700 s) a two phase mixture of 462 tons of water and 39 
tons of steam gets injected. Isenthalpic expansion to the transient containment 
pressure adds another 50 tons of steam. The relocation of water and steam is 
considered in a single flow field using a homogeneaus equilibrium model, from 
which the water is parametricaily removed with a time constant of 100 s after the 
achievement ofthermal equilibrium between water and steam. Mass and energy 
of the rained out water are balanced. They could be applied for the simulation 
of sumps, but were neglected in this analysis. Another 50 tons of super-heated 
steam are released after the blow-down with peak temperatures above 1000 K. 
Hydrogen release starts after 1500 s. Altogether 531 kg of hydrogen are added 
of which 120 kg are entered during a strong release peak at 5932 s due to an 
enhanced steam/zirconium reaction after the failure of the core support. Volatile 
fission products (Xenon) are also released. They carry a total decay heat of 8 
MW which is released volumetricaily dependent on the local Xenon density. 

The applied steam/hydrogen release rates are displayed in Fig. 5.19 tagether 
with the calculated pressure transients from GASFLO,iV for plants A and B. 
Isenthalpic expansion of the blow-down source leads to an early initial pressure 
peak of nearly 4 bars in both containments. The further pressure development is 
controiled by steam condensation and release. Both Containments have the same 
free gas volume of 70,000 m3 . But because plant A is less compartmentalized 
than plant B and has 30% less concrete surfaces, the pressure decays less rapidly 
than in plant B after the blow-down, and it increases more during the further 
steam/hydrogen releaseagairr reaching 4 bars at the end in plant A compared to 
2. 7 bars in plant B. Pressure waves open most flaps and rupture disks during the 
first 0.5 s of the blow-down. 

The released source gases of steam and hydrogen form a buoyant jet that 
rises through the steam generator tower above the source. The gas enters the 
operating room through the failed rupture disks and flaps in the steam generator 
tower. The operrings from the failed rupture disks, which are on the roofs of the 
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Figure 5.26: Steam/hydrogen source and pressure for the analyzed surge line 
LOCA in containment A and B 

steam generator towers in plant B, allow a direct axial expansion of the buoyant 
source jet into the dome. In plant A the failed fl.aps are on the sides of the steam 
generator towers. The gas from the source jet also rises into the steam generator 
tovver and gets injected horizontally from all sides and forms four fingers which 
rapidly extend deeply into the dome. Figure 5.27 shows the calculated buoyant 
source jets in the dome that result in Plant B (11 vol% H 2 ) and plant A (7 Vol% 
H 2 ) during the last rapid steam/hydrogen release after core support failure at 
5932 s. The calculation of these jets has a good validation basis. GASFLOW' 
could successfully predict such buoyant source jets in the blind pre-calculation 
of the Batteile Hyjet Helium injection test JX7 [3] and in the analysis of the 
Canadian Whiteshell tests with little sensitivity to the applied mesh sizes [12]. 
The snap shots in Fig. 5.27 also show recombiners higher up in the containment 
with pronounced hot exhaust gases (T>650K). They have little impact on the 
fl.ow field and are outside the source jet in a stratified region built up after the first 
phase of the steam hydrogen release, vvhile the recombiners at a lower location 
on the operating deck and away from the source side tower don't yet see much 
hydrogen at this time. The stratified region in the dome is displayed for plant B 
as transparent cloud (T>500K). 

The rising source jets after the strong hydrogen release are defl.ected in the 
dome near the sphere, spread out to the side, mix within 200 s due to the vortices 
calculated in GASFLOW as the result of Taylor instabilities and fl.ow diversions 
in the dome (Fig. 5.28) and contribute to the formation of a temporarily stratified 
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Figure 5.27: Hydrogen source jets, stratified clouds and recombienr exhaust 
plumes, snapshot of GASFLOV\T results at end of H 2 injection (5932 s) 

cloud in the dome. On a larger time scale a secondary flmv develops in a thin 
layer around the condensing structures \Vhen steam condensation locally leads to 
a dried gas with a larger hydrogen and air volume fraction and to a layer with an 
increased average molecular weight in \vhich this gas sinks down along the cooled 
structures. This so-called condensation sedimentation effect homogenizes the 
stratified atmosphere in a "wet" scenario with steam. Due to the smaller structure 
surfaces of plant A it develops more slowly than in plant B but ultimately it is 
the same mechanism that is responsible for the atmospheric mixing. 

Besides the spreading out of the source jet through the source side steam 
generator into the dome, GASFLOV\T also shows the buildup of a temporary cir­
culation from a chimney effect between the steam generator towers which are 
heated differently on the source side and away from the source with gas flowing 
from the hot tower into the colder tovver on the other side (see cut A-A in Fig. 
5.29). A bottom-recirculation also develops through the opened flaps on the lmv 
level in cut B-B (Rohrkanal). There are significant asymmetries involved in these 
circulations due to a smaller failure fraction of the flaps away from the source. 
Parametrievariations with sealed exits in the steam generator tovver away from 
the source and sealed openings for the re-circulation in the bottarn region shovv 
that these circulations do speed up the mixing for a certain time, but that they 
don't contribute much to the homogenization on a larger time scale \vhich is con­
trolled by the condensation sedimentation effect. The 3D GASFLOW results for 
the time development of the hydrogen and steam volume fraction and the gas 
temperatures in the dome of plants A and B have been averaged for a control 
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Figure 5.28: Vortex Mixing in the dome and sedimentation fiow in plant B at 
5932 s 

volume of ca. 2000 m3 at the top of the dome which is characteristic for a control 
zone of the dome in a lumped parameter model of such containment, and which 
comprises ca. 1500 computational cells in GASFLO\iV. Figures 5.30 and 5.31 
display these results for plants B and A. They also include the time dependent 
local peak hydrogen concentration and temperature occurring in the jets extend­
ing into this dome zone. For plant B the dashed lines also give the results of 
the same simulation without recombiners. The average H 2 concentration with 
recombiners is 4% at the end after going through a maximum of 9% during the 
last hydrogen injection. The average H2 volume fraction in the dome reaches 3.5 
% in plant A at 7000 s after going through a maximum of 6%. Because of the 
higher steam content and containment pressure it is lower in plant A in spite of an 
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Figure 5.29: Velocity field and fiow paths in plant A at 5932 s 

overall higher H 2 inventory calculated in plant A due to a slower H2-removal with 
the installed NIS recombiners. The local peak H 2 concentrations in Figs. 5.30 
and 5.31 significantly exceed the average concentrations during the two periods 
of H2 injection when the source jets penetrate into the dome. Mixing from vor­
tex formations dilutes the jets within some hundred seconds after each injection 
period so that the peak and average H2-concentrations merge in the considered 
dome regions of plants A and B. The Peak H2 concentrations reach maxima of 
11% and 10.5% for plant B and plant A. The lean H2-combustion limit [10] in 
plant B is around 9 Vol% at this time for the steam concentration of 50 Vol% 
(Fig. 5.30), and for some 10 s the source jetthat extends into the dome of plant 
B becomes fiammable. Plant A has a higher lean H2-combustion limit around 
11% (Fig.5.31). The dome atmosphere has 60 Vol% steam and is inerted enough 



5.2. GASFLOHt ANALYSIS 

0 12 
0.10 

t>-.1 CUOS' 
iO ()(:';; 

0J)4 
0J}2' 

OifrO 

640 
60(.~ 

56{) 

~520 r-
4ß() 
44() 

400 
~so 

349 

Figure 5.30: Hydrogen/steam vol. fractions and temperatures in the dome of 
plant B 

that the source jet can never become flammable. The local peak and the average 
gas temperatures in the dome merge rapidly in plant B due to the mixing after 
each injection period. Temperatures in plant B reach peak values of 640 K and 
end values of 560 K. In plant A a high temperature zone develops at the top. 
Hot exhaust plumes from the recombiners, the decay heat from the volatile fis­
sion products that stratify tagether with the hydrogen and a generally reduced 
structure cooling effect contribute and increase the dome temperatures to 40 K 
higher peak gas temperatures at the end. 

It is difficult to predict such local effects with LP codes even if they represent 
the containment by a large number of control zones. Their equations don't carry 
information on the 3D momentum flow which is fully conserved in GASFLOW. 
The integration effect of the dome control volume allows only for a relatively slow 
increase of temperatures and concentrations and doesn't reflect the additional 
heating from the source jet and the fission products which it transports. The 
simulation of super-heated steam tagether vvith vaporizing films on the structure 
in the LP results from Fig. 5.30 additionally delays the tempera.ture increase 
in this large control volume. Although LP codes will calcula.te simila.rly mixed 
conditions at the end, they cannot conserva.tively predict the heterogeneaus states 
occurring during the transition to these mixed states. 
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Figure 5.31: Hydrogen/steam vol. fractions and temperatures in the dome of 
plant A 

\"lith the simulated arrangement of the NIS and of the Siemens recombiners 
in plants A and B GASFLO\,Y predicts an overall hydrogen removal of 20% and 
40%, respectively (Fig. 5.32). The NIS recombiners with granulate catalysts have 
a higher heat capacity, start somewhat slower, and respond with larger inertia 
to transient loadings with hydrogen, so that they need moretime in the defined 
arrangement for removing the same amount of hydrogen. 

5.2.5 Application of GASFLOW to a Future Evolutionary 
Containment 

For future reactors a further reduction of the risk associated with severe accidents 
including core melt is required. This implies the integrity of the containment 
in most of these events. As the containment could be impaired by a violent H2 
defiagration, means to avoid such events must be foreseen in future reactors. For a 
large open (weak compartmentalisation) concrete containment with a big internal 
\Vater storage tank (IRW'ST) at the bottom a system of catalytic recombiners, 
distributed mainly in the equipment rooms, supported by some (spark) igniters is 
likely to cope with all relevant seenarios and phenomena. In order to justify this 
approach calculations of a series of well selected accident seenarios is necessary. 
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Figure 5.32: Hydrogen inventories and recombination rates the for analyzed con­
cept of recombiner positioning in plants A and B 

Concerning the analytical method a twofold approach is followed involving both 

• Lumped parameter codes, as \f\!AVCO 

• CFD codes, as GASFLOvV. 

At present, the task of \iVAVCO is to address long-term and global concerns 
and to support the GASFLO\f\1 analysis (prediction of initial conditions, espe­
cially when hydrogen release is late in the accident). In this chapter GASFLOW 
analysis for two relevant seenarios is described: 

• Small Break (20 cm2
) Loss of Coolant accident with failure of the SIS 

(SBLOCA), where hydrogen release is found to be highest (by performing 
a large number of MAAP4 calculations). 

• Loss of Offsite Power (with loss of all Diesel generators) (LOOP) which 
leads to the release of hydrogen through the water phase of the IR\VST ( as 
a consequence of the depressurisation of the reactor coolant system) and 
which vvas found- also by many MAAP4 calculations- tobe penalising with 
respect to release rate ( reflooding of the core just before onset of melting 
was assumed) and atmospheric condition (little steam). 
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5.2.5.1 Plant Model for the Analysis with GASFLOW 

A detailed nodalisation of the containment geometry is indispensable, since the 
influence of the structures, components, doors, grids, openings etc. have con­
siderable impact on the gas transport and mixing as well as on the turbulence 
generation and combustion process. Thus, the containment, having a volume of 
90000 m3 and concrete surfaces of 32000 m2 ) is simulated by a cylindrical coordi­
nate system using 30 radial rings, 60 azimuthal sections and 68 axiallevels, which 
results in 122400 cells. The subdivision in radial (r) and vertical (z) directions 
adjoins all significant structure surfaces taking into account the real surfaces on 
the right position. The subdivision in azimuthal (8) direction is equal and the 
angle amounts to 6°. \iVith this approach, small cells in the equipment rooms 
and large cells in the dome, one can achieve a more accurate determination of 
the local hydrogen concentrations compared to an equal cell size in the entire 
containment. Because high hydrogen concentration gradients in the IR\iVST and 
the equipment room (hydrogen release location in LOOP and LOCA respectively) 
are expected, the cell volumes in these regions should be smaller than in regions 
with low hydrogen concentration gradients like the annular compartment. The 
smallest and largest cell sizes amount to 0,053 ( close to the IR\iVST) and 5,8 m3 

( close to the concrete shield in the dome) respectively. The recombiners are ar­
ranged mainly inside the equipment rooms. Since steam and hydrogen are lighter 
than air both gases take the same transport path from the release location to the 
dome. Despite the convection flow stratification of hydrogen in the dome area 
may occur for a period of time. Therefore, 4 additional recombiners were located 
in the dome region at the level of the crane. These additional 4 recombiners 
reduce H2-accumulation in the dome and decrease the local pressure load due to 
H 2 combustion. 

5.2.5.2 Analysis of the SBLOCA scenario 

The objective of this analysis was to show that the chosen distribution of re­
combiners is efficient to avoid DDT at any time and location. This is done by 
calculating the time-dependent gas distribution over the relevant time period 
with a good spatial resolution (more than 100000) nodes and applying a criterion 
for the exclusion of DDT developed by FZK which relates a geometrical informa­
tion ( characteristic length) with the mixture quality, expressed in terms of the 
detonation cell width .\ (7 .\-criterion). 

For the analysis the definitive hydrogenjsteam release location is determined 
by the relevant COOrdinates (r=9,2 m, 8 = 36°, h=6,1 m) corresponding to the 
postulated break of a line connected to the cold leg of loop 2. Since it takes 
more than one day in real time for the 20 cm2 SBLOCA to develop into a severe 
accident, which requires time consuming calculations, the GASFLOW analysis 
starts at the time of hydrogen release ( about 68200 s) applying the containment 
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conditions at that time calculated with WAVCO. The analysis vvas terminated 
10000 s later ( at 78200 s), i.e. before RPV failure. Since it was judged that the 
ex-vessel hydrogen production would not cause more severe conditions because 
of the fact that an immediate combustion of the released hydrogen would occur, 
this phase was not included into the present GASFLO\iV analysis. 

The calculated maximum pressure is limited to 1.9 bar due to the conden­
sation of steam on the structure. Due to heat input from the airborne fission 
products and the recombiner operation, the gas temperature in the dome atmo­
sphere can reach a local value of 240 oc. The maximum accumulated hydrogen 
in the containment is limited only by the operation of the recombiners to a value 
of 585 kg compared to 800 kg H2 released from the reactor coolant system. 

The application of the 7 .\-criterion was simplified by defining a DDT index 
R, which is the ratio of the combustible cloud diameter divided by 7 times the 
corresponding detonation cell width .\. ,\ is calculated from the averagehydrogen 
and steam concentration of the cloud. DDT can be excluded in case of R < 1. 

Although the local hydrogen concentration can exceed the limit of 10 vol % 
at the time of maximumhydrogen release, the DDT-index inside the evaluated 
hydrogen cloud remains below 0.3 during the entire accident progression (Fig. 
5.33). 

This indicates that inside the large hydrogen cloud there is no potential risk 
of DDT due to the high concentration of steam, which reaches average values 
of about 15 vol % . Locally detonable conditions in regions with high hydrogen 
concentrations can not be fully excluded, however. The combustible cloud size 
rises up to about 43 m (Fig. 5.34) and decreases after 2 hours due to the efficient 
removal capacity of the recombiners. The maximal recombination rate of all 
recombiners amounts to 120 g/ s. 

The local maximumhydrogen concentration in the dome reaches 12 vol % with 
a corresponding steam concentration of 17 vol% (Fig. 5.35- 5.37). Ignition of the 
combustible mixture cannot be excluded in the room of the break location and 
above the break near the dome region. It could be initiated from high outlet gas 
temperatures of the recombiners due to the high inlet hydrogen concentrations. 

5.2.5.3 Analysis of the LOOP scenario 

The objective of this analysis was the evaluation for need of igniters. 
This scenario is characterized by the depressurization of the reactor coolant 

system into the water phase of the IRWST. At the end of the depressurization 
phase the water evaporates due to the energy release ( condensation, fission prod­
ucts). The G ASFLOW calculation starts during the boiling of the IR\iVST water 
360 s before the start of significant H2 release (at 14500 s). Four release locations 
of hydrogen from the IRWST are assumed in the GASFLO\iV calculations. Two 
cases are analyzed: 

• Only recombiners to show whether additional means are necessary 
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Figure 5.33: SBLOCA: DDT index as a function of time 

• Recombiners + igniters at each of the 4 openings of the IR\iVST gas phase 
to the containment. 

5.2.5.3.1 Analysis with recombiner as the only mitigation means 

Fig. 5.38 shows the mass of H 2 present in the Containment during accident 
progression. Since the recombiners are arranged mainly inside the equipment 
rooms the capacity of the recombiners can be used very efficiently. The maximal 
accumulated H 2 mass amounts to 715 kg compared to the cumulative release of 
900 kg. The calculated combustible cloud size can not be kept below the critical 
cloud size in this scenario although the removal capacity of the recombiners is up 
to about 125 g/s. 

The index R, which indicates risk of DDT, is about 10 for less than 5 min 
(Fig 5.39 ). This means that without additional means, as igniters, DDT cannot 
be excluded. 

Concerning the IRWST most of its gas phase is inerted and only a small 
part may be burnable with detonation cell length between 1 m and 5 m. The 
corresponding minimal critical cloud volume with regard to DDT would be 340 
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Figure 5.34: SBLOCA: Cloud size history 
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m3 , larger than the free IRV/ST compartment volumes. Therefore, DDT in the 
IR\iVST can be excluded. 

Fig. 5.40 shows the gas composition at the bottom of the equipment rooms in 
an IR\iVST opening. In the openings, oxygen dilution is high and thus a potential 
flame in the lower part of the equipment rooms is not expected to be able to 
propagate into the IR\iVST. From the conditions for ignition of the gas mixture 
outside the IRWST, it is expected that four standing flames in the corresponding 
equipment rooms can exist for about 20 min. 

5.2.5.3.2 Analysis with igniters as additional mitigation means 

The deflagration of hydrogen close to its release locations inside the equip­
ment rooms avoids hydrogen accumulation to high concentrations and thus it 
prevents the risk of DDT or fast deflagration. The calculated gas temperature 
in the flame is higher than the experimental measured H2 / air flame temperature 
(2040oC) because in the GASFLOW code currently no model for gas radiation 
to walls and structures is implemented. Consequently, the wall temperatures are 
underestimated and the gas temperatures are overestimated. 
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Figure 5.35: SBLOCA:Hydrogen (top) and steam (bottom) concentration in the 
dome ( elevation of the polar crane, 40 m) 

The maximum gas temperature in the dome above the loops rises locally 
to about 920°C whereas the average gas temperature remains below 570°C. The 
surface temperature of the concrete structure of the dome does not exceed 200°C. 

During combustion of hydrogen strong convection fiows are generated in the 
containment, which reach their highest velocities at the time of maximum hydro­
gen release (6 kg/s). The maximum fimv velocity in the centerline of the fiame 
amounts to 26 m/s (Fig 5.41 ). Standing fiame conditions are expected to exist 
for a time of about 20 min, high combustion rates, corresponding to the 6 kg/s 
release rate, have only a duration of about 1 min. 

The maximumhydrogen mass within the containment amounts to 110 kg and 
occurs just before the ignition. 

5.2.6 Conclusions 

The GASLFOW simulations of this scenario with a large break LOCA in the two 
steel Containments of German design demonstrate a strong steam inertization in 
both containments. During the release phases with steam and hydrogen they 
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predict the transient formation of a buoyant jet that extends from the source up 
through the steam generator towers into the dome. But there is only a short phase 
in which locally flammable gas mixtures develop in the dome. Vortices formed 
from Taylor instabilities rapidly dilute the source jet and the regions in 'Nhich it is 
flammable. A larger stratified cloud that is inflammable forms in the dome from 
which a hydrogen/ air mixture sinks down in a secondary flow near the structures 
due to the steam condensation that becomes the major mechanism for homoge­
nizing the temporarily stratified hydrogen. This sedimentation occurs on a larger 
time scale in plant A which is a more open containment with smaller structure 
surfaces and heat capacities. Larger volume fractions of steam, reduced hydrogen 
volume fractions, a higher containment pressure and lügher gas temperatures in 
the dome are the principal differences between the GASFLOW simulations for 
plants A and B, which are both controlled by the same mechanisms. The hy­
drogen recombination rate determined from the 3D concentration field is higher 
in the dome for some time but becomes more and more homogeneaus as the hy­
drogen becomes mixed throughout the containment. This homogeneaus removal 
of hydrogen is well predicted also with simple lumped parameter models which 
at the end predict a similar integral hydrogen removal as GASFLOW with an 
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Figure 5.37: Hydrogen concentration at 30.6 m 

overall hydrogen removal fraction at 7000 s of 20% and 40% for plants A and 
B, respectively. The principal difference is that the 3D GASFLOW simulation 
describes all mixing mechanisms and flow paths with a full set of mass, energy, 
and momentum equations. This resolves all heterogeneaus states in between and 
confirms that the final homogeneaus conditions are achieved without the occur­
rence of intermediate states in which combustions could develop a load potential. 
On a larger time scale the analyzed mitigation concept with catalytic recombiners 
of the Siemens and of the NIS type is demonstrated as an effective measure that 
prevents the formation of combustible mixtures during the ongoing slow deinerti­
zation process from steam condensation. The modeling of the recombiner boxes 
in GASFLOW has been validated with the analysis of representative recombiner 
tests in the Battelle Model containment. The installation of the recombiners is 
therefore demonstrated as an efficient measure for a further reduction of the hy­
drogen risk. The successful GASFLOW analysis of the recombiner performance 
under accident specific operating conditions and the good prediction of the source 
jet in the Hyjet test JX7, also the successful interpretation of the Helium stratifi­
cation and mixing during the outside spray phase in the HDR Test Ell.2 with the 
simulated condensation Sedimentation mechanism in GASFLOW give confidence 
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Figure 5.38: LOOP with reflood: Mass of hydrogen present in the containment 
( only recombiners) 

in the predictive capability of GASFLO\iV during the before discussed scenario. 
Finally the application of GASFLOW for an evolutionary containment design 

(large cylindrical concrete containment with 'vater tank at the bottom) has shown 
that for LOCA seenarios DDT with large clouds will not occur when using well­
arranged catalytic recombiners. \iVith some additional igniters, located at the 
outlet of the IR\iVST, one can even cope with highly penalising- and unlikely­
seenarios as reflood of the hot core at the most unfavourable moment. 
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5.3 Full reactor scale turbulent combustion sim­
ulation with COM3D 

The above described model development, verification and benchmark work per­
formed for the various C01v13D sub-models, resulted in sufficient predictive ca­
pabilities which allow now the analysis of turbulent H2-air-steam defiagrations 
on full reactor containment scale. 

\iVithin the frame of EPR-design studies, the follmving problern was investi­
gated: 

• Loss-of-off-site-povver scenario (LOOP) with late re-fiood of the overheated 
core, 

• calculation of hydrogen and steam sources with the MAAP code, release 
through IR\iVST, 

• analysis ofhydrogen/steam distribution in the EPR containment with GAS­
FLO\~T, 

• transfer of the gas distribution from GASFLO\iV to C01v13D. 

The investigated scenario lead to a stratified hydrogen distribution in the 
containment and to small steam concentrations due to the gas release through 
the sub-cooled IRWST pool water. The distribution was approximated in the 
C01V13D calculation by a dry H2-air mixture with a concentration gradient from 
9% H2 at the bottom to 13% H2 in the upper dome. 

The Containmentmodel of the COM3D code used a cubic cartesian grid with 
40 cm cell size and a total of 1.1 million computational cells. 180° symmetry was 
assumed for the containment structures. 

Fig. 5.42 shows the initialhydrogen distribution in the containment. The mix­
ture gradient is approximated by layers with constant hydrogen concentrations 
(9- 13 %). Ignition is assumed to occur in the shown pressurizer compartment. 
The chemical reaction is initiated by introducing hot combustion products in the 
dark region (no hydrogen, AICC temperature). 

The early stage of the combustion is depicted in Fig. 5.43 about 0.28 seconds 
after ignition. Due to the low initial turbulence a relatively slovv fiame propagates 
from the ignition point. Nevertheless the expansion fiow driven by the combustion 
products, causes high velocities in the connections between adjacent rooms (Fig. 
5.44, up to 250 m/s). Such high fiow velocities generate increased local turbulence 
levels, vvhich then promote fiame acceleration and preferential fiame propagation 
in these space regions. At 0.412 seconds the stair cases have burned out and the 
fiame propagates upwards into the dome at about 70 m/s and sideways into the 
other half of the containment at about 150 m/s (Fig. 5.45). The highest fiame 
speed develops in the middle section of the containment, where both sufficient 
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hydrogen concentration and turbulence generation exist. Despite of the high 
hydrogen concentrations in the dome ( up to 13 %) , relatively low flame speeds 
are calculated for this region because of the un-obstructed geometry. Note that 
a flame velocity of 150 m/s corresponds to gases moving at about 500 km/h. A 
global turbulent deflagration of about 700 kg of hydrogen, as simulated in this 
example, would represent a very energetic event, 1.vith consequences on safety 
systems, needed to terminate the accident ( recombiners, spray). 

The highest loads to the outer containment (( 8.5 bar) developed on the 
containment side opposite to the ignition point, because two propagation flame 
fronts meet here, leading to pressure wave superposition (Fig. 5.46). The right 
containment wall near the ignition point is loaded quite uniformly with pressures 
up to about 4 bar, which corresponds to the AICC-pressure ofthe average mixture 
in the containment. 

In the present example with the given hydrogen distribution and ignition 
location, the dynamic peak pressures reached a level of about 2 PAICC· The char­
acteristic loading times of the left and right containment wall are quite different, 
about 50 ms and 300 ms, respectively. \iVhen compared to typical natural re­
sponse times of dry PWR concrete containment (Tcont), the first case represents 
a dynamic load (Tzoad/Tcont « 1) and the second case a load regime which is in 
the transition from dynamic to quasi-static (Tzoad/Tcont :=:::::; 1). In the first domain 
the deformation is proportional to the 'vave impulse, 'vhereas in the quasi-static 
domain it is proportional to the peak pressure reached. 

Altogether the results of this first full scale simulation of a turbulent com­
bustion in a reactor Containment has provided important new unexpected and 
non-trivial results about the consequences of such an event. The example has 
demonstrated that 3-D CFD models are absolutely necessary to capture the com­
plicated interaction between the flow field and the combustion rate in complex 
multi-compartment buildings. 

From the view point of hydrogen risk management, it appears now mandatory 
that the accumulation of several hundred leg of hydrogen in a combustible mixture 
( e.g. coupled with low steam concentration) must be avoided with early acting 
countermeasures. The installation of recombiners alone cannot significantly re­
duce the early hydrogen inventory because of their slow start-up behavior. A 
substantial hydrogen removal by recombiners is only obtained on the time scale 
of hours. 
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Figure 5.42: Initial hydrogen distribution in the analyzed full scale turbulent com­
bustion case. Stratified H2-air mixture 9 - 13 vol.% H 2 , future P\iVR Containment 
with 75 000 m3 free volume. 
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Figure 5.43: Early stage of H2-air combustion in analyzed reactor case, 0.283 
seconds after ignition. 
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Figure 5.44: Computed vertical mass velocities during the early stage of the 
combustion. The shown velocity field ranges from -110 to +250 mjs, time = 
0.283 seconds after ignition. 
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Figure 5.45: Fully developed turbulent combustion in the containment vvith flame 
speeds ranging between 70 and 150 m/s, time= 0.412 seconds after ignition. 
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Figure 5.46: Containment pressure loads from fast turbulent combustion of about 
700 kg of hydrogen in a full size Containment. Top: pressure on the left Contain­
ment wall, opposite from ignition point at different heights. Bottom: pressures 
on right containment wall near ignition point. 
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Chapter 6 

Conclusions and 
recommendations 

6.1 Experimental investigations 

Within the present project experimental investigations were performed by two 
partners, FZK and TUM. The purpose was to provide a common database to 
all partners for the validation and calibration of the numerical models that were 
developed within this project. The experimental database required for the cali­
bration must cover variations of three major infiuence parameters: length scale, 
turbulence level and mixture composition. By splitting the experimental work 
load to two partners it was possible to perform experiments on four different 
length scales. At TUM experiments were performed in the TUNI glass tube and 
in the PHD-tube to provide data on small scales. At FZK the 12m-tubewas used 
for medium scales and RUT experiments covered reactor typical scales. 

With data from four different experimental facilities the experimental database, 
which has been developed within the present project, is unique in its size and 
completeness. In addition to provide data for the validation of numerical codes 
the experiments also provide useful insight into the physical phenomena involved 
in turbulent combustion processes. 

In all experimental setups a variation of the obstacle configuration allowed 
a variation of the turbulence parameters. Blockage ratios between 0.1 and 0.9 
vvere employed in the tests. The smallest obstacles merely act as well defined wall 
surface roughness. Vortices are shed from the edges of the obstacles but the mean 
fiow is not strongly modified by the obstacles. In this case fiow and combustion 
are controlled by turbulence generation. Very large obstacles ( or high blockage 
ratios) primarily limit the mass fiow rates through the tube. Very high velocities 
and high turbulence levels are produced near the orifices, large recirculation areas 
exist in the corners behind the obstacles. A fiame propagates in this situation 
very fast in a center region and pockets of unburned gas remain behind the leading 
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flame where they burn rather slmvly. Here the combustion process is dominated 
by the fluid dynamics at the orifices. For intermediate blockage ratios both of 
these effects become equally important. 

In all four experimental facilities the mixture composition of the hydrogen­
steam-air mixtures was varied. In close agreement with the needs in reactor 
ap.plications the experiments were focused on lean hydrogen-air mixtures and 
lean hydrogen-air mixtures vvith steam. 

The experimental conditions achieved in the different tubes covered a 1vide 
range of combustion regimes, from slow propagating flames 1:vith partially flame 
quenching, over accelerating flames, fast accelerating flames and sonic flames, to 
quasi-detonations. 

From the experimental work the following conclusions can be drawn. 

• Incomplete combustion (flame does not reach the end of the tube) is not 
possible for mixtures with more than 10.5 % H2 independent of scale, ob­
stacle configuration and initial pressure. 

• For H2 concentrations lower than 10.5 % a lmver initial pressure increases 
the probability of complete combustion (flame reaches the end ofthe tube). 

• Results are only a weak function of obstacle spacing. 

• For the mixtures under investigation (H2-air, H 2-02-Ar, H2-02-N2, H2-
02-H e, H2-air-C02) three phases in the combustion process can be dis­
tinguished. A slow acceleration phase ( VF < 250m/ s) is followed by a 
fast acceleration phase ( v F < 600m / s). Later the flame propagates with a 
constant flame velocity in the tubes with repeated obstacles. 

6.2 Code development 

Before we summarize our results on code development and application it is useful 
to clarify once again the purpose what can be expected from numerical simula­
tions. 

Numerical simulations can be performed mainly for two reasons. Firstly, nu­
merical simulations can help in analyzing experimental data. Here the calculation 
provides additional data not available from the experiment diagnostics. By com­
paring data that are available both in the experiment and the calculation the 
validity and quality of the numerical results is checked. Since the experimen­
tal data are readily available it is possible to perform calculations with different 
model parameters and select the calculation that gives the best agreement for 
further analysis. This approach implies that good agreement between measure­
ment and calculations is also an indication for a good quality of the additional 
data produced in the calculation. 
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The second purpose of performing numerical simulations is to predict the 
behavior of systems that are not available to experimental investigation, e.g. a full 
scale reactor containment. Obviously the important feedback mechanism between 
measurement and calculation that allmved to optimize the 1mmerical solution is 
no Ionger available. Thus the requirements on the numerical simulation are much 
lügher. vVhile such predictive tools would be very useful ,e.g. in the design phase 
of new plants, the evaluation of such codes requires careful analysis. 

To add the predictive capabilities described above to combustion codes several 
points must be checked: 

• Numerical methods must be verified ( e.g. solving 1mmerical test cases) 

• Niodel parameters must be determined and the models must be calibrated 
(e.g. comparison to experimental data). 

" The range of validity of model parameters must be determined and the 
limitations of the models must be identified ( e.g. calculation of different 
experimental data sets). 

• The effects of parameter variations must be understood. 

The state of the art allows combustion simulations of the first type as de­
scribed above. Fully predictive calculations are not yet possible with a sufficient 
level of confidence. 

In this project the necessary steps to use combustion codes on large scales 
with only limited feedback requirements were performed. This is an important 
step in code development toward 'blind' test calculations. 

Several combustion codes have been developed and were evaluated within this 
project. 

CEA provided the TONUS code. This code uses 2D or 3D unstructured 
grids, it has a specialized low Mach number solver and uses an eddy-break-up 
model with Said-Borghi extension as combustion model. One feature of this code 
is that it allows a coupling to a lumped parameter code. This allows a rapid 
but approximate treatment of the distribution phase of an accident scenario. 
The coupling makes this code a good choice for parameter studies which are too 
expensive in complete 3D models. Hmvever, since a low :tviach number solver is 
used, only relatively slow combustion processes can be calculated with this code. 
TONUS was applied to a benchmark test with 10 % hydrogen in air and was 
capable to compute this test. 

FZK has developed the combustion code COM3D. This is a full 3D code, 
that uses a structured grid and an explicit TVD solver. As combustion model 
an eddy-break-up model with Said-Borghi extension is used. For high turbulence 
intensities also an Arrhenius type burning model is available. However, it was 
found that all combustion simulations performed so far were within the regime of 
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the eddy-break-up model. Due to the structured grids and an optimized solver 
the code is generally very fast, but the solver is not efficient for slow combustion 
processes with low turbulence levels. A test case with 10 % hydrogen in the 
small TUivl tube could not be calculated satisfactorily. Hmvever, for all other 
tests the code gave good results. A remarkable feature of this code is that most 
of the experiments could be calculated with the a.pproximately same value of 
the empirical eddy-break-up constant. For many experiments a value of 6.0 gave 
reasonable results. 

REACFLO"\iV is the combustion code from JRC. This code uses 2D and 3D 
unstructured grids in combination with an eddy-break-up model for combustion. 
A prominent feature of this code is the possibility to perform an adaptive grid 
refinement. The code was successfully applied to most of the benchmark tests. 
It was found that the results depend strongly on the model constant in the eddy­
break-up model. The option to switch between 2D and 3D and the adaptive grid 
refinement make this code complementary to COM3D. 

At TU:IVI a code was developed on the basis of CFX/TASCfiow. This code 
uses 2D or 3D unstructured grids. It uses a aue-dimensional PDF model for 
the combustion processes. This combustion model is undoubtly more advanced 
from the physical point of view than the eddy-break-up model used in the other 
codes. However, this comes at the prize of increased computational effort. \iVhile 
this code seems very promising for future development, its current state seems 
insufficient for full scale reactor applications. It should be pointed out that most 
partners plan some kind of PDF model for future versions of their codes. In these 
versions they will profit from the experience collected at TUM. 

Figure 6.1 summarizes the ranges of applicability for the different codes. This 
figure once agairr emphasizes that the codes are complementary to each other. 
While no single code covers the vvhole area of interesting combustion regimes, 
a combination of the different codes can describe the whole combustion process 
from ignition over the fiame acceleration regime to fully developed detonations. 

The benchmark calculations emphasized the merits and deficits of the different 
codes. However, it is remarkable that REACFLOW and COM3D produced very 
similar results in the benchmark test. Both codes use very different meshes and 
different solvers, but implement the governing equations in a similar way. Thus 
these codes dernarrstrate that the solutions are independent of implementation 
details. The agreement between the two codes can be interpreted as an important 
additional validation of one code by the other. 

In addition to the combustion code COM3D the distribution code GASFLO\iV 
is routinely used at FZK. This code has been verified agairrst a set of test cases 
and is accepted as a tool for distribution calculations in full scale containments. 
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Figure 6.1: Overvie·w of validity range of verified three-dimensional hydrogen 
combustion codes 
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6.3 Model application 

The codes developed in this project were applied to large scale problems as far 
as the state of development of the codes allowed such applications. 

Results of distribution calculations using GASFLOVV were presented for the 
Batteile Hyjet tests. For these tests a comparison to the available experimental 
data gives good agreement. The calculations therefore strengthen the confidence 
in the GASFLO'V\T code when applied to general configurations. 

\iVith GASFLO\i'l a so called 'dry scenario' was calculated for the EPR. In 
this scenario the in-vessel gases are released to the containment via the IR\~TST. 
It could be shnwn that even vvith a very conservative H2-source the combustion 
could be ignited safely vvithout large pressure development if the igniter positions 
are chosen correctly. A DDT criterion was developed and applied for this purpose. 

The efficiency of sump heating and the effect of recombiners were analyzed for 
a design basis accident (DBA) in Biblis A. In operation since 1974 this plant has 
an electric power output of 1225 MV\Te. The Biblis A Containment was modeled 
with about 120000 computational cells in 3D. A large break LOCA with the DBA 
H2-source was simulated. The main result was that the sump heating acts as an 
effective hydrogen mitigation measure by homogenizing the atmosphere. After 
the end of the steam injection, stratified conditions first developed. As soon as 
the sump temperatnre exceeded the temperaturein the dome, a global convection 
loop developed in the whole Containment lea.ding to a practica.lly uniform H 2 

concentra.tion. 

The effectiveness of recombiners in a DBA was confirmed for Biblis A. Four 
NIS recombiners were positioned in the inner containment rooms. Due to the 
excentric hydrogen release location the recombiners removed hydrogen with sig­
nificantly different ra.tes. The Biblis analysis has shown that rea.listic recom­
biner predictions require high spa.tial resolution of the flow field and a precise 
ca.lculation of the local H 2-concentra.tion at the recombiner inlet. A vera.ged H 2-

concentrations will result only in approximate H 2 removal rates. 

For the TONUS code results for a. set of connected rooms were presented. 
\~hen the flame propagation is not too slow the combustion is described rea­
sonably vvell with this code. A design study for the EPR was performed with 
CO:r-/I3D. The results of this calculation give an impression of the importance of 
focusing a.nd wave propa.ga.tion effects in large 3-D geometries. The behavior of 
the ca.lcula.ted solutions looks very reasona.ble to the eyes of experts. Quite unex­
pected and non-trivial results were obta.ined for this full scale reactor calcula.tion, 
e.g. tha.t the maximum flame speed was not obtained in the regions of maxi­
mum H2 concentration, but rather in those containment regions were turbulence 
generation and H2 content tagether assumed peak va.lues. However, a.s has been 
previously discussed it is difficult to judge the quality of such calcula.tions as lang 
as only one set of results from one code is a.vailable. 
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6.4 Recommendations 

From the experimental work the limits of the different combustion regimes in 
tubes could be more precisely identified. However, it seems that the conditions 
that can be expected during a severe accident in a nuclear containment do not lie 
a priori in a 'safe' combustion regime. The key issue is to predict the combustion 
regime, because this largely determines the possible containment loads. This 
emphasizes the need for an accurate modeling of the combustion process as ·was 
attempted in the present project. 

To determine the combustion regime that can be expected in a given situation, 
simple criteria, that can be easily applied and evaluated from 3-D distribution 
calculations, must be derived from the large set of experimental data now avail­
able. Progress on the development of such criteria has been made. These criteria 
help to decide, whether a given code is appropriate for the situation under inves­
tigation. 

The limitations of the present combustion models do not allow fully quanti­
tative predictions of the detailed containment loads. This once agairr emphasizes 
the importance of conservative assumptions. At the present state results on re­
actor scales still show uncertainty which should be accounted for with reasonably 
large safety margins. 

In order to check the results of numerical simulations, parameter variations 
for a given problem should be performed. Such parameter variations must prove, 
that the uncertainty in the input parameters, has no significant effect on the 
results. This approach helps to build confidence in numerical results were a 
comparison to experimental data is not possible. 

The work performed in this project demonstrated that it is important to con­
sider the whole sequence of events in an accident scenario. From the experience 
-vvith the different codes it is clear that no single code can cover this whole accident 
sequence. As a result different codes should be used for the different phases, e.g. 
calculation of hydrogen and steam sources, distribution and combustion. This 
necessitates the definition of common interfaces between different codes. Such 
interfaces would then allow to pass data from one computer code to another. 

Furthermore the important question that needs to be addressed is to choose 
the appropriate tool for a given task in practical applications. For many of the 
every day engineering tasks it would be inefficient to employ the most advanced 
and complex modeling tools giving the currently best possible answers. On the 
other hand with increasing requirements on the precision of safety analysis a 
demand for detailed and sophisticated modeling exists. Therefore a good com­
promise seems to be the compilation of a hierarchy of models with increasing 
level of detail, starting from 0-D lumped parameter models to high resolution 
3-D tools. The model choice is then primarily governed by the type of processes 
tobe resolved and the required precision (see Figure 6.2). 

With respect to simulations of turbulent combustion first level models neglect-
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Figure 6.2: Hierarchy of models for simulation of distribution and turbulent 
combustion in severe reactor accidents 

ing momentum exchange have very restricted predictive value. The next level of 
computational complexity which allows representation of 3-D global unsteady, 
but statistically averaged flow fields, provides estimates for the influence of mo­
mentum exchange and the effects from the other previously neglected terms in 
the N avier-Stokes equations. This level of modeling allows realistic assessments 
of potential structuralloads due to high speed combustion events. However, this 
kind of approach can still miss events that are triggered by localized processes 
and can then develop into global combustion events. Examples are ignition by 
hot spots or detonation onset through gasdynamic-reactive resonances. Reliable 
modeling of this kind of processes requires an even more advanced modeling level 
vvhich is able to resolve the smallest flow scales, e.g. by sophisticated dynamic 
mesh refinement. 

The main characteristics of these three levels of modeling complexity are sum­
marized in Figure 6. 2 
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6.5 Concluding remarks 

Codes developed in this project allovv now the investigation of reactor scale prob­
lems by experienced experts. The numerical tools can give interesting insights 
into the combustion processes in complex 3D geometries. But caution is necessary 
when interpreting the results. 

The codes are not yet sufficiently validated to allovv quantitative predictions 
of the combustion loads under all circumstances. Hovvever, the codes allovv now 
qualitative studies of the complex turbulence/ chemistry interaction processes tak­
ing place in realistic large scale 3-D geometry configurations. 
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Micro-Recombiner Model 

M. A. Movahed 

Siemens/KWU Offenbach Germany 

Summary 
Passive auto-catalytic recombiner (PAR) has been used to mitigate the hydrogen risk 
in nuclear power plant during severe accident with core degradation and Zr steam 
reaction. 

Precise knowledge of the recombination process in PAR is indispensable for 
forecasting of the potential threat of the containment integrity due to accumu!ated 
hydrogen. 

The quality of the simulation of the PAR in computer code is depend on the 
implemented recombiner model, which determines the removal capacity of the 
corresponding recombiner type. 

The available empirical recombiner models consider some macro scopic thermo 
hydraulic parameter of the flow like pressure, temperature, hydrogen concentration 
at the inlet of the recombiner and some recombiner type depended specific property 
like size of catalytic surfaces, mass flow rate through the recombiner and pressure 
lost between the inlet and outlet of the recombiner as weil as using an efficiency 
factor to take into account the incompleteness of the recombination process due to 
dilution of the atmosphere. 

For the understanding of the recombination process close to the catalytic surlaces 
envisaging of the micro scopic phenomena of the molecular transport in the 
boundary layer is essential for the determination of their removal capacity and 
optimization of the recombiner Iayout. 

The following micro scopic consideration shows us the differences between the both 
types of consideration. 

1. lntroduction 

Hydrogen can accumulate in the containment of nuclear power plant during a severe 
accident with core degradation, which will be produced due to Zr steam reaction. 
Without a suitable hydrogen removal system containment integrity can be 
jeopardized if the hydrogen concentration increases high enough to get DDT 
(Deflagration Detonation Transient) or global detonation. 

For this purpose, different recombiners and igniters has been developed, optimized 
and qualified for the severe accident applications. 



• lgniters can burn safely high amount of hydrogen at flammability Iimit if a 
deliberated arrangement of igniter can be determined and their effectiveness can 
be shown numerically and experimentally. Such demonstration is difficult and 
costly. Since the rate of hydrogen production during most of the severe accident 
scenario is small, a certain number of passive auto-catalytic recombiner (PAR) 
can keep hydrogen concentration below the critical Iimit to avoid unintentionally 
violent hydrogen burn which can jeopardize the containment integrity. PAR can 
remove hydrogen below the flammability Iimit even by lean oxygen as weil as by 
diluted atmosphere by steam, co2 or other inert gases. 

• Different empirical macro-recombiner model has been developed and validated by 
several experiments. All these recombiners model take into account some of the 
thermo hydraulic parameter of the flow like pressure, temperature, hydrogen 
concentration at the inlet of the recombiner and some recombiner type depended 
specific property like size of catalytic surfaces, mass flow rate through the 
recombiner and pressure lost between the inlet and outlet of the recombiner and 
using an efficiency factor to take into account the incompleteness of · the 
recombination process due to dilution of the atmosphere. The mentioned 
recombiner models don't Iook at molecular transport of the gas species in the 
boundary layer into the catalytic surface which is essential for the understanding 
of the recombination process and optimization of the recombiner Iayout as weil as 
the determination of their removal capacity. 

The present micro scopic recombiner model considers the molecular transport to the 
catalytic surfaces. This method promises a better understanding of the 
recombination process in a box recombiner (like Siemens recombiners figure 1) or a 
free catalytic plate in an ambient of H2/air atmosphere. lt can Iead us beside the 
prediction of capacity of the recombiners to the significant parameters of the 
recombiner like: 

• steady state mass flow rate 

• surface temperature of catalytic plate 

• outlet temperature of the gas leave the recombiner 

• determination of boundary thickness 

• optimization of the recombiner capacity 

2. General basic equation 

The complete system of conservation equations for a multi-component gas mixture, 
which is deduced from the mathematical molecular theory of non-uniform gases, 
according to Hirschfelder, Curtiss, Bird/1/ and Chapman, cowling/2/ can be described 
with the following equations 
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and heat flux vector in a multi-component gas mixture 
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Heat flux vector of radiation in a multi-component gas mixture: 
(from Rosseland who defined a mean free path for the thermal radiation) 

(2-7) 

As a first approximation it will be assumed that the mean-free path is constant for a gas 
volume between two infinite planes. 



Net mass rate of production of the component i due to chemical reaction can be described 
as follow /3/: 
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3. Basic boundary layer equation for a reacting gas mixture 

The boundary layer equation can be deduced with application of the order analysis 
technique for a steady, two-dimensional, viscous, compressible flow written in 
Cartesian Coordinates (Fig. 2): 

Continuity equation 
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Momentum equation in x-direction 
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Momentum equation in y-direction 

or (3-3) 
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Equation for conservation of species i 
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equation of state 

where the total enthalpy is given 

and 

the enthalpy for the i-th gas component 

T 

h; = J cp;dT + h;0 

0 

with 

JY ={_..!!__" m.D .. C.(~lnp+~lnT+~lnc.)}-D.T ~lnT 
1 kT ../...; j 1 11 , 8y 8y 8y 1 1 8y 

T 
8 D. ( 8 8 8 ) 

qY =-lt-T+L,· h.P' -kTL,·-1
- -lnp+-lnT+-lnC. + 

8y 1 1 1 z m. 8y 8y 8y 1 

l 

k?T? s: C .D! [D": DT J --u jl J · 
+--(-lnT)I,· · ---1

-
p 8y l,J m.m .D.. C. C. 

l J lJ J l 

and 

4. Boundary conditions 

(3-6) 

(3-7) 

(3-8) 

(3-9) 

(3-10) 

(3-11) 

The integration of the boundary layer differential equation needs the fixing of the boundary 
conditions. These boundary conditions can be divided in two parts. 

• At the catalytic surface y=O 

- Velocity boundary conditions 
At catalytic wall surface the tangential and normal velocity are zero. 

u(x,O)=O 

v(x,O)=O 

(4-1) 

(4-2) 



- Tamperature boundary condition 
An adiabatic wall boundary condition can be assumed for a plate with catalytic active 
coating on both sides due to the symmetrical recombination process of the plate. 
Thus, it should be 

qY (x,O) + q~ (x,O) = 0 (4-3) 

which states, the released recombination energy will be conducted and absorbed by the flow 
due to conduction and radiation respectively. 

- Concentration boundary conditions 
The concentration of the gas components at the surface of the plate will be controlled by 
mass and thermal diffusions taking into account, that only heterogeneaus catalytic chemical 
reaction on the plate surface can take place without significant homogenous chemical 
reaction of the mixture in the boundary layer. 

P (x 0)= 
, {0 for gas component without involving in the catalytic suiface action 

1 
' J;"' (x,O) for gas component which are involed in the catalytic swface action 

(4-4) 
At free stream outside the boundary layer y= ~ oo 
lt will be assumed that the flow parameters vary only linearly with the x coordinate at 
the free stream. Thus the boundary conditions in the free steam are : 

- Velocity boundary conditions 
u(x, oo) = u= (x) 

- Tamperature boundary condition 
T(x,oo) = T~(x) 

- Concentration boundary conditions 
CJx,oo) = C;~(x) 

- Pressure boundary condition 
p(x,oo) = P~(x) 

(4-5) 

(4-6) 

(4-7) 

(4-8) 

5. Transformed boundary layer equations in ordinary differential equations 

The partial differential boundary layer equations can be formed to the ordinary 
differential equations applying the lllingworth-Levy transformation technique /4,5/: 

7]= p 8 (x)U(x) J p(x,y) dy 

ffs o Po(x) 

where 
X 

s = J f.l 8 (x)p 8 (x)U(x)dx 
0 

(5-1) 

(5-2) 



and using the similar solutions for 

-Tangential Velocity 

u=U(x)j'(l]) (5-3) 

- Mass concentrations 

(5-4) 

- Volume concentrations 

(5-5) 

- Gas temperature 

(5-6) 

The conservation equations in ordinary differential equations become for : 

- Momentum equation 

(Cf'')'+ ff" + 2s dU(x) [p 8 _ (f )2] _ 2sg [1- p 8 ] dx = 0 
u ds p U 2 p ds 

(5-7) 

- Species equations 

- Energy equation 

__ 1 __ [p(ql) +q~)l'- je'= 1 L.h;(pJn·- 2sz L.h;w;o + 
cPfTof.loPo cPfTof.loPo 

1 
pcPfToU f.loPo 

1 

(p o f,- f ·e) 2s 8ro + EcC(f '')z 
p T8 & 

(5-9) 
with 

J.17=P',J2; 
I I pU 

(5-10) 

and 



T7 )' ffs q =q-
pU 

and 

with the dimension-lass transport parameters 

- Chapman-Rubesin's number 

C=__l!f!_ 
f1oPo 

- Prandtl's number 

cpff.i 
Pr=--

A, 

- Eckert's number 

u2 
Ec=-­

cPfTo 

- Lewis's number based on multi-component diffusion coefficient 

Le .. = pcPJDij 
l} A, 

- Lewis's number based on multi-component thermal diffusion coefficient 

6. Boundary conditions for the ordinary differential equations 

Boundary conditions of the ordinary boundary layer differential equation are: 

At the catalytic surface y = 0, 17 = 0 

- Velocity boundary conditions 

(5-11) 

(5-12) 

(5-13) 

(5-14) 

(5-15) 

(5-16) 

(5-17) 

Two of the three necessary boundary conditions for the integration of the third order 
ordinary differential of momentum equation give the velocity conditions namely: 



- At catalytic wall surface is the tangential velocity zero. 

(6-1) 

- normal velocity is also zero since the catalytic plate is not porous. 

f(O) = 0 (6-2) 

- Tamperature boundary condition 
Adiabatic wall gives one of the two necessary boundary conditions for the integration 
of the second order ordinary differential equation for the energy conservation thus, it 
should be 

q 17 (o) + qz(o) = o (6-3) 

- Concentration boundary conditions 
The heterogeneaus catalytic chemical reaction on the plate surlace gives one of two 
necessary boundary conditions for the integration of the each second order ordinary 
differential equation for the species conservation equations 

{
0 

Jll 0-
i ( ) - l/1"' ( 0) 

for gas component without involving in the catalytic swface action 

for gas component which are involed in the catalytic swface action 

(6-4) 

At free stream outside the boundary layer y ---7 =, 1J =---7 = 
The reminded necessary boundary conditions deliver the flow conditions in the free 
stream. The boundary conditions in the free steam are: 

- Velocity boundary conditions 

(6-5) 

- Tamperature boundary condition 

B(co) = 1 (6-6) 

- Concentration boundary conditions 

(6-7) 

Integration of the above higher order ordinary boundary layer differential equations 
gives us the recombiner capacity and all other global and local key parameters. 
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Symbols and Notation 

c velocity of light 
cPf frozen specific heat at constant pressure 

C Chapman-Rubesin's number 
C; mass fraction of the i-th gas component 
D distance of two parallel plate 
Dü multi-component mass diffusion coefficient 

Dü binary mass diffusion coefficient 

Dr multi-component thermal diffusion coefficient 
e specific internal energy 
Ec Eckert's number 
f reduced tangential velocity 
g gravity 

h specific enthalpy 

h; specific enthalpy of i-th gas component 

1; mass flux vector of the i-th gas component 

1/ mass flux of the i-th gas component in y-direction 
k Boltzmann constant 
kc,. equilibrium constant of the r-th reaction 

k 1,. reaction rat es constant of the reactants 

L;j Lewis's number based on multi-component diffusion coefficient 

L~ Lewis's number based on multi-component thermal diffusion coefficient 

m; mass of the i-th particle 

M; molecular weight of the i-th component 



R total number of reactions 
R; gas constant of the i-th component 

N number of gas components in the mixture 
p pressure 
P pressure tensor 
Pr Prandtl's number 
q heat flux vector 

qY heat flux in y-direction 

qR heat flux vector of radiation 

q~ heat flux of radiation in y-direction 
s transformed coordinate system 
t time 
T temperature 
u flow velocity in x-direction 
U tangential flow velocity in free stream 
v flow velocity in y-direction 
V mass average velocity 

0 

w; net mass rate of production of partielas of kind i due to chemical reaction 

x coordinate 
X; external force acting on the molecules i 

y coordinate 
a; reduced mass fraction 

ß; reduced volume fraction 
1J transformed coordinate system 

A, coefficient of thermal conductivity 
A, R average length of mean free path corresponding to photon traveling with the 

velocity of light 
11 coefficient of shear viscosity 
p density 
P; partial density of i-th gas component 
e reduced temperature 
a Stefan-Boltzmann constant 
v;,. stoichiometric coefficients of reactants of the i-th component in the r-th reaction 

v;;. stoichiometric coefficients of products of the i-th component in the r-th reaction 

OJ; volume fraction of the i-th gas component 

Subscripts 

w at the wall surface 
ö free stream 
oo free stream 
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Technical Date 

'JYpe FR90/1 
depth [ mm] 
height [ mm] 
width [ mm] 
weight [ kg] 

1500 
326 
1400 
1550 
109 

960 320 150 
166 166 166 
1000 1000 1000 
1010 370 200 
39 24 16 

Number of Sheets 129 96 32 15 
Size [ mm x mm] 140x290 13 0 x 14 0 

Burn-offis to <0.5 vol% Hydrogen and/or 
< 0.05 vol % Oxygen 

On-set is to > 2 vol % initial Hydrogen 

- lnspection Cover 

Catalyst Sheet 

- Catalyst Insert 

Fig. 1 : Siemens Catalytic Recombiners 
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Fig. 2 : Boundary layer on a catalytic flat plate 
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