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a) Explanation of the arguments in the damping functions in the mixing lengths

The formulations in the van Driest and Cebeci damping functions depend on the kind of normalization which is used. The original van Driest formulation requires in the argument of the exponential function in eq. (3-9) \( y^+ / A \), where \( y^+ \) is calculated from the local value of the wall shear velocity \( u_{\text{vec}} = \frac{\tau_{\text{vec}}}{\rho} \).

In eq. (2-8) the integral \( u \) is introduced in the normalization of all terms; to avoid misunderstanding this better should have been indicated by \( \bar{u} = \sqrt{\frac{\tau_{\text{vec}}}{\rho}} \). So, the \( y^+ \) occurring in eq. (3-9) is not calculated from the local \( u_{\text{vec}} = \sqrt{\frac{\tau_{\text{vec}}}{\rho}} \), but from the perimeter averaged \( \bar{u} = \sqrt{\frac{\tau_{\text{vec}}}{\rho}} \); it should therefore better been indicated by \( \bar{y}^+ \). As the van Driest function requires the local \( y^+ \), this value is determined by extending the formula by introducing the local wall shear stress:

\[
y \sqrt{\frac{\tau_{\text{vec}}}{\rho}} / (A \nu) = \bar{y} \sqrt{\frac{\tau_{\text{vec}}}{\rho}} / (A \nu) \cdot \sqrt{\frac{\tau_{\text{vec}}}{\rho}} / \sqrt{\frac{\tau_{\text{vec}}}{\rho}}
\]

Thus, the \( \bar{y}^+ \) introduced in eq. (3-9, 11, 12, 13) is a dimensionless correction factor built by the ratio of the local wall shear stress to the one averaged over all walls at this axial position:

\[
\bar{y}^+ = \sqrt{\frac{\tau_{\text{vec}}}{\rho}} / \sqrt{\frac{\tau_{\text{vec}}}{\rho}}
\]

Thus, averaging this factor along the perimeter of all wetted walls at this axial flow position will result in one.

As the arguments in the exponential function can be normalized independent from the basic equations (2-1) to (2-3), of course, also the local wall shear stress could be introduced so that the correction factor becomes \( \bar{y}^+ = 1 \).

The same holds also for the argument \( y^+ \) in the exponential function which appears in the thermal mixing length according to Cebeci in eq. (3-11, 12, 13).

Thus, the meaning of \( y^+ \) and \( \bar{y}^+ \), as they appear in eq. (3-9...), depends on the actually used normalization. This can be summarized as follows:

<table>
<thead>
<tr>
<th>normalization by</th>
<th>meaning of...in eq. (3-9...)</th>
</tr>
</thead>
</table>
| \( u = \sqrt{\frac{\tau_{\text{vec}}}{\rho}} \), eq. (2-8) | \( y \) \quad \bar{y}^+ \quad \bar{y}^+ = \sqrt{\frac{\tau_{\text{vec}}}{\rho}} / \sqrt{\frac{\tau_{\text{vec}}}{\rho}} \)
| \( u_{\text{vec}} = \sqrt{\frac{\tau_{\text{vec}}}{\rho}} \) | \( y^+ \) \quad \bar{y}^+ = 1 |
b) Correction to the arguments in the damping function of the thermal mixing length

In eq. (3-11, 12, 13) there is a factor $Pr^{1/2}$ missing in the argument of the exponential function of the thermal mixing length according to Cebeci. The three equations read correctly:

$$I_h = \frac{\kappa_y}{\kappa_y} \ell_{Nik} (y/\hat{y}_T) \left\{ 1 - \exp (-y^* \hat{h}_w^{1/2} Pr^{1/2} / B_u(Pr)) \right\}$$  \hspace{1cm} (3-11)

$$Pr = \frac{\varepsilon_u}{\varepsilon_v} \approx \frac{l_m}{l_h} = \frac{\kappa \ell_{Nik} (y/\hat{y}_T) \left\{ 1 - \exp (-y^* \hat{h}_w^{1/2} / A_u(h^*)) \right\}}{\kappa_h \ell_{Nik} (y/\hat{y}_T) \left\{ 1 - \exp (-y^* \hat{h}_w^{1/2} Pr^{1/2} / B_u(Pr)) \right\}}$$  \hspace{1cm} (3-12)

$$Pr = \frac{\varepsilon_u}{\varepsilon_v} \approx \frac{\kappa \left\{ 1 - \exp (-y^* \hat{h}_w^{1/2} / A_u(0)) \right\}}{\kappa_h \left\{ 1 - \exp (-y^* \hat{h}_w^{1/2} Pr^{1/2} / B_u(Pr)) \right\}}$$  \hspace{1cm} (3-13)
Zusammenfassung

Das weite Anwendungsfeld von CFD-Programmen in der Reaktortechnik, z.B. auf die Analyse der diversen Strömungstypen in einem Accelerated Driven System (ADS), erfordert sehr unterschiedliche Eigenschaften der Turbulenzmodelle für den Impuls- und Wärmetransport. An ausgewählten Transportmechanismen werden physikalische Anforderungen an die Modelle erarbeitet, der Stand der Modelle diskutiert, und untersucht, welche Lösungsmöglichkeiten kommerzielle CFD-Programme dazu bieten. Einen Schwerpunkt der Diskussion bilden die bereits früher erworbenen Kenntnisse zur Anisotropie des turbulenten Austausches für Impuls und Wärme besonders in Wandnähe in Kanalströmungen und welche Notwendigkeiten sich für die numerischen Untersuchungen von Kanalströmungen daraus ergeben.


Abstract

Computational Fluid Dynamics (CFD) programs have a wide application field in reactor technique, like to diverse flow types which have to be considered in Accelerator Driven nuclear reactor Systems (ADS). This requires turbulence models for the momentum and heat transfer with very different capabilities. The physical demands on the models are elaborated for selected transport mechanisms, the status quo of the modelling is discussed, and it is investigated which capabilities are offered by the market dominating commercial CFD codes. One topic of the discussion is on the already earlier achieved knowledge on the distinct anisotropy of the turbulent momentum and heat transport near walls. It is shown that this is relevant in channel flows with inhomogeneous wall conditions. The related consequences for the turbulence modelling are discussed.

The second topic is the turbulent heat transport in buoyancy influenced flows. The only turbulence model for heat transfer which is available in the large commercial CFD-codes is based on the Reynolds analogy. This means, it is required to prescribe suitable turbulent Prandtl number distributions. There exist many correlations for channel flows, but they are seldom used in practical applications. Here, a correlation is deduced for the local turbulent Prandtl number which accounts for many parameters, like wall distance, molecular Prandtl number of the fluid, wall roughness and local shear stress, thermal wall condition, etc. so that it can be applied to most ADS typical heat transporting channel flows. The spatial dependence is discussed. It is shown that it is essential for reliable temperature calculations to get accurate turbulent Prandtl numbers especially near walls. If thermal wall functions are applied, then the correlation for the turbulent Prandtl number has to be consistent with the wall functions to avoid unphysical discretisation dependences. In using Direct Numerical Simulation (DNS) data for horizontal fluid layers it is shown that the turbulent Prandtl number concept and other available turbulence models have serious deficits in this convection type. Some of the respective model improvements are discussed which were recently developed at Forschungszentrum Karlsruhe.

Finally, a sketch for a turbulent momentum and heat transfer model is given which summarizes the experience from literature and our own results. It is based on extended algebraic stress and heat flux models which use in total four or five transport equations for turbulence quantities. According to all experience one may expect that this model will give considerably improved results for the anisotropic transport in forced, mixed, and buoyant convection in fluids with different molecular Prandtl numbers. Therefore, it should be implemented in a CFD code and should be investigated in more detail.
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1 Introduction

Computational Fluid Dynamics (CFD) is nowadays a standard numerical tool in nuclear reactor engineering. This holds also in studies of Accelerator Driven Systems (ADS) which are under development for transmutation of long living fission products into shorter living ones [Cin04]. It is used to plan complex model experiments [Bau01], to perform detailed investigations and interpretations of the experiments [Kne03], and to transfer the experimental findings from model problems like in [Schb05] and [Sti07] to reactor conditions. In ADS, e.g., a wide spectrum of different flow types is involved: There are simple and complex channel flows, like the flow between the fuel pins in the subassemblies, and flows in large pools with or without internal solid structures. The Reynolds numbers, which characterize the flow velocity, range from nearly no flow or laminar conditions up to highly turbulent flows at large Reynolds numbers. The molecular Prandtl numbers, which characterize the relative importance of the diffusivity of momentum over that for heat of the fluid, extend from small values for liquid metals, as they are used for cooling in the nuclear core, over those for air used in air coolers, and those for water, which is often used as a model fluid, up to large values for organic fluids which are sometimes used for cooling circuits in experiments and as it is planned in one ADS reactor concept [Cin04]. The flows may be purely pressure gradient driven, called forced flows, or more or less influenced by buoyancy forces, called mixed flows, or even fully driven by buoyancy. The occurrence of other transport processes like in recirculating flows, or in flows with secondary currents, which are forming vortices in the plane perpendicular to the main flow direction, complicate the requirements to achieve an adequate numerical description of the turbulent momentum and heat transfer in such flows.

There are huge numbers of different turbulence models for the velocity fields available in literature, see e.g. [Rodi93], [Piq99]. The number of models for the turbulent transfer of heat or other scalars is much less, see e.g. [Lau88], [Han02]. The problem is that all turbulence models have only a restricted range of validity, so that a model which could be used for all types of flows does not exist. So, the users of numerical codes have to select the models which are ‘adequate’ for their applications. The selection of the suitable models could be done by the hopefully sufficient experience of the users, or by evaluating the recommendations given e.g. in the code manuals or in the Best Practice Guidelines [Cas00]. Of course, none of these models is sufficient for all types of turbulent transfer tasks, especially if the transport of scalars has to be simulated.

A decade ago we used CFD codes which were developed within the nuclear community, and thus the modelling was directly oriented towards the special requirements of the certain nuclear applications. Now, in Germany, mainly commercial codes are used like ANSYS [ANS07] and Star-CD [Star06] which provide models which should be of general interest to many different engineering fields, but which are not concentrating on the demands of liquid metal cooled reactors and on that of strongly buoyancy influenced flows in different fluids. Only a limited number of momentum transfer models is available in the commercial codes and not a single turbulent heat transfer model, except for the turbulent Prandtl number concept applying the Reynolds analogy between the momentum and thermal field. Within the EC-project ASCHLIM an assessment of the performance of the available CFD codes was performed. It was found, as expected, that the more sophisticated heat transfer modelling in
some of the codes from the nuclear community were superior to the commercial codes, and that for liquid metal heat transfer the Reynolds analogy leads indeed to too large errors [Ari04]. In [Grö06], an overview on the consequences of this change in the code basis is discussed together with the resulting needs for further extensions of the commercial codes for ADS applications. There, also hints on the experimental needs are given to validate not only the numerical results of the chosen physical models, but also to validate the user assumptions which need to be introduced to condense the engineering task to a model problem which is finally simulated. Nevertheless, even sophisticated models need further improvements, e.g. for applications to flows in fuel bundles [Bag07] and for buoyancy driven flows [Grö04].

In this report we will concentrate on two generic features, respectively mechanisms, which are of utmost importance in many turbulent transport processes in an ADS: One is the anisotropy of the turbulent momentum and heat transfer near walls in every channel flow; the other one is the buoyancy influence on some of the closure terms appearing in the turbulence models. The related objectives are (1) to deduce the needs for the models from the available knowledge on the transfer features, (2) to discuss problems of some of the existing models, (3) to select some results of recent relevant model developments, and (4) to gather some of the suitable model contributions to an integral concept for an improved turbulent momentum and heat transfer modelling that should be available for ADS applications. The procedure is as follows: As there is no possibility to calculate reliable heat transfer data without an accurate modelling of the momentum transfer, therefore first the turbulent momentum transfer models are considered in chapter 2. Following the classification of the different types of models in the light of the models which are available in commercial codes, we investigate the need for modelling the anisotropic momentum exchange near walls in forced flows and the influence of buoyancy on the turbulent diffusion in the kinetic energy equation. Then we concentrate in chapter 3 on the turbulent heat transfer modelling, giving a classification of those models and discussing some problems and solutions of the turbulent Prandtl number concept which is the only heat flux modelling in the commercial codes. There, we also give some examples for the different types of more suitable heat transfer models and recent model improvements which could be of interest in this context. The objectives and the proposal for the improved modelling are given in chapter 4. – This report is the written supplement to the public seminar presentation of the author at July 10, 2007 at Institut für Kern- und Energietechnik, Forschungszentrum Karlsruhe. Thus, the intention is not to give a detailed overview complemented by comprehensive references, but to give hints on the most important effects and some related more relevant references only.

2 Modelling of turbulent momentum transfer

2.1 Classification of models

The standard turbulence models which are used in the CFD codes by engineers are based on the time averaged or Reynolds Averaged Navier-Stokes (RANS) equations. By introducing time filtering over time scales which are typical for the turbulent fluctuations of velocities, pressure and temperature, the partial differential equations for mass, momentum, and heat are transferred into those for the corresponding mean data for velocity, pressure, and tem-
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Temperature \( \overline{\mathbf{u}}_i, \overline{p}, \overline{T} \). In case of flows which are transient at scales which are slower than the turbulent fluctuations, ensemble averaging is used instead of time filtering. For constant material property data these equations can be written in Cartesian coordinates \( x_i \) as follows:

\[
\frac{\partial \overline{u}_i}{\partial x_i} = 0
\]

\[
\frac{\partial \overline{u}_i}{\partial t} + \frac{\partial}{\partial x_j} \overline{u}_i u_j = \frac{\partial}{\partial x_j} \left[ \nu \left( \frac{\partial \overline{u}_i}{\partial x_j} + \frac{\partial \overline{u}_j}{\partial x_i} \right) \right] - \frac{1}{\rho} \frac{\partial \overline{p}}{\partial x_i} - \beta g_i \Delta T
\]

\[
\frac{\partial \overline{T}}{\partial t} + \frac{\partial}{\partial x_j} \overline{u}_i T = \frac{\partial}{\partial x_j} \left( a \frac{\partial \overline{T}}{\partial x_j} \right) + \overline{Q}
\]

Here \( \rho \) is the density, \( \nu \) the molecular diffusivity for momentum, \( a \) the molecular diffusivity for heat, \( g \) the acceleration due to gravity, \( \beta \) the volume expansion coefficient, and \( \Delta T \) the difference between the local and a reference temperature. The terms in equations (2.2) and (2.3) are from left to right the rate of change term, the convective term, the diffusive term, and the source terms like the pressure gradient, the buoyancy forces, or the specific internal heating rate \( \overline{Q} \).

In the non-linear or convective term of the up to three momentum equations (2.2) the averaged product of the velocities is separated by the Reynolds decomposition of the velocities

\[
\overline{u}_i = \overline{u}_i + u'_i
\]

so that the well known closure problem appears which is the unknown averaged product of the velocity fluctuations:

\[
\frac{\partial}{\partial x_j} \overline{u}_i u_j = \frac{\partial}{\partial x_j} \left( \overline{u}_i \overline{u}_j + \overline{u}_i u'_j \right)
\]

As a result of the Reynolds averaging we get a tensor consisting of 9, or due to symmetry reasons of 6 unknown shear stresses, which contain the complete momentum exchange due to the turbulent fluctuations. So models have to be introduced which mimic the complete turbulent momentum exchange in any type of turbulent flow.

Most of the turbulence models are using the eddy diffusivity concept. It is assumed that the turbulent shear should follow a similar law like the molecular shear. For the molecular shear in common fluids the Newton law is applied which links the shear stress by means of the molecular diffusivity \( \nu \) to the gradient of the velocity. Accordingly, a gradient approximation is formulated for the turbulent shear stresses in which the newly introduced unknowns, the eddy diffusivities for momentum \( \epsilon_{\alpha\beta} \), is a tensor of fourth order; for the notation see [Meyd75].

\[
\overline{u}_i' u'_j = -\epsilon_{\alpha\beta} \left( \frac{\partial \overline{u}_i}{\partial x_\alpha} + \frac{\partial \overline{u}_\beta}{\partial x_i} \right)
\]

Nonetheless, in most simpler and numerically more efficient models we find the anisotropic eddy diffusivity tensor \( \epsilon_{\alpha\beta} \) replaced by one isotropic scalar diffusivity, \( \epsilon_{\alpha} \), which means, each shear stress component is governed by the same still unknown turbulent diffusivity. Whether this simplification may be justified in ADS typical flow simulations is considered later in chapter 2.2.1.
Tab. 2-1: Classification of turbulent momentum transfer models and availability in common commercial codes (marked fields).

Tab. 2-1 gives a classification of the turbulent shear stress models according to their order of approximation and to their isotropic or anisotropic exchange modelling capabilities. The gradient or eddy diffusivity models are called first order models, because there enter the first order statistical moments of the turbulence field into the modelling, see equation (2-6), whereas second order models use modelled transport equations for the second statistical moments, i.e. for the shear stresses themselves. As further information we give the number of additional transport equations which are solved to approximate the closure terms.

Among the first order models which apply isotropic eddy diffusivities $\varepsilon_m$, there are prominent examples. The simplest model is Prandtl’s mixing length approach in which a length scale is introduced which depends on wall distance (for references to the cited models see e.g. [Rodi93]). Thus, the eddy diffusivity is formulated exclusively on local geometry parameters. The modelling becomes problematic when wall-free flows have to be calculated like the mixing in jets or buoyant plumes in large containers. In addition, transport phenomena, like turbulence produced in one area and transported to another area, like behind a grid, or in diffusers, cannot accurately be treated by such a zero-equation model, independent on the quality of the mixing length formulation. For such applications models are preferred which solve one, two or more additional transport equations, e.g. for the kinetic energy $k$ of the turbulent velocity fluctuations, for its dissipation $\varepsilon$, for the vorticity $\omega$, or for a length scale $\ell$. Even combinations of such models became attractive like the $k-\omega$ based SST model [Men93]. The limitations of these more sophisticated first order models become obvious from this classification: There are flows, in which the positions of zero turbulent shear stress and vanishing velocity gradient do not coincide, as it is assumed by models using equation (2-6). Examples are channel flows with non-symmetric wall conditions, e.g. with walls with different wall roughnesses, or annuli with very small ratios of radii. And there are flows in which the turbulent momentum exchange is strongly anisotropic, so that an isotropic eddy diffusivity $\varepsilon_m$ is not applicable.
From an academic point of view, the second order models would be the best modelling of flows with anisotropic momentum transfer and counter-gradient momentum fluxes: These models introduce closure approximations within the transport equations for the turbulent shear stresses. Such equations can be formally deduced by starting from the momentum equations, see e.g. in [Don73], but they contain a large number of closure terms. Some of the closure terms are formulated in terms of \( k \) and \( \varepsilon \), where \( k \) can be determined from the sum of the three auto-correlations; so the resulting number of additional equations is \( 6 + 1 \). It was expected in the past that such models should be more universal than the first order transport equation models, but introducing closure assumptions on this level of complexity is a real challenge, so that the expected level of universality seems not yet achieved. In addition, the numerical solution of these equations may also be a challenge due to the existence of fast coupling terms between these equations. The usage of this full second order RANS concept requires a considerably increased numerical effort and special knowledge of the users to solve occasionally occurring convergence problems. An assessment of the second order models is given e.g. in [Han99].

The Algebraic Shear stress Models (ASM) form a class of models between first and second order modelling. They are deduced by starting from the full second order transport equations. Local equilibrium between production and destruction is assumed, which means the redistribution terms convection and diffusion can be cancelled out. The remaining closure terms are formulated in terms of \( k \) and \( \varepsilon \) so that the resulting number of additional equations is 2. As a result algebraic simplifications of the full second order differential equations are achieved. These models should be attractive because they form a numerically efficient basis for calculation of flows with anisotropic momentum exchange and counter-gradient momentum fluxes.

The non-linear \( k - \varepsilon \) models are simplified ASM versions. According to their modelling basis, they are formulated in terms of gradients of the first moments, but as there are additional terms occurring, they have a limited applicability to flows with counter-gradient momentum fluxes and with anisotropic momentum exchange. Compared to the standard \( k - \varepsilon \) model they give improved results e.g. for flows with secondary currents. The models can also be trimmed to roughly reproduce the buoyancy introduced anisotropic momentum fluxes, see e.g. [Dav90].

The simplest anisotropic first order model is widely neglected; it is based on Prandtl’s mixing length approach. In assuming that the mixing length \( l \) is also a direction dependent quantity \( l^i \), one has to find adequate mixing lengths in the required directions. Assumptions for fuel bundles were e.g. introduced by [Meyd75]. Such an approach is highly specialised to the certain geometry for which the required mixing lengths expressions were formulated. And, of course it suffers from all usual problems of first order zero-equation models.

The RANS model types which are contained in most of the commercial CFD codes, e.g. in STAR-CD [Star06], are given in Tab. 2-1 in the marked boxes. So we have a large number of models basing on gradient modelling and assuming isotropic momentum exchange coefficients, each one with different advantages and disadvantages. These form the basis for engineering applications. For applications in which non-isotropic exchange coefficients are required, we have only the tricky and expensive full second order models. The much cheaper
compromise of ASM models is missing, but instead we have the non-linear gradient models for flows with weakly anisotropic momentum exchange.

### 2.2 Anisotropic turbulent transfer in forced convection in channels

#### 2.2.1 Anisotropic transfer in single-phase convection

It is well known that the turbulent velocity fluctuations in channels are anisotropic. E.g., in a straight pipe apart from the axis, the axial velocity fluctuation takes the largest values, the azimuthal one takes the second largest, and the wall-perpendicular one takes the smallest values [Schl65]. Here we choose the coordinates $x_i$ such that $i=1$ indicates the axial or mean flow direction, $i=2$ the azimuthal or spanwise direction, and $i=3$ the radial or wall-perpendicular direction. The question is, has this anisotropy also consequences for the eddy diffusivities? Are these also anisotropic?

This question can be answered by investigating pipe flows with boundary conditions being inhomogeneous in the azimuthal direction. Nikuradse investigated a pipe flow in which he injected milk at one certain wall position [Nik30]. The sketch for the milk emulsion distribution at different transport lengths downstream of the injection position is given in Fig. 2-1. With increasing axial distance from the injection position the milk is transported from the injection point radially and azimuthally towards the opposing side of the channel. Surprising is that the azimuthal transport along the wall seems to be more effective than the radial transport just across the radius. Thus, there is a clear indication, that a passive scalar is transported near the wall much more efficient azimuthally than radially. This means, the eddy diffusivity for a scalar seems to be highly anisotropic near walls.

![Fig. 2-1 Anisotropic transport of milk in water in pipe flow [Nik30].](image)

The consequence of this anisotropy of the scalar transport can only be observed when there are local sources of the scalars near walls, like here the local injection of milk, or when there are other reasons which cause azimuthal gradients in the mean velocity or scalar fields, like azimuthally varying boundary conditions (roughness parameters or thermal conditions), or non-symmetrical geometrical conditions. Indeed, the detailed thermal and hydraulic investigations for the turbulence in nuclear reactor fuel bundles led in the sixties and seventies to a
major gain in knowledge on the behaviour of the eddy diffusivities in the radial and azimuthal directions. Examples are the publications by [Qua72], [Qua74] considering the radial distribution of the anisotropy ratio of the eddy diffusivity, which is the eddy diffusivity for a scalar in the azimuthal direction divided by the one for the radial direction, $\frac{\varepsilon_\phi}{\varepsilon_r}$, Fig. 2-2. This ratio is one on the axis of the pipe; it increases slightly towards the wall, but for wall distances below 15 to 20% the increase of the azimuthal diffusivity over the radial one is exponential. The ratio reaches values of about 100 very near the wall! Those authors investigated a wide spectrum of different Reynolds numbers $Re = \frac{\bar{u} D}{\nu}$, Prandtl and Schmidt numbers, $Pr = \frac{\nu}{\alpha}$ respectively $Sc = \frac{\nu}{\gamma}$, where $\frac{\bar{u}}{u_b}$ = bulk velocity and $\gamma$ = molecular diffusivity for the transported substance. They conclude that the distribution seems to be independent on these parameters. – Indeed, other publications showed that the anisotropy factor is not fully independent on $Re$, but that due to changes in the velocity boundary layer thickness there is a weak dependence on $Re$. This dependence can be removed when the data are not plotted over the relative wall distance $y/(D/2)$, but over the non-dimensional wall distance in units of $y^+$, where $D = 2R$ = pipe diameter, and $\tau_w$ = time-mean wall shear stress:

$$y^+ = y / D \cdot Re = y \sqrt{\tau_w / \nu}$$  \hspace{1cm} (2-7)

The shear Reynolds number $Re_t$ is calculated using the shear velocity $u_t = \sqrt{\tau_w / \rho}$. In channel flows it is linked to the common Reynolds number calculated from the bulk velocity by the friction factor $C_f$:

$$Re / Re_t = \frac{b \bar{u}}{u_b} = \frac{b \bar{u}}{u_b} = 1 / \sqrt{C_f / 8}$$ \hspace{1cm} (2.8)

From the independence of the anisotropy factor on $Pr$ and $Sc$ one could conclude that this anisotropy is not only a feature of the scalar field, but that it is mainly due to the velocity field. Indeed it was found that this behaviour is also observed for $\varepsilon_{\psi\phi} / \varepsilon_{\psi r}$; see e.g. the overview in [Reh92].

Fig. 2-2  Radial distribution of the anisotropy ratio of the eddy diffusivities for scalars in pipes [Qua74]; $Z=r/R$. 

[Image 144x145 to 451x355]
The mechanisms leading to this anisotropic exchange process can be explained easily: According to equation (2-6) the radial and azimuthal eddy diffusivities are defined in Cartesian coordinates as:

\[
\varepsilon_{\text{uw}} = \frac{u'_{\text{w}}}{\varepsilon_{\text{w}}} = -u'_{\text{w}} \frac{\partial \overline{\rho_{\text{f}}}}{\partial x_{1}}
\]

(2-9)

\[
\varepsilon_{\text{wm}} = \frac{u'_{\text{w}}}{\varepsilon_{\text{m}}} = -u'_{\text{w}} \frac{\partial \overline{\rho_{\text{f}}}}{\partial x_{2}}
\]

(2-10)

So, \( \varepsilon_{\text{uw}} \) designates the radial flux of axial momentum caused by the radial velocity fluctuations, and \( \varepsilon_{\text{wm}} \) the azimuthal flux of axial momentum caused by the azimuthal velocity fluctuations. As the radial velocity fluctuations are strongly damped near walls due to the presence of the impermeable wall, their momentum is redistributed into the two velocity components parallel to the wall. As a consequence, the velocity fluctuations parallel to the wall have their maximum nearer to the wall than the radial fluctuations, see e.g. [Schl65], [Kaw99]. Thus the azimuthal fluctuations are in the near wall area more effective to transport the axial momentum azimuthally than the radial fluctuations radially.

The necessity of applying anisotropic turbulence models to the velocity and temperature fields in reactor fuel elements was practically observed by several authors already in the sixties and seventies. At that time this was the status quo of the knowledge of those who developed codes for numerical analysis of the velocity and temperature fields in fuel bundles. E.g. Meyder [Meyd75] used an anisotropic mixing length formulation and Ramm & Johannsen [Ramm75], [Ramm75a] used a phenomenological anisotropic eddy diffusivity model to get an adequate reproduction of experimental data for the flow within subassemblies. Later, the knowledge on this necessity was obviously lost in the CFD community in the western hemisphere, whereas there were still publications on this subject in Russia [Bob85] and by experimentalists, see the review by Rehme [Reh92]. Within the last decade groups e.g. in Korea and Japan started with investigations applying commercial codes to the flow in fuel elements. They document, as could have been expected, that the isotropic \( k - \varepsilon \) model is insufficient to reproduce sufficiently accurate the axial flow in fuel bundles [In03], [Bag03]. They learned again that anisotropic turbulence models are required, and concluded that the non-linear \( k - \varepsilon \) model might be an acceptable compromise, see e.g. [Bag03]. After further investigations and analysis, Baglietto & Ninokata proposed just recently an improved non-linear model especially for subassembly flows [Bag07].

In densely packed fuel rod bundles with pitch \( P \) over pin diameter \( D \) ratios \( P/D \) below 1.15 there occurs an additional phenomenon which causes efficient mixing between subchannels and which is therefore a challenge for turbulence modelling. In many of the detailed experimental investigations, e.g. by [Hoo84], [Möl92] and [Kra98], there were strong and periodic velocity fluctuations observed in the narrows between the fuel pins. At first, these oscillations in bundle flows were interpreted in different manners, see [Reh92], e.g. as an increased turbulence level. Later [Mey94] could explain the phenomenon by regular vortex patterns in the \( z-\phi \)-plane which are formed by an instability and which move in the gaps between the pins downstream. They could show that such regular vortex patterns and pulsations are not only occurring in axial bundle flows, but that these are also produced in other compound channels in which wide channels are coupled to very narrow ones, e.g. like in deep river beds coupled to flat flood planes. Now, for laminar flow there is another investigation explaining the phenomenon by an instability [Gos06]. Recalculation of such bundle experiments by stationary
RANS were found a challenge, but reproduction of the strong mixing by this special vortex pattern in a simplified channel by Large Eddy Simulation (LES) was successful [Bie96].

For deciding which simulation method is required for these bundle flows with $P/D < 1.15$, one has to know whether the vortex pattern belongs to the turbulence and should be included in a suitable RANS closure model, or whether it is a separate large scale structure which should be produced as part of the numerical solution by an Unsteady RANS (URANS). As the first case is hardly possible, there the only alternative would really be to use LES. A decision could be tried by comparing the frequency spectra as given e.g. in [Mey94] and comparing them to those in simple channels, e.g. by [Lör77], but the separation of the low frequent vortices from the low frequent turbulence is not very clear. A somewhat clearer result follows from considering directly the time scales: The time scale of the vortex pattern is somewhat larger than the formal integration time to deduce the RANS equations; the latter one could be estimated by means of the Taylor hypothesis from the convection velocity and by means of the two-point correlations of the undisturbed turbulent velocity fluctuations which become zero for distances beyond $1.6 D$ to $2 D$. Thus, as the time scale of the regular patterns is outside the one of turbulence, LES is not really required, but an URANS should be sufficient. And indeed, this rough estimation of the required method is consistent with the finding by [ChaT04] and by [Bag07] that URANS can really reproduce such persistent regular vortex patterns in narrow gaps.

It is hard to define here what belongs to turbulence and what should be considered separately. This is not only a problem for deciding which simulation method should be applied, it is also decisive for the interpretation and comparison of the experimental and numerical results, because the time averaging which is used in both methods might be different. The URANS implies conditional and ensemble averaging; as a consequence here the energy of the regular vortex patterns is not included in the turbulence data. In contrast, in many of the experiments time averaging over longer times has been used, so that the turbulence data may contain the energy of the regular structures.

2.2.2 Anisotropic transfer in two-phase convection

Let us shortly consider whether the strong anisotropic momentum and heat transfer, which was found to be relevant even in simple channels near walls in single-phase flows with inhomogeneous boundary conditions, also exists in two-phase bubbly flows. Such flows occur in some ADS system concepts, which are based on passive cooling, that means, which use mainly buoyancy as a driving force for cooling. To reduce the vertical extension of the reactor vessel and reactor building, the free convection shall be increased by gas bubble injection to increase the active density difference [Ben07].

It could be argued that the interfaces due to the gas bubbles in the flow might reduce the turbulence level and thus may also reduce the anisotropic momentum exchange. In a detailed experimental analysis using X-ray tomography to determine the 2d gas distribution in cross sections of a pipe with $D = 70$ mm and 5 m length in an air-water system this was investigated by using asymmetric gas injection. In upward directed flow it was found in [Sam96] over a wide range of Reynolds numbers that the resulting gas distribution, Fig. 2-3, indicates transport phenomena which are especially at lower relative volumetric gas content
very similar to the one found by Nikuradse in his milk experiment, Fig. 2-1. The locally injected gas bubbles are redistributed more efficient in the azimuthal direction than in the radial direction. This effect of the anisotropic exchange is in two-phase flows even augmented compared to the single-phase flow because in upward flow the lift force on the bubbles tends to move the bubbles towards the walls which reduces the radial redistribution. Thus, the large relative local gas content $\alpha$ and the corresponding buoyancy contribution by the bubbles do not reduce the strong anisotropic turbulent mass and scalar transport near the wall in the considered parameter range. Accordingly, the same necessity is found to use anisotropic diffusivities in CFD applications to bubbly flows as in single-phase flows.

Fig. 2-3 Gas distribution in air-water upward flow at $z/D=63$, $\beta=5\%$, $\alpha_{\text{max}}\approx20\%$ [Sam96].

Thus, the relevance of the anisotropy of the turbulent exchange coefficients near walls for engineering applications of CFD codes is obvious: The anisotropy has to be considered in all applications to single-phase flows and bubbly two-phase flows in which in simple channels the boundary conditions depend on the spanwise coordinate (spanwise = along wall but perpendicular to mean flow direction, here $i=2$). This holds also in channels with a more complex geometry, in which the asymmetry in the geometry leads to wall shear stresses or wall heat fluxes which depend on the spanwise direction. This is especially true for the axial flows in fuel bundles, when low-Reynolds number versions of turbulence models are applied. For calculations which do not resolve the boundary layers of the momentum or scalar fields, modelling of this anisotropy is of reduced importance.

2.3 Buoyancy contributions to closure models

2.3.1 Problem and DNS data base

The influence of buoyancy on turbulence models has been investigated and improved since several decades. There are formal contributions of buoyancy in the basic equations, like the buoyancy force in the momentum equation (2.2) and the production due to the turbulent heat flux in the transport equation for the kinetic energy $k$ (2.11). In addition, there are also implicit contributions to some closure terms in the additional transport equations, which cannot be recognized so directly, but which were concluded to exist because of practical experience with the models. In strongly buoyancy influenced or buoyancy dominated flows there is a
strong coupling not only from the velocity field to the field of the transported scalar, but also back from the scalar field to the velocity field, see equations (2.2) and (2.3). This two-way coupling holds also for the additional closure equations, see e.g. in [Car03]; it makes the investigation and improvement of turbulence models complicated. So, there is still intensive work going on in this field to improve the status quo, see e.g. the review in [Han02]. The current commercial CFD codes account for the formal inclusion of some buoyancy contributions, but the implicit ones to certain closures are not accounted for. This is one of the reasons why the codes have serious deficits in applications to strongly buoyancy influenced flows. Therefore, only the most sophisticated models, the full second order models, are recommended in the Best Practice Guidelines [Cas00] on page 81 for buoyancy influenced flows.

At FZK we were working in several phases since the end of the seventies on improving turbulence models for buoyant flows by using Direct Numerical Simulation (DNS) data from our in-house TURBIT code [Sch75], [Grö87], [Wör94]. Overviews of our earlier work are given in [Sch80], [Grö87], and [Grö99]. DNS means, that we just solve the complete three-dimensional time-dependent basic equations by adequate numerical schemes and on grids which resolve all relevant scales of turbulence: This means, one has to record the largest scales as well as the smallest scales, and one has to record the slowest scales as well as the fastest scales of the turbulence in the flow. Simulations which fulfil these requirements do not depend on any physical models and thus do not depend on any model parameters.

In the following discussion of necessities of current RANS models and the recently developed model improvements for buoyant flows we are using carefully validated DNS data which were generated and analysed in the Institute for Reactor Safety. The data for Rayleigh-Bénard Convection (RBC) in several fluids were published e.g. in [Bun98], [Wör94] and for an Internally Heated fluid Layer (IHL) e.g. in [Grö89], [Wör97]. For each convection type one simulation was added recently in the Institute for Nuclear and Energy Technologies, see e.g. the publications [Oti05] and [Cha07].

The RBC is the convection in a horizontal fluid layer with infinite horizontal extension which is heated from below and cooled from above. The instability of the light hot lower boundary layer develops at larger heating rates plumes conveecting upward, and the heavy cold upper boundary layer forms plumes plunging downward. The core of the fluid is roughly isothermal. The vertical section in Fig. 2-4 which is taken from a hologram from Jahn [Jah75] indicates lines of equal density, or for a fluid with a linear dependence between density and temperature, this indicates also the instantaneous temperature field. Here in this example the flow of air is laminar; the pattern indicates to a regular roll pattern which moves the hot fluid upward und the cold one downward. The heat transfer in RBC can be characterized by the Rayleigh number $Ra = \frac{g \beta \Delta T_w D^3}{(\nu a)}$ where $\Delta T_w$ = difference between both wall temperatures, and $D$ = channel height. The numerical results are scaled by using the length scale $D$, the temperature scale $\Delta T_w$, and the velocity scale $\left(\frac{g \beta \Delta T_w D}{\nu} \right)^{1/2}$ because this leads to velocity fluctuation amplitudes which are widely independent on the Rayleigh number [Grö82a].

The IHL is also a horizontal fluid layer with infinite horizontal extension, but it is internally heated by homogeneously distributed heat sources within the fluid, and it is cooled by cooling the bottom and top walls. This convection type mimics a nuclear core melt; in this case, the fluid is bounded by its own crusts, so that the lower and upper wall temperatures are
equal and are fixed by the freezing temperature of the melt. The heavy cold lower boundary layer is stably stratified and does not produce any convection. Only the upper heavy cold boundary layer becomes unstable due to Rayleigh-Taylor instability and releases locally some cold plumes which plunge into the hot core. For turbulent flow as given in Fig. 2-4 this plume detachment occurs irregularly. Movies of the transport phenomena in both flow types are given in the DNS databank on the web-page [Wör97a]. The heat transfer in IHL can be characterized by the modified Rayleigh number $\text{Ra} = g \beta \dot{Q} D^3 / (\nu \lambda)$ where $\dot{Q} = \text{volumetric heat source}$ and $\lambda = \text{thermal conductivity}$. The scaling of the numerical results is the same as for RBC except for the temperature scale $\Delta T_{\text{max}}$; this one cannot be fixed in advance; it is a result of the simulation. Thus, it was estimated in advance by using well known Nusselt number correlations for the IHL as given in [Kul85].

For turbulence modelling, the RBC is representative for convection in thermally unstably stratified flows, because turbulence is augmented by buoyancy. At lower Rayleigh numbers temperature inversions may be built up [Grö82a] so that counter-gradient heat fluxes may occur; at large Rayleigh numbers the core of the layer becomes isothermal so that the heat has to be transported with zero temperature gradient. In the IHL we find an unstable layer above the position of the temperature maximum and a stable layer in the complete area below the temperature maximum. In stable stratification the buoyancy is working against the turbulence production leading to damping of turbulence. This causes wide areas in which the heat is transported against the temperature gradient [Grö82], and in which e.g. the kinetic energy $k$ is also transported against its gradient [Wör97]. For a discussion in which types of flows one has to expect such counter-gradient thermal fluxes, see [Sch87]. For RBC there exists an extensive literature with turbulence data to verify a DNS; so we used the simulation of RBC originally to learn how to perform accurate DNS for buoyant convection [Grö83]. The real target of the investigations was to provide data for the IHL by means of reliable DNS, because for this flow there exist up to now from experiments no reliable turbulence data which could be used for model development, except for our own DNS results. An overview on former experimental and numerical IHL investigations is given in [Kul85].
2.3.2 Buoyancy effects on \( k \)-diffusion in single-phase flow

Here, we concentrate our discussion on the not directly visible buoyancy contribution to the turbulent diffusion \( D_{k,j} \) in the transport equation for the turbulent kinetic energy \( k \) as it appears in the standard \( k-\varepsilon \) model. The \( k \) equation for horizontal fluid layers is in nondimensional form as follows:

\[
\begin{align*}
\frac{\partial}{\partial x_j} \left( \frac{u_j}{k} \right) & = - \frac{u_j}{\sqrt{Gr}} \frac{\partial u_j}{\partial x_j} + \frac{\varepsilon_j}{\sqrt{Gr}} \frac{\partial u_j}{\partial x_j} \\
& + \frac{\partial}{\partial x_j} \left( \frac{1}{\sqrt{Gr}} \frac{\partial k}{\partial x_j} - \frac{\partial}{\partial x_j} \left[ \frac{u_j^* k + u_j^* p'}{\nu_x} \right] \right)
\end{align*}
\]

(2.11)

Here, \( Gr = Ra/\nu \) and \( \theta \) is the temperature fluctuation which results from the Reynolds decomposition as used analogously to (2-4) to separate the temperature into a mean value \( \bar{T} \) and a fluctuation:

\[
T = \bar{T} + \theta
\]

(2-12)

The production term \( P_k \) contains contributions due to the mean shear stresses and due to buoyancy represented by the vertical heat flux; the dissipation term is calculated by the separate transport equation for \( \varepsilon \). Thus, the remaining closure terms, which are the triple correlation \( \theta^2 u_j^* \) and the velocity-pressure fluctuation correlation \( u_j^* p' \) in the turbulent diffusion term \( D_{k,j} \), are usually modelled together by assuming gradient diffusion. The unknown eddy diffusivity for the convective energy flux is approximated by a turbulent Prandtl number for \( k \) from the eddy diffusivity for momentum, where \( \sigma_j \approx 1 \) [Lau72] :

\[
D_{k,j} = - \frac{\partial}{\partial x_j} \left( u_j^* k + u_j^* p' \right) \approx \frac{\partial}{\partial x_j} \left( \left[ \frac{\varepsilon_j}{\sigma_j} \frac{\partial k}{\partial x_j} \right] \right)
\]

(2-13)

From practical applications of this model in meteorology it is concluded that the model is insufficient and it is expected that these closure terms are influenced by buoyancy [Moe89]. In addition it is observed in our DNS analyses that in IHL there exist extended areas in which counter-gradient energy fluxes occur which can of course not be reproduced by the gradient model (2-13) and that the model is indeed also insufficient for RBC, see e.g. [Wör97], [Wör98] and [Cha07]. One of the reasons was found in the observation that in most flows the triple correlation gives the dominant contribution, like in IHL, but that in RBC the velocity-pressure fluctuation correlation gives the dominant contribution. Thus, it was decided to try a separate modelling of both terms. By combining two models one should also have a chance to get rid of the problems with the inadequate counter-gradient flux modelling.

The modelling for the velocity-fluctuation triple correlation as given in [Cha07] starts from its transport equation. Therein, indeed formally a buoyancy term containing the triple correlation \( u_j^* \theta \) appears as one of the important closure terms. This triple correlation \( u_j^* \theta \) also occurs in the convection term as a closure in the transport equation for the turbulent heat flux. Thus an improved modeling of this term is of more general importance. In the investigated horizontal fluid layers the triple correlation is non zero along the vertical direction \( j = 3 \). All terms in
the transport equation for this triple correlation are analyzed from DNS data, [Cha05] and [Cha07]. From this analysis a buoyancy-extended version of the Daly and Harlow model [Dal70] is deduced [Cha07a]:

\[
\bar{u}_j^2 \theta \approx -C_{\alpha} \frac{\bar{k}}{\varepsilon} \left( 2 \bar{u}_j \frac{\partial \bar{u}_j \theta}{\partial \bar{x}_j} + \bar{u}_j \frac{\partial \bar{u}_j^2}{\partial \bar{x}_j} - C_{\beta} \frac{\bar{k}}{\varepsilon} \left( \frac{\partial \bar{u}_j^2}{\partial \bar{x}_j} + \frac{\partial T}{\partial \bar{x}_j} - 2 \frac{Ra}{Re^2 Pr} \frac{\bar{u}_j^2 \theta}{\bar{u}_j^3} \right) \right)
\]

This model is incorporated in the model for the velocity-fluctuation triple correlation.

For the velocity-pressure fluctuation correlation a simple model from Donaldson [Don69] is adopted in [Cha07], in which a coefficient is introduced which depends on the local turbulent Reynolds number. Coupling both models for the closure terms in the turbulent energy diffusion results in the following extended RANS model for the turbulent energy diffusion:

\[
\frac{\partial}{\partial \bar{x}_j} \left( \bar{u}_j \bar{k} + \bar{u}_j \bar{p} \right) \approx

\begin{align*}
&\left[ \frac{\bar{k}}{\varepsilon} \frac{\partial \bar{k}}{\partial \bar{x}_j} - \frac{\bar{u}_j^2}{\varepsilon} \frac{\partial \bar{k}}{\partial \bar{x}_j} \right] + 2 C_1 \frac{C_{\alpha}}{Re_{\theta}^2} \left( \frac{Ra}{Re^2 Pr} \frac{\bar{u}_j \theta}{\bar{u}_j^3} \right) \\
&\quad + \frac{C_2}{Re_{\theta}^2} \left( \frac{k^2}{\varepsilon} \frac{\partial \bar{u}_j^2}{\partial \bar{x}_j} \right)
\end{align*}
\]

Here three additional closure terms occur: The triple correlations \( \bar{u}_j^3 \) and \( \bar{u}_j^2 \theta \) can be calculated using models by Launder [Lau89] and by Otić et al. [Oti05], respectively. The third term, \( \bar{u}_j^3 \), should be calculated by an additional modelled transport equation e.g. as in Launder et al. [Lau75], but extended by the buoyancy contribution. Thus, this diffusion model extends the \( k-\varepsilon \) model to a \( k-\varepsilon-\bar{u}_j^3 \) 3-equation model. It allows for a better representation of the consequences of the large anisotropy on the velocity field which occurs in buoyant flows.

![Fig. 2-5 DNS data for the vertical distribution of \( D_{ij} \), for the standard model (2-13), and for the extended model (2-15) [Cha07].](image-url)
The validation of the extended model against the DNS data in Fig. 2-5 shows that for RBC, the qualitative distribution has only slightly been improved; the diffusion in the core of the flow is still small, but it also still has the wrong sign there. In contrast, for the IHL considerable improvement is achieved, whereas the standard model is completely insufficient. In addition, as the extended turbulent diffusion model is not exclusively based on gradient-diffusion assumptions, it also allows predicting counter-gradient energy fluxes. This follows from the fact that $k_{\text{max}}$ is at about $x_3 \approx 1.7$ [Cha07] and that $D_{ij,j}$ is negative above this position, which means energy is transferred downward, against the energy gradient.

This improvement of the turbulent diffusion in the $k$-equation of the $k-\varepsilon$ model should be of general interest for applications to all buoyancy driven flows. To learn whether it is valid also for the velocity fields in buoyancy influenced forced flows, additional investigations should be performed.

2.3.3 Buoyancy in $k$-equation closures in bubbly flows

In the ADS typical two-phase flows, like in the earlier discussed bubbly flows used to assist the cooling by natural convection, we have buoyancy contributions not only due to temperature differences, but mainly due to the density differences between the liquid and the gas phase. In upward directed flows the bubbles are faster than the liquid and thus a slip between both phases develops. This slip may produce an increase in turbulence energy. On the other hand, the presence of the interfaces may lead to damping of turbulent fluctuations, and thus a reduction of the kinetic energy may occur. Further on turbulence in the liquid phase is also produced by wall shear.

![Fig. 2-6 Kinetic energy in air-water upward flow in the liquid phase at $z/D=70$, $\beta=0\%, 5\%$ and $10\%$, $Re\approx25.000$ and $100.000$ [Sam96].](image-url)

The radial turbulent kinetic energy profiles which are determined by hot film anemometry in the liquid phase by [Sam96] from air-water experiments in a vertical pipe show both phenomena. At large superficial liquid velocities, at $j_l=1.44$ m/s, the kinetic energy is reduced at small relative volumetric gas contents $\beta$ near the pipe wall, Fig. 2-6. Obviously, the concentration of gas bubbles near the wall leads in this parameter range at small $\beta$ values to a damping of the mainly wall shear produced turbulence, compared to the single-phase result,
but with increasing $\beta$ the kinetic energy increases towards the single-phase values. In the centre of the pipe, where the local gas content is much smaller than $\beta$, the tendency is about the same, but the energy may even grow above the value for single-phase flows. At small superficial liquid velocities, at $j_l=0.36$ m/s, a much higher kinetic energy is found throughout the channel compared to single-phase conditions. This means, the bubble induced turbulence dominates over the wall shear induced turbulence.

The behaviour found in Fig. 2-6 is consistent with the one described by the criterion of Kataoka et al. [Kat93]. The question is, whether standard two-phase turbulence models can predict adequately this complicated production and damping of turbulence due to the buoyancy driven motion of the bubbles. Some answers can be found in analyses by Ilić [Ilic05], [Ilic06] from DNS with the code TURBIT-VoF from Sabisch et al. [Sab01]. From her DNS of bubbly induced turbulence at $\alpha=6.5\%$ in a vertical plane channel she found that all models for the production of turbulent kinetic energy by bubbles strongly overestimate the production in this parameter range. The turbulent diffusion is a much more important term than in single-phase flows; all closure models used in engineering codes give much too small turbulent diffusion. The modeling of dissipation in 1-equation models is also incorrect: The dissipation is under predicted at large local gas contents and over predicted at low local gas contents. This means, all closure models used in the kinetic energy equation for bubbly flows need further improvement.

### 3 Modelling of turbulent heat transfer

#### 3.1 Classification of models

In the time averaged or Reynolds averaged thermal energy equation (2.3) also an averaged product occurs. In the non-linear or convective term the averaged product of velocities and temperature is separated by the Reynolds decomposition (2-4) for the velocities, and analogously by (2-12) for the temperature. So, the well known closure problem appears, the unknown averaged product of the velocity and temperature fluctuations:

$$\partial \bar{u} / \partial x_i \bar{T} = \partial \bar{u}_i / \partial x \left( \bar{u}_i \bar{T} + \bar{u}_i \bar{\theta} \right)$$

(3-1)

As a result of the Reynolds averaging we get a vector consisting of 3 unknown heat fluxes, which contain the complete heat exchange due to the turbulent fluctuations. So models have to be introduced which mimic the entire turbulent heat exchange in any type of turbulent flow.

Most of the turbulent heat flux models are using the eddy conductivity concept. It is assumed that the turbulent heat flux should follow a similar law like the molecular heat conduction. For the molecular conduction the Fourier law is applied which links the heat flux by means of the molecular diffusivity $a$ to the gradient of the mean temperature. Accordingly, a gradient approximation is formulated for the turbulent heat fluxes in which the newly introduced unknowns, the eddy conductivities (or eddy diffusivities for heat) $\varepsilon_{il}^h$, should be a tensor.

$$\bar{u}_i \bar{\theta} = -\varepsilon_{il}^h \frac{\partial \bar{T}}{\partial x_i}$$

(3-2)
Nonetheless, in most models we find the anisotropic eddy conductivity tensor $\varepsilon_{ij}$ replaced by an isotropic scalar one, $\varepsilon_\kappa$, which means, each heat flux component is governed by the same still unknown eddy conductivity. The conditions, for which this simplification may be justified in ADS typical flow simulations, were already considered in chapter 2.2, or more precisely stated: The discussion of Fig. 2-1 and Fig. 2-2 shows, that this simplification may not be applied in all channel flows with inhomogeneous boundary conditions. Thus, more sophisticated anisotropic turbulence models are also required for the scalar fluxes.

<table>
<thead>
<tr>
<th>modelling order</th>
<th>Isotropic turbulent transport</th>
<th>Anisotropic turbulent transport</th>
<th>Number of transport equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st order</td>
<td>Gradient models, eddy conductivity models</td>
<td>$Pr_\kappa$ Reynolds-analogy, $l_\kappa$ mixing length models</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$k-\varepsilon-\theta^2$, $k-\varepsilon-\theta^2-\varepsilon_\theta$</td>
<td>$l_\kappa$ mixing length models</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>non-linear AHM</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>?</td>
<td>AHM-models with $\theta^2$ ...</td>
<td></td>
<td>1, 2</td>
</tr>
<tr>
<td>2nd order</td>
<td>Transport eq. for all second order closure moments</td>
<td>eq. for complete heat flux vector</td>
<td>3 + 1, 2</td>
</tr>
</tbody>
</table>

Tab. 3-1: Classification of turbulent heat transfer models and availability in common commercial codes (marked field).

In Tab. 3-1 we give a classification of the turbulent heat flux models. This classification widely follows that one which is given in Tab. 2-1 for the turbulent shear stress models. Again the models are sorted according to their order of approximation and to their isotropic or anisotropic exchange modelling capabilities. The gradient or eddy conductivity models are called first order models, because there enter the first order statistical moments of the turbulence field into the modelling, see equation (3-2), whereas second order models use model-elled transport equations for the second statistical moments, i.e. for the heat fluxes themselves. As additional information we give the number of additional transport equations which are solved to approximate the thermal closure terms.

The simplest model among the first order models which applies isotropic eddy conductivities $\varepsilon_\kappa$ is a modified Prandtl mixing length approach in which a thermal length scale $l_\kappa$ is introduced which depends on wall distance and molecular Prandtl number, see e.g. in [Ceb73]. Thus, the eddy conductivity is formulated exclusively in local geometry parameters. The modelling becomes problematic when wall-free flows have to be calculated like the mixing of a scalar (here heat) in jets or by buoyant plumes in large containers. In addition, transport phenomena, like temperature fluctuations produced in one area and transported to another area, like behind a heated grid, cannot accurately be treated by such a zero-equation model,
independent of the quality of the thermal mixing length formulation. For such applications
models are preferred which solve one, two or more additional transport equations, e.g. for
the temperature variance $\overline{\theta'^2}$ of the turbulent temperature fluctuations. The dimensionless
form of the latter is:

$$\begin{align*}
\frac{\partial \overline{\theta'^2}}{\partial t} + u_i \frac{\partial \overline{\theta'^2}}{\partial x_i} &= -2u'_i \overline{\theta' T} - \frac{2}{Pr \sqrt{Gr}} \frac{\overline{\theta' \theta' \theta'}}{\varepsilon} + \frac{1}{Pr \sqrt{Gr}} \frac{\partial}{\partial x_i} \left( \frac{\overline{\theta' \theta' \theta'}}{\varepsilon} \right) u'_i \overline{\theta'^2} \quad (3.3)
\end{align*}$$

The closure terms appearing in this equation are the triple correlation in the turbulent diffusion
term $\rho_{\varepsilon,\theta}$, which was already discussed above with the closures occurring in
(2-15), and the dissipation of thermal variance $\varepsilon_{\theta}$. For modelling the dissipation a turbu-

tent time scale ratio $R$ of the thermal to mechanical turbulent time scales could be intro-
duced:

$$R = \frac{\varepsilon}{k} \frac{\varepsilon_{\theta}}{\overline{\theta'^2}} \quad (3.4)$$

This allows calculating the required $\varepsilon_{\theta}$ from the available dissipation of the momentum field.

Specifying the required time scale ratio $R$ near walls and for varying Reynolds, Rayleigh and
Prandtl numbers is as problematic as specifying the turbulent Prandtl number which is dis-
cussed in chapter 3.2; see e.g. DNS data in [Grö92], [Wör94], [Kas95], [Kaw99], [Schw07].

Thus, to avoid application of this problematic approach when the molecular Prandtl number
strongly deviates from unity, an additional transport equation for the dissipation $\varepsilon_{\theta}$ is solved,
see e.g. in [Nag94]. In chapter 3.3 it will follow that such transport equation models are abso-
lutely necessary for buoyant flows. The limitations of these more sophisticated first order
models become obvious from this classification: There are flows like the IHL, in which the
positions of zero turbulent heat fluxes and vanishing temperature gradient do not coincide, as
it is modelled by equation (3-2), or in which the heat flux is large despite a zero temperature
gradient like in the core of the RBC. Further examples are channel flows with non-symmetric
wall conditions, e.g. with walls with different wall roughnesses, or from both sides heated
annuli with very small ratios of radii. And there are flows in which the turbulent heat ex-
change is strongly anisotropic, so that an isotropic eddy conductivity $\varepsilon_{\theta}$ is not applicable, see
chapter 2.2.

From an academic point of view, the second order models would be the best modelling of
such flows with anisotropic turbulent heat transfer and counter-gradient heat fluxes: These
models use transport equations for the turbulent heat fluxes. They also need a number of
closure approximations [Rodi93]. The equations can be formally deduced by starting from the
thermal energy equation [Don73]. For buoyant flows there appears a production term which
contains the temperature variance $\overline{\theta'^2}$, for which an additional modelled form of the trans-
port equation (3.3) is required. And as above with the 3 or 4 equation models, for Prandtl
numbers different from one, the dissipation $\varepsilon_{\theta}$ of the temperature variance is calculated by a
separate transport equation, see e.g. [Car97]. The resulting number of additional equations is
3 + 1 or 2 on the thermal side. As some of the closure terms are formulated in terms of $k$
and $\varepsilon$, these 2 equations from the momentum side are also required. It was expected in the
past that such second order models should be more universal than the first order transport
equation models, but introducing closure assumptions on this level of complexity is a real
challenge, so that the expected level of universality seems not yet to be achieved [Car03].
The Algebraic Heat flux Models (AHM) form a class of models between first and second order modelling. They are deduced by starting from the full second order transport equations for the heat fluxes. Local equilibrium between production and destruction is assumed, so that the redistribution terms convection and diffusion can be cancelled out. The remaining closure terms are formulated in terms of $k$ and $\varepsilon$, and for buoyant flows in addition in terms of the temperature variance $\theta^2$ and, for Prandtl different from unity, its dissipation $\theta \varepsilon$. So the resulting number of additional equations is $2 + 1$ or $2 + 2$. As a result algebraic simplifications of the full second order differential equations are achieved. This type of modelling the scalar fluxes was roughly at the same time developed for subgrid scale modelling in Large Eddy Simulation [SchL76], [Som76], and also for the RANS modelling of scalar fluxes [Mer76], whereas systematic developments for RANS followed later, [Lau88]. These models should be attractive because they form a numerically efficient basis for an approximate calculation of flows with anisotropic heat exchange and counter-gradient heat fluxes. Indeed, it is concluded from applications to mixing in stratified fluids that AHM models form a good and efficient compromise between first and second order models [Rodi87].

The non-linear eddy conductivity models are simplified AHM versions. According to their modelling basis, they are formulated in terms of gradients of the first moments, but as there are additional terms occurring, they have a limited applicability to flows with counter-gradient heat fluxes and with anisotropic heat exchange. There are recently intensive development activities on these types of heat flux models, especially to develop also consistent shear stress models to make the combination fully applicable to buoyant flows, see e.g. [Hat06]. Compared to the standard first order 4-equation models they should give somewhat improved results for buoyant wall shear flows with heat transfer.

The simplest anisotropic first order model is based on Prandtl’s mixing length approach. In assuming that the thermal mixing length $\ell_t$ could also be a direction dependent quantity $\ell_t^i$, one has to find an adequate thermal mixing length in the required direction. Such models were to the knowledge of the author in the past not explicitly used, but only some phenomenological approaches were going in this direction, like the one in [Ramm75].

The RANS heat flux model type which is contained in commercial CFD codes, e.g. in ANSYS [ANS07] or STAR-CD [Star06], is given in Tab. 3-1 in the marked box. So we have a large number of turbulent heat flux models of very different capabilities in literature, but we have none of them available in our working horses! The modelling which is available uses no explicit model but the Reynolds analogy which assumes that there is similarity in the turbulent transport features of momentum and heat, and that the eddy conductivity is proportional to the eddy diffusivity. The proportionality factor is the turbulent Prandtl number which we will discuss in the next chapter. This means, we have highly sophisticated turbulent momentum transfer models in our commercial codes, up to second order, solving a large number of additional transport equations, but the turbulent transfer of the scalars is calculated by using one factor, which is mostly assumed to be constant in space! As to be expected, it is now standard knowledge that this type of scalar flux modelling is problematic in liquid metal heat transfer applications, and that it fails completely in modelling buoyant flows, where the temperature field gives the source term for any convective transport and needs therefore increased accuracy in modelling.
3.2 Turbulent Prandtl numbers – Status quo in commercial CFD codes

3.2.1 Challenges in modelling turbulent Prandtl numbers

The most widely used method to calculate the turbulent heat fluxes is based on the Reynolds analogy. This assumes similarity in the turbulent transport features of momentum and heat, and thus the eddy conductivity introduced in (3-2) is assumed to be proportional to the eddy diffusivity. The proportionality factor is the inverse of the turbulent Prandtl number $\text{Pr}_t$:

$$\overline{u_i \theta} = -\varepsilon_h \frac{\partial \bar{T}}{\partial x_i} \approx -\varepsilon_h \frac{\partial \bar{T}}{\partial x_i} = -\frac{\varepsilon_m}{\text{Pr}_t} \frac{\partial \bar{T}}{\partial x_i}$$

(3-5)

$$\text{Pr}_t = \frac{\varepsilon_m}{\varepsilon_h}$$

(3-6)

There is very much known about the behaviour of $\text{Pr}_t$ in very special and mostly simple flows and for certain fluids. Even the influence of stratification was recently reconsidered [Ven03]. And there are very good reviews on the subject, but these are mostly older literature [ReyA75], [Kay94]. The last major one known to the author is the one by Kays [Kay94]. It is often referred to it, but obviously there are too many correlations discussed, so that most users just apply further on the default value given in the codes, which is a constant value of $\text{Pr}_t = 0.9$. In addition, in many papers some kind of postulated improvements are discussed, but most of them give no progress for other applications. Nevertheless, the use of the concept is essential in our current CFD codes. Therefore, we will give here a short discussion of the problems with the turbulent Prandtl number concept, show how easy it can be to get an approximation for turbulent channel flows of different fluids, and what the limitations of such simple approximations are, and we discuss the relevance of using good wall-distance dependent $\text{Pr}_t$ approximations. In the subsequent chapter 3.3 we will see how the problem could be circumvented by existing and recently improved real turbulent heat flux models.

Typical problems with the turbulent Prandtl number concept which are obvious from theory and which appear in practical applications of this concept are manifold; examples are as follows:

- The similarity in the transport features implies also similarity in the statistical features of the velocity and temperature fields. This assumption is often violated, e.g. in channels with one adiabatic wall. There, neither the first statistical moments of $u_i$ and $T$ are similar, nor their second moments.

- The spatial dependence of both eddy diffusivities may be different. E.g., even for Prandtl numbers around unity, the boundary layer thicknesses of $u_i$ and $T$ are not the same.

- Smaller modelling deficiencies may become irrelevant with increasing Reynolds number. So, what is the dependence of $\text{Pr}_t$ on the Reynolds number?

- With molecular Prandtl numbers $Pr$ differing from one, the thickness of the thermal boundary layer becomes very much different from that one of the velocity field. Thus, similarity does really not exist. Accordingly, most of the investigations of the dependence
of Pr, on the molecular Pr are mainly motivated by the applications to liquid metal cooled nuclear reactors.

In the discussion below we will show, that these four problems can in principle be overcome for some not too complicated channel flow applications. The following problems are more challenging:

- The sources for producing additional local velocity or temperature fluctuations may be at different places, e.g. by strong local heating, so that there is no proportionality between the two fields. How to model these differences in the transport features, e.g. in diffusers or in recirculating flows?

- In many applications the development status of the velocity field is very much different from the one of the temperature field, because heating starts often not at the inlet into a test section, but somewhat downstream. How to treat the non-similarity due to these differences in the development features?

- It was observed that Pr also has some dependence on buoyancy influences, especially if stable stratification is engaged. How to generalize the formulation for this influence of buoyancy between forced, mixed, and pure buoyant convection with any stratification?

- We already discussed the necessity to model anisotropic turbulent momentum and heat transfer in channel flows near walls with inhomogeneous boundary conditions. How to apply there the Pr concept?

- And there are applications where counter-gradient heat fluxes occur in other, wider or smaller regions than the counter-gradient shear stresses occur in the momentum field. Should one really apply locally negative values of Pr and how to model this?

In the following we will deduce a simple, but a useful and accurate formula to calculate Pr for channel flows. After the many publications on this subject one cannot be sure whether this is an original contribution. We will see later, that after two simplifications of the resulting more general model we get a simpler one, which already exists in literature.

### 3.2.2 A turbulent Prandtl number formula for channel flows

Starting from the definition equation (3-6) we introduce for both diffusivities the simplest turbulence models which we have for channel flows, the Prandtl mixing length concept. The eddy diffusivity for momentum follows e.g. from [Schl65], the eddy diffusivity for heat from [Ceb73]:

\[
Pr_t = \frac{\varepsilon_u}{\varepsilon_h} = \frac{l_m^2 \frac{\partial u}{\partial y}}{l_u \left| \frac{\partial u}{\partial y} \right|} = \frac{l_m}{l_u}
\]  \hspace{1cm} (3-7)

For simplicity we use here a one-dimensional nomenclature with \( u \) = mean velocity and \( y \) = wall-perpendicular direction.
As an acceptable mixing length distribution for momentum $l_m$ we select that one with which the universal velocity profiles can be reproduced best, i.e. the Nikuradse parabola [Nik32], where $\hat{y}$ denotes the ‘profile length’ which is the distance of the velocity maximum from the corresponding wall:

$$
\ell_{\text{Nik}}(y/\hat{y}) = \hat{y} \left[0.14 - 0.08 \left(1 - \frac{y}{\hat{y}}\right)^2 - 0.06 \left(1 - \frac{y}{\hat{y}}\right)^4\right] \tag{3-8}
$$

It is known that near walls all mixing length models give too large values, i.e. for $y^+ \leq 26$ to 30. Therefore these models are usually combined with the van Driest damping function [Dri56].

$$
l_m = \ell_{\text{Nik}}(y/\hat{y}) \left[1 - \exp\left(-y^+ \frac{\hat{\tau}_w}{\ell_{\text{Nik}}(h^*)}\right)\right] \tag{3.9}
$$

The van Driest damping coefficient $A_w(h^*)$ depends on the wall roughness parameter $h^*$ [Grö77]; for smooth walls we get $A_w(h^*=0) = 26$. The arguments in the exponential function in (3.9) are made dimensionless as discussed with equations (2-7) and (2.8); this means we use the length scale $D$ and the shear velocity $u_s = \sqrt{\frac{\tau_w}{\rho}}$ to get the dimensionless wall shear stress $\hat{\tau}_w$. In case of inhomogeneous wall conditions one has to use the local value of $\tau_w$ at the specific axial and spanwise position. This combination works well in RANS in bundle flows [Meyd75] as well as in a subgrid scale model in plane channels and annuli with inhomogeneous wall conditions [Grö77].

As an acceptable mixing length distribution for heat $l_h$ we select that one with which the universal temperature profiles can be reproduced best, i.e. again the Nikuradse parabola (3-8), but it contains hidden in its coefficients the Karman constant for the momentum field, $\kappa = 0.4$. Therefore, this expression has to be corrected to introduce the value of the Karman constant for the thermal field, $\kappa_h = 0.43$ to 0.47. Here, this value is a critical one; it has to be consistent with the value of $\kappa_h$ which is used in the logarithmic law for the dimensionless temperature profile $T^+$ [Kad81] when a high Peclet number formulation of the turbulent heat flux model is applied which means, when the conductive sublayer is not resolved but a thermal wall function is used instead. The dependence of $l_h$ on the molecular Prandtl number of the fluid is introduced by the Cebeci damping function [Ceb73] employing a coefficient $B_w(Pr)$ according to Na and Habib [NaHa73],

$$
B_w(Pr) = \sum_{i=1}^{5} C_i \left(\log_{10} Pr\right)^{-i}, \tag{3.10}
$$

where $C_1=34.96$, $C_2=28.79$, $C_3=33.95$, $C_4=6.33$, $C_5=-1.186$. Thus, $l_h$ is calculated by

$$
l_h = \frac{\kappa_h}{\kappa} l_{\text{Nik}}(y/\hat{y}) \left[1 - \exp\left(-y^+ \frac{\hat{\tau}_w}{\ell_{\text{Nik}}(h^*)}\right)\right] \tag{3.11}
$$

where $\hat{y}_T$ denotes the thermal ‘profile length’ which is the distance of the temperature maximum or minimum from the corresponding cooled or heated wall. Thus we get for the turbulent Prandtl number the following expression:

$$
Pr_T = \frac{\varepsilon_m}{\varepsilon_h} \approx \frac{l_m}{l_h} = \frac{\kappa}{\kappa_h} \frac{\ell_{\text{Nik}}(y/\hat{y})}{\ell_{\text{Nik}}(y/\hat{y}_T)} \left[1 - \exp\left(-y^+ \frac{\hat{\tau}_w}{\ell_{\text{Nik}}(h^*)}\right)\right] \tag{3.12}
$$

The Nikuradse parabola $\ell_{\text{Nik}}(y/\hat{y})$ for $l_m$ contains the relative distance $y/\hat{y}$ from the wall. The Nikuradse parabola $\ell_{\text{Nik}}(y/\hat{y}_T)$ for $l_h$ contains the relative distance $y/\hat{y}_T$ from the wall.
Thus, the model includes the influence of the type of thermal boundary conditions, because in a plane channel with an adiabatic wall the thermal profile length is the complete channel width, whereas the momentum profile length is about half the channel width.

The validity range of this simple RANS model for the turbulent Prandtl number follows from the validity range of the introduced assumptions. It holds for channel flows like pipes, plane channels, annuli or fuel bundles (when the local wall shear stress is used). It holds for smooth and rough walls, and for all types of thermal wall conditions like symmetric and asymmetric heating and cooling. It can be applied at all wall distances, for all Reynolds numbers with turbulent flows, and for all Prandtl numbers \( Pr \geq 0.02 \). On the limiting side we should remember that the introduced models hold only for stationary and fully developed flow and that they are not applicable to detached and recirculating flows.

For completeness it shall be mentioned, that the \( Pr_t \) formula given in eq. (3-12) may not be applied directly to subgrid scale (SGS) models used in LES, because there the introduced integral approximations do not apply. Values for \( Pr_{SGS} \) are for \( Pr = 0.7 \) in the range around 0.4; they can be deduced from the energy spectra or from the theory to calculate the coefficients \( C_2 \) of the momentum model and \( C_{T2} \) of the heat flux model of the subgrid scale model as it is used in the TURBIT code, see e.g. in [Grö77] and [Grö99]: \( Pr_{SGS} = C_2 / C_{T2} \), where radial profiles of the coefficient \( C_{T2} \) are given for the turbulent core of channel flows for different Prandtl numbers in [Grö81] or [Grö87]. For decreasing Prandtl and Peclet numbers the theory reliably describes the gradual and local transition to fully resolved temperature fields, i.e. to DNS of the thermal field, because the calculated \( Pr_{SGS} \) tends to infinity.

### 3.2.3 Validation of the formula

The validation of a simplified version of the model (3-12) is given by [Ceb73]. His model, which was deduced by other assumptions, follows from the more general model (3-12) by assuming smooth walls and by assuming symmetric thermal boundary conditions so that the two profile lengths become equal and the two Nikuradse lengths cancel out. Cebeci gives:

\[
Pr_t = \frac{\varepsilon_m}{\varepsilon_h} \approx \frac{\kappa}{\kappa_h} \left[ 1 - \exp \left( - y^+ \left[ \frac{y^+}{y^+_{ref}} \right] \right) \right] \left[ 1 - \exp \left( - y^+_T \left[ \frac{y^+_T}{y^+_{Tref}} \right] \right) \right]
\]

(3.13)

Unfortunately, many of the earlier experimental results on turbulent temperature field statistics are seriously wrong as has been shown by Lawn in a consistency check by means of the heat flux correlation coefficient [Law77]. He found for forced channel flows correlation coefficients between 0.1 and 2, whereas the theoretically expected values [Law77] and those from DNS/LES [Grö81] are between 0.4 and 0.5. Thus, data on \( Pr_t \) are often not very accurate because evaluation of the data requires according to (3-6), (3-5) and (2-9) the measurement of the shear stress and of the heat flux, as well as the calculation of the gradients of the measured velocity and temperature profiles. So, comparisons of direct results from \( Pr_t \) formula to experimental data for this quantity have in general to be taken with care. Much more important is therefore to ensure that the temperature profiles are reproduced well. Cebeci [Ceb73] showed that integration of the thermal energy equation with his simplified wall distance dependent approximation for \( Pr_t \) produces temperature profiles which follow accurately the universal temperature profiles, that consequently adequate Nusselt numbers are predicted, and that also some experimental data for \( Pr_t \) are well reproduced, Fig. 3-1.
Modelling of turbulent heat transfer

A further validation for the concept of applying the two different profile lengths for the velocity and temperature field in formula (3-12) can be deduced from the performance of our TURBIT code. There these mixing lengths and these profile lengths formulations are also used in the inhomogeneous subgrid scale models which become important in LES using coarse grids for forced flows. The mixing lengths formulations were applied to flows at different Reynolds numbers in plane channels with smooth walls and on those with a roughened wall on one side only, as well as to annuli with very different ratios of radii, both with symmetric heating or cooling or with asymmetric thermal boundary conditions involving heating on one side and the other wall being adiabatic, heated or cooled. In all these applications this profile length concept well reproduced experimental data for velocity and temperature profiles [Grö77], [Grö81].

Thus, we have obviously good possibilities to get simple and accurate expressions for the turbulent Prandtl number for certain applications; nonetheless, none of these are available in our commercial codes.

3.2.4 More sophisticated formula

To solve the next two of the remaining problems, which were listed in chapter 3.2.1, that of modelling transport features and that of treating developing flows, needs a much more sophisticated approach. Starting from the modelled transport equations for the second moments of the turbulence and thermal field, Jischa and Rieke [Jis79], [Jis82] deduced a \( \text{Pr}_t \) model which does not depend on wall distances but on local turbulence parameters. Therefore, it should also be applicable to recirculating flows, jets, mixing layers, etc. This model was applied by one benchmark participant from CRS4 within the ASCHLIM project [Ari04] to the recalculation of the TEFLU sodium experiment [Kne93], [Kne98] which is the mixing of a hot jet in a highly turbulent surrounding co-flow. It was found, that the Jischa correlation gives a better approximation, but not a sufficient one, whereas the other benchmark participants failed to reproduce sufficiently accurate data by using constant turbulent Prandtl numbers. Results of a full second order heat flux model to this benchmark are given in chapter 3.3.

The remaining problems discussed in the list in chapter 3.2.1 can only be solved practically by avoiding the turbulent Prandtl number concept, e.g. by applying suitable 4-equation models, AHM, or even second order turbulent heat flux models.
3.2.5 Local relevance of space dependent formula

Next, we will investigate the relevance of using adequate spatial distributions of $Pr_t$. In general, the turbulent Prandtl number is used in CFD to model the turbulent heat flux and thus to calculate the spatial distribution of temperature in the fluid. Therefore, from a theoretical point of view the spatial distribution of $Pr_t$ has to be accurate so that e.g. the non-dimensional universal temperature profiles as summarized e.g. by Kader [Kad81] for channel flows are theoretically well reproduced when a given formula, here (3-12), is used together with (3-5) in the integration of the temperature equation (2.3). When the temperature data are well reproduced, then the calculated Nusselt numbers are automatically accurate, see e.g. the validation procedure chosen by Cebeci [Ceb73]; the opposite conclusion does not hold. A second condition occurs when wall functions are used to model the time-mean wall heat fluxes $q_w$ in high Peclet number formulations: The wall functions use certain formulations for the universal temperature profiles, i.e. for the dimensionless time-mean wall temperature difference $T^*$. The definition is $T^* = (T - T_w)/T^*$ with the time mean of the wall temperature $T_w$ and of the friction temperature $T_f = q_w / (\rho c_p u_*)$, where $c_p =$ specific heat at constant pressure. On the other hand we just mentioned that the radial $Pr_t$ distribution also results in a certain temperature profile. Thus, in case of applying wall functions in the wall conditions, the formula for the turbulent Prandtl number has to be completely consistent with the corresponding wall law. This means, the $Pr_t$ formula must be able to exactly reproduce the applied wall function. Otherwise, a grid dependence of the CFD results will occur because the calculated temperature profiles will depend in an unphysical manner on the spatial resolution of the grid in the direction perpendicular to the wall.

In Fig. 3-1 we saw that the spatial distribution of $Pr_t$ over the wall distance $y^*$ gives roughly constant values in the turbulent core of the flow, i.e. at $y^* > 30$, but near the wall there are more or less strong changes. The recent DNS data in [Schw07] confirm, this distribution and the given scattering band is typical for fluids with $Pr \geq 0.7$. So we will have to investigate whether it is also practically really necessary to deduce formulæ for the turbulent Prandtl number which reproduce the changes in their spatial distribution only in a very narrow zone near the wall, that is in the viscous or conductive sublayer and in the thermal buffer layer, whereas in most of the remaining channel indeed a constant value could be applied. For this purpose we consider the temperature profiles or concentration profiles in channel flows with different fluids characterized by the values of the molecular $Pr$ or $Sc$.

Fluids with $Pr \geq 1$ occur in ADS or respective model systems, e.g. in cooling circuits where water or even organic fluids are applied like in one of the XADS concepts [Cin04] or in the MEGAPIE experiment [Bau01]. Accurate experimental results on temperature data in high Prandtl number fluids are rare because of the extremely thin thermal boundary layer and the small scales in the temperature field. DNS for such fluids need also a tremendous computing power. Recently accurate DNS data became available for concentration profiles with $Sc$ up to 50 in [Schw06] and [Schw07], Fig. 3-2. The logarithmic region of the profile for the dimensionless concentration $C^*$ (analogue to $T^*$ in heat transfer) starts as is well known [Kad81] for $Sc=1$ at about $y^* = 30$, but with increasing $Sc$ it extends nearer to the wall. For the highest $Sc$ number included in the figure, for $Sc=25$, the increase in the concentration profile is in the near wall area very steep so that already at values of $y^*=5$ around 90 to 95% of the maximum value $C^*_\text{max}$ are achieved. This means, we have an extremely steep gradient of $C^*$ near
the wall. In considering equation (3-5) it follows from the multiplication of $1/Pr$ by the temperature gradient that the only region in which $Pr$ has to be highly accurate is exactly this thin near wall range! The values of $Pr$ predicted for the inner region are at these $Pr$ or $Sc$ irrelevant because there the gradient is negligible. Unfortunately we also learned from Fig. 3-1 that the scattering band of the experimental data is largest in this near wall range. – In case of a high Peclet number formulation of the temperature equation, that is, when the conductive sublayer is not resolved but thermal wall functions are used instead, then the value of the turbulent Prandtl number is anyhow more or less irrelevant because this strong gradient is not resolved and predicted, instead the temperature difference between wall and the core of the flow is e.g. at $Pr=25$ up to 90 to 95% determined by the thermal wall function. Thus, it is not very meaningful to expect accurate local heat transfer data at walls from such a high Peclet number modeling.

Fluids with $Pr \approx 1$ are the most common ones in cooling circuits, like hot water or air. Thus most experimental data on temperature profiles are for this Prandtl number. A reformulation of data in universal variables $T^*=f(y^*)$ is given in the standard work [Kad81]. The logarithmic region of the profile starts for $Pr=0.7$ at about $y^*=30$, Fig. 3-3. The increase in the profile is in the near wall area also steep so that at values of $y^*=5$ around 50 to 60% of $T_{max}^*$ are achieved, depending on $Re$. This means, we have again a steep gradient of $T^*$ near the wall. As a consequence the region in which $Pr$ has to be highly accurate is this thin near wall range. The values of $Pr$, predicted for the inner region are at this $Pr$ or $Sc$ not completely irrelevant; there the gradient is not negligible, because in that region the temperature is still increasing by about 40% of $T_{max}^*$. On the other hand we learned from Fig. 3-1 that $Pr$ is roughly constant in that inner region. – In case of a high Peclet number formulation of the temperature equation, that is, when thermal wall functions are used, then the value of the turbulent Prandtl number is anyhow irrelevant in the near wall range, because the temperature difference between wall and the core of the flow is to 50 to 60% determined by the wall function, but $Pr$ is then still of some relevance in the core of the flow; nevertheless, there a
constant value might be sufficient. Thus, at this Prandtl number the analysis of the local heat transfer to or from walls from such a high Peclet number modeling is mainly governed by the wall functions and only to a minor part by the \( Pr \) formula.

\[ \text{Fig. 3-3 Universal temperature profile } \left( \theta_* = T^+ \right) \text{ for } Pr = 0.7 \text{ and } 0.025 \text{ [Kad81].} \]

Fluids with \( Pr << 1 \) are the target of development for cooling the nuclear components of an ADS, like the blanket and the target. Most experimental data on temperature profiles for liquid metals are going back to the Fast Breeder Reactor (FBR) development. A reformulation of such data in universal variables \( T^+ = f(y^+) \) is given in [Kad81] and for lower \( Pr \) e.g. in [Fuc73]. The large thermal conductivity causes very thick thermal boundary layers so that the logarithmic region, which in liquid metals begins at \( y^+ Pr = 1 \), starts for \( Pr = 0.025 \) at \( y^+ = 400 \), Fig. 3-3. At small Reynolds numbers a logarithmic region may even not exist because the conductive thermal boundary layer may reach the centre of the channel. The profile increases continuously in the complete channel. Thus, the gradient of \( T^+ \) is not only important near the wall, but also in the core of the flow. As the temperature profile is very much different from the velocity profile (which is only similar to the temperature profile at \( Pr = 0.7 \)), we get \( Pr \) data which are not constant over \( y^+ \), see Fig. 3-4 from DNS by [Kaw99]. This means that the formulation for the spatial distribution of \( Pr \) has to be accurate in the complete channel, whereas the more important area is again the near wall range. – At these Prandtl numbers a high Peclet number formulation of the temperature equation can be avoided for most Reynolds numbers of technical interest, because it is usually possible to resolve the thick conductive thermal boundary layers by the grid.

At very low Prandtl numbers and low Peclet numbers, where \( Pe = Re * Pr \), the thermal conduction gets more and more dominant over the turbulent or convective heat flux. Thus, one has to clarify whether at small \( Pe \) really a detailed formula for the spatial distribution of \( Pr \) is required. Indeed, the experimental data by [Fuc73] and the combined LES/DNS data by [Gro81] show for the Prandtl number of sodium, \( Pr = 0.007 \), that the ratio of \( \epsilon / a \) is for a fixed position in the channel at \( Re \) of about \( 10^5 \) around 1 and decreases far below 1 for smaller \( Re \), Fig. 3-5. This means, the turbulent eddy conductivity is small compared to the molecular thermal diffusivity \( a \), and thus turbulence gives only a small contribution to heat conduction.
From this dependence one can understand that there are really parameter ranges in which calculations perform better by neglecting the turbulent heat flux model, or by setting $Pr_t$ to infinity instead of using strange $Pr_t$ concepts, but with increasing Peclet numbers, space dependent formulations may be required. For the Prandtl number of mercury or lead bismuth, $Pr=0.0214$, $\varepsilon_a/a$ takes values between 1 and 10 for $Re$ around 25,000. Thus, the turbulent heat flux model gets important and an adequate local $Pr_t$ formula is required. And for the Prandtl number of air, $Pr=0.7$, $\varepsilon_a/a$ takes values of 30 and larger, which means, the turbulent heat flux model is transporting nearly the complete heat and the contribution by conduction is of minor importance. Therefore, when the conductive wall layers are resolved, the quality of the results is almost entirely determined by the adequacy of the local $Pr_t$ formula.

This assessment means, at very low molecular Prandtl numbers, like for sodium, and at low Reynolds numbers a qualitatively accurate, but not a quantitatively accurate $Pr_t$ formula may
be sufficient, but with increasing Reynolds number and with slightly increasing Prandtl number, e.g. at that one for heavy liquid metals, we are in a transition range where the value of \( \text{Pr} \) becomes more and more important, and at Prandtl numbers around one the \( \text{Pr} \) formula governs in all low Reynolds number formulations completely the numerical temperature results. Therefore, in most applications an accurate formulation for the spatial distribution of \( \text{Pr} \) is essential, especially in the near wall area. And in applications using high Peclet number formulations at Prandtl numbers from 0.02 to about 1 the formula has in addition to be consistent with the applied wall functions to avoid unphysical dependence on the numerical grid.

3.2.6 Turbulent Prandtl number concept in buoyant flows

The discussion of the behaviour of the eddy conductivity approach and of the turbulent Prandtl number concept, when it is applied to buoyant flows like RBC and IHL, is based on data from our DNS for horizontal fluid layers.

In Rayleigh-Bénard convection the turbulent heat flux is directed upward and more or less constant in the core of the fluid layer, Fig. 3-6. Here, for the moderate Ra and low \( \text{Pr} \), the thermal boundary layers are rather thick. The DNS results for a \( k - \varepsilon - \text{Pr} \) formulation of the turbulent heat flux with the default coefficients \( C_{\mu} = 0.09 \) and \( \text{Pr} = 0.9 \) are qualitatively quite different [Oti03]: They show strong peaks in the conductive wall layers and a minimum in the middle. The turbulent Prandtl number which is required to get the correct results could be analysed by the ratio of the two given fluxes: It has to be much larger than one near the walls to reduce there the turbulent heat flux, and it has to be much smaller than one in the middle to increase there the heat flux. The problem gets even worse if fluids with \( \text{Pr} = 0.7 \) are considered. There it is found that \( \text{Pr} \) goes down to about zero in the core of the fluid layer [Grö92]. The reason is that the fluid layer is widely isothermal in the core and thus the temperature gradient is very small or even zero so that the turbulent heat flux calculated from the gradient in eq. (3-5) has to be blown up by using a very small turbulent Prandtl number. In the wall layer, again values larger than one have to be used to correct for the over-prediction by the

![Figure 3-6](image-url)
large gradient. Such variations of a model coefficient between zero and large values indicate that this modelling concept completely fails for this buoyant horizontal fluid layer.

In the internally heated convection layer we have a homogeneously distributed heat source in the fluid. Most of the released heat is transported upward, as can be analysed from the thicknesses of the thermal boundary layers at the lower and upper walls, Fig. 2-4. In addition it is observed that the temperature maximum is not far away from the upper wall. Thus, we observe an extended vertical area inside the fluid layer of about 50% of the channel height over which the heat is transported towards the temperature maximum, i.e. against the temperature gradient [Grö82]. This counter-gradient heat flux occurs at all Rayleigh numbers for which we performed simulations up to now [Wör97]. Thus, any modelling of the turbulent heat flux based on gradient assumptions including the turbulent Prandtl number concept will fail to predict adequate temperature profiles in internally heated fluid layers. This complete failure of the method has also been found in practical applications of CFD codes to investigations of the IHL [Din97].

As problems with buoyant flows are manifold, there were already investigations of adapting mixing length models to buoyancy influenced flows, and on transferring these adaptations to turbulent Prandtl number formula, see references in [Rodi93]. There was also intensive work on investigating the applicability of the different classes of turbulence models on buoyant convection, see e.g. the review in [Han02]. From those and from our own investigations it has to be concluded that turbulent Prandtl number formula which are known from other flow types, like from forced convection in channels, cannot be applied to purely buoyant flows, because the complete modelling concept has serious principal deficiencies. It is going beyond the subject and extent of this report to discuss the reasons for this. An access to explanations can be found in [Han02] and in [Wör98].

These deficiencies of the turbulent Prandtl number concept mean, when our current commercial CFD codes are applied to buoyancy influenced or buoyancy governed flows one should always be aware of the rather limited validity of the crude turbulent heat flux modelling which is available in the code. Much better models are required for such applications. Indeed, models with improved capabilities are available in literature; this we will discuss next.

### 3.3 Other turbulent heat flux models

In the following we will discuss examples for classes of turbulent heat flux models which do not make use of the turbulent Prandtl number concept, which account for the anisotropy of the heat flux, for the influence of varying molecular Prandtl number, and for the influence of buoyancy contributions.

#### 3.3.1 Anisotropic first order heat flux models

Among the first order or gradient models the 2+2 or 4-equation models should be suitable for a wide range of molecular Prandtl numbers, because they introduce separate time scales for the velocity field, $k/\varepsilon$, and for the temperature field, $\theta^2/\varepsilon_g$. Variants which are in some terms adapted to the requirements of variable Prandtl number flows are provided e.g. in [Nag88] using mixed time scales and in [Nag94] using hybrid time scale formulations. The
mixed time scale model is investigated in [Oti07] in its tensorial form as proposed by Daly and Harlow [Dal70] which allows for better anisotropic transport features as this is expected to be relevant in flows with strong field forces:

\[ u'_i \theta = -C_{t\theta} \left\{ \frac{k}{\varepsilon} u'_i u'_j \frac{\partial T}{\partial x_j} \right\} \]  

(3.14)

Here, \( C_{t\theta} = 0.4 \) is the model coefficient for the mixed time scale model. In RBC with \( j=3 \) pointing in the vertical direction, this reduces to:

\[ u'_i \theta = -C_{t\theta} \left\{ \frac{k}{\varepsilon} u'_3 \frac{\partial T}{\partial x_3} \right\} \]  

(3.15)

The vertical turbulent heat flux is physically strongly coupled to the vertical velocity fluctuation. Accordingly, in this modified Daly and Harlow model, which is the first term of the AHM model discussed below, the heat flux depends explicitly on this quantity. On the other hand, this means, we need a modelling for twice the kinetic energy of the vertical velocity fluctuation \( u'_3^2 \). This could be achieved by assuming isotropy and calculating it from \( k \), but for buoyant flows it would be more accurate to approximate it either by an ASM approximation or by a separate transport equation. The behavior of this 4 or 5-equation model in RBC is considerably better than that of the turbulent Prandtl number concept, Fig. 3-7. Using the mixed time scale is clearly preferable over using the time scale only of the velocity or temperature field. Nevertheless, for this purely buoyant convection the model (3.15) is still not sufficient, because it is exclusively governed by a gradient assumption.

![Fig. 3-7 DNS data for the vertical distribution of turbulent heat flux (□□), for its prediction by a \( k - \varepsilon - Pr \) model (--), by eq. (3.15) (- - -), by (3.15) with velocity time scale (--•), and by (3.15) with temperature time scale (--•) for RBC, Ra=10^5 and Pr=0.025 [Oti07].](image)

In the transport equations for the temperature variance \( \theta^2 \) (3.3) and for its dissipation \( \varepsilon_\theta \) also some closure terms appear. Examples of our DNS analyses or model proposals for these terms were published for RBC in [Grö92], [Wör95], [Wör99], [Oti03], [Oti05].

### 3.3.2 AHM-type models

The Algebraic Heat flux Models introduce additional terms which help to get rid of the dominance of the gradient assumptions which hinders good modelling in all those convection types in which gradients become approximately zero like in RBC. RANS models of this type
were deduced in [Mer76], [Gib78], [Lau88], or [Han02]. In starting from the transport equations for the turbulent heat fluxes, assuming fully developed flow and assuming local equilibrium the latter author deduced the following algebraic heat flux model, in which the mixed time scales are in addition implemented as in [Oti07]:

\[
\overline{u_j' \theta'} = -\left[ \frac{k}{\varepsilon \beta} \left[ C_i \overline{u_i' u_j'} \frac{\partial \overline{T}}{\partial x_j} + C_j \overline{u_j' \theta} \frac{\partial \overline{u_j}}{\partial x_j} + C_3 \beta \overline{\theta^2} \right] \right]
\]

(3.16)

In RBC with \( j=3 \) in the vertical direction no mean velocities exist. Thus, this reduces to:

\[
\overline{u_3' \theta'} = -\left[ \frac{k}{\varepsilon \beta} \left[ C_i \overline{u_i' u_3'} \frac{\partial \overline{T}}{\partial x_3} + C_3 \beta \overline{\theta^2} \right] \right]
\]

(3.17)

In this model the vertical turbulent heat flux also depends on the vertical velocity fluctuation \( \overline{u_3^2} \), for which it is wise to solve an additional transport equation. The model in addition depends on a buoyancy term involving the temperature variance \( \overline{\theta^2} \). The behavior of this algebraic 5-equation heat flux model in RBC is considerably better than that of the two discussed before, Fig. 3-8. Thus, the problems with the dominance of the temperature gradient term are fully compensated by the buoyancy term involving the temperature variance. This term follows formally from the heat flux equation where it is the buoyant production term. Comparison between Fig. 3-7 and Fig. 3-8 demonstrates that this is the key term in modeling the turbulent heat flux in buoyant flows. This model represents some anisotropic transport features by the other terms involved, and it is due to the mixed time scales applicable for a wide range of Prandtl numbers. So, it should be a promising basis for achieving better heat flux models for ADS typical applications.

3.3.3 Second order heat flux models

The full second order heat flux models are based on the transport equations for the turbulent heat fluxes and for the second moment of the temperature field (3.3), which is the temperature variance \( \overline{\theta^2} \). These equations can be formally deduced from the momentum and energy equations, see e.g. [Don73]. Of course, there a large number of closure terms appear again. Modelled forms of these equations are discussed e.g. in [Don73], [Lau89], [Rodi93], and with the focus on liquid metal heat transfer modelling in [Car97]. The latter model, called
the Turbulence Model for Buoyant Flows (TMBF), was developed to get in a first step for our FLUTAN code [Wil96], [Grö02] an improved treatment of the turbulent heat flux in buoyant flows in which the temperature field gives the main source for convection. The TMBF is the combination of a low Reynolds number $k-\varepsilon$ model with a full second order heat flux modelling involving the temperature variance equation and as an option also the dissipation equation for the thermal variance. So, it uses 4 or 5 equations for modelling the heat flux vector. The modelling is in many terms adapted to liquid metal convection; some of these models are deduced from our DNS data, e.g. from [Wör95] or [Wör99]; the latest model version of the TMBF is given in [Car03].

The performance of the TMBF was compared to other models in two benchmarks, see e.g. [Bau97] and [Ari04]. In both, several participants recalculated the TEFLU experiment [Kne93], [Kne98] in which the mixing of a hot sodium jet was analysed in a highly turbulent surrounding formed by a multi jet environment. The TMBF results for the axial development of the radial temperature profile in the jet clearly profit from the anisotropic heat flux modelling compared to the isotropic $k-\varepsilon-Pr_t$ modelling in which the radial heat flux in this non-buoyant case is overestimated, Fig. 3-9. For the buoyancy influenced cases the TMBF results were also superior to any other modelling, independent on which $Pr_t$-formula was used, but nevertheless the TMBF still needs further improvements [Car03]. One reason could be, that the used $k-\varepsilon$ model applies the standard model for turbulent $k$-diffusion and does not include special buoyancy extensions as discussed in chapter 2.3. Another reason could be that the $k-\varepsilon$ model is an isotropic momentum flux model which should at least be replaced by an ASM to account also for the required strong anisotropy in the momentum exchange in buoyant flows.

A further advantage of a second order model is that we get the results to analyse an approximate distribution of the local turbulent Prandtl number which would be required to get the same radial heat flux with a $k-\varepsilon-Pr_t$ model as with the TMBF. Within the computational domain, which starts at $x/d=6$, $Pr_t$ takes values from below 2 at the jet axis at the lower end of the domain up to beyond 5 at the position of the maximum of the temperature gradient,
Fig. 3-10. This indicates that $Pr_t$ shows also in jets, as expected, complicated spatial distributions. Large $Pr_t$ values reduce the turbulent heat flux, so conduction becomes more important. Nevertheless, the other benchmark participants found no acceptable approach to get with the $k-\varepsilon-Pr_t$ concept acceptable data for the temperature profiles which reach those of the TMBF [Ari04].

![Forced Jet - TMBF Model](image)

Fig. 3-10 $Pr_t$ analyzed from the TMBF results for the TEFLU forced convection experiment, X and r-co-ordinates within computational domain, $Re_{jet}=10^4$ [Car03].

In the transport equations for the three turbulent heat fluxes $\overline{u'\theta'}$ also some closure terms appear. Examples of our DNS analyses with different molecular Prandtl numbers or model proposals for these terms were published for RBC in [Wör93], [Wör95a], [Wör99], [Oti03], [Oti05a], for IHL in [Grö82], [Wör97], [Cha07a] and for liquid metal forced convection in [Grö87]. Meanwhile, some of our earlier model proposals are not only successfully applied in our FLUTAN code, but also by other authors in their codes; see e.g. [Ken04], who found it necessary to implement the molecular destruction model of [Wör95a] to get accurate simulation results for magnetically controlled convection. This demonstrates that the proposed models are not only of academic relevance, but also of practical relevance in CFD applications.

### 4 Proposal for an improved turbulence modelling

#### 4.1 Modelling targets

In chapter 2 and 3 we learned about the fundamental and practical deficiencies of those RANS turbulence models which are used in current commercial CFD codes, we learned about the physical requirements which should be fulfilled by the models, and we noticed, that there exist better models or special model contributions, many of which are proven successful against DNS data, and some of which are already proven successful in CFD applications.
Thus, there are clear indications that the known models could indeed help to improve the situation for ADS typical single-phase flow simulations if they would become available in commercial CFD codes. So, we will try in the following to give a rough sketch of a numerically efficient RANS model which should allow for considerably improved and more reliable investigations of such flows.

The geometric flow conditions which have to be covered by the physical modelling should account for ADS-typical application fields: We need models to investigate the momentum and heat transfer in channels with very different geometries, ranging from large pipes, down to the very narrow subchannels in fuel subassemblies. On the other hand we have also to investigate the flow and mixing in large inlet and outlet plena, or the buoyant heat removal from large fluid pools. The models are needed from small velocities, respectively Reynolds numbers, with laminar flow up to large velocities or large Reynolds numbers ($Re=10^5$ to $10^6$) with turbulent flow. The fluids which have to be considered cover a wide range of Prandtl numbers, with laminar flow up to large velocities or large Reynolds numbers ($Re=10^5$ to $10^6$) with turbulent flow. The fluids which have to be considered cover a wide range of Prandtl numbers, from light liquid metals ($Pr=0.006$) over heavy liquid metals ($Pr=0.025$) and air ($Pr=0.7$) and hot water ($Pr\approx1$) to organic fluids ($Pr=10\ldots100\ldots$). The involved flow types in all these channels are forced convection specified by pressure differences or volumetric flow rates, purely buoyant convection driven by density differences due to heating and cooling, and mixed flow conditions with any orientation of the mean flow vector against the gravity vector.

Among the physical phenomena or effects which are needed in the turbulence models is the strong anisotropic mass, momentum and heat transfer. This becomes important when gradients in the spanwise direction exist in the mean fields. It occurs in nearly all ADS-typical applications, either in the near-wall area or due to buoyancy everywhere in the fluid domain. The influence of buoyancy has to be treated consistently throughout the complete turbulence model. It may become important in turbulence models where it is not expected from a first look at the problem, but where the investigation of the transport equation for a closure term may show that there really occurs a formal dependence on buoyancy parameters. Time scales of turbulent fluctuations often occur explicitly or implicitly in turbulence models. The corresponding modelling has to be done carefully because in the wide Prandtl number range the timescales in the velocity and in the temperature field may be very different.

In choosing the modelling concept we have to consider that there are many flows in which the gradients of the mean velocity and temperature fields vanish over wide areas, but nevertheless there is a considerable turbulent transport of the corresponding quantity, or the gradients are locally or over wide areas opposing the momentum or heat fluxes. Thus we should avoid models which dominantly depend on gradients of the mean fields. Regarding the turbulent heat transfer modelling we should apply a degree of sophistication which is consistent to that of the turbulent shear stress modelling. This is especially true when buoyancy is involved because the temperature field contributes in such cases to the driving forces which should therefore be more accurate as it is usually accepted in forced flows. Thus, we have to refrain from applying the turbulent Prandtl number concept to determine the turbulent heat fluxes.

Regarding the numerical efficiency of the model one should not add too many additional equations so that the numerical effort is not strongly increasing. Nowadays, the 2-equation models for the turbulent momentum transfer are well accepted by engineers and are consid-
ered as a standard. So, on the heat transfer side one should try to reach the mentioned objectives with a model type requiring a similar effort, which means with a model which uses not more than two further equations. Engineers usually have a lot of experience in using their common tools and behave therefore often quite conservative when new modelling is offered; so, a more detailed heat flux modelling should be combined with the well known and well accepted modelling for the shear stresses. Finally, the modelling should be numerically robust so that the numerical effort is roughly predictable and the treatment of occasionally occurring convergence problems needs no new and very specific knowledge. Such a model should reach a good acceptance not only among the users, but also among the CFD code developers and providers.

4.2 Modelling proposal

According to the experience and modelling status discussed in this report and according to the targets given above, we give the following sketch for RANS modelling of turbulent momentum and heat fluxes: For simplicity, the model concept is discussed here for \( j =3 \) being the vertical direction; the generalized forms of some models are given above or in the original literature.

The selection of a suitable class of models for turbulent momentum transfer from Tab. 2-1 is based on the desired abilities to simulate the anisotropic momentum transfer, to simulate flows with counter-gradient shear stresses, to keep the numerical efficiency, and to achieve acceptance. From these criteria one has to select an Algebraic Stress Model (ASM) as model basis. Such a concept involves the \( k - \varepsilon \) model. Due to accuracy reasons, especially when buoyancy influences have to be considered, this should be applied in a low-Reynolds number formulation, this means, the viscous wall layer is well resolved and additional uncertainties in the wall conditions are avoided. Of course, all formally explicitly appearing buoyancy contributions have to be included in all engaged transport equations. From the not directly obvious buoyancy contributions one should include the buoyancy extended turbulent kinetic energy diffusion by [Cha07], as it is given in the complete version in eq. (2-15), because this is required for modelling the counter-gradient turbulent energy diffusion in buoyant horizontal fluid layers. Several simplified versions of this model are given e.g. in [Cha05]. The model in eq. (2-15) contains additional closure terms: The triple correlations \( u' \theta' \) and \( u' \theta'' \) can be calculated using models by Launder [Lau89] and by Otić et al. [Oti05], respectively. The third term, \( u' \theta'' \), could be provided by the ASM itself, but as this term is essential in buoyant flows and as it is needed also in other model parts below, it should be considered to calculate it with higher accuracy and not bound to local information only. This means it should be calculated by an additional modelled transport equation e.g. as in Launder et al. [Lau75] and extending their equation to buoyant flows, or similar to the equation as in Durbin [Dur95]. Of course, the simpler and more general treatment would be to calculate all velocity fluctuation variances from the ASM approach, because then one would not need to select two coordinate directions horizontally and to distinguish in the modelling between the direction in which the gravity acts and in which the gravity component is zero.

The selection of a suitable model class for turbulent heat transfer from Tab. 3-1 is based on the desired abilities to simulate the anisotropic heat fluxes, to simulate flows with extended areas with zero-gradient or counter-gradient heat fluxes, to keep the additional numerical
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effort small, and to achieve acceptance. From these criteria one has to select an Algebraic Heat flux Model (AHM) as model basis. Such a concept involves for buoyant flows the transport equation (3.3) for the temperature variance $\overline{\theta^2}$. To avoid the application of empiric values for the very critical time scale ratio $R$ as defined in (3.4), which is often applied in modeling the sink term $\varepsilon_{\theta}$ in this equation, a separate transport equation should be solved for this dissipation of the temperature variance, especially when fluids with $Pr \neq 1$ are engaged. For $Pr \neq 1$ anyway both transport equations are required, even in the non-buoyant case, because the time scales $k/\varepsilon$ in the momentum field and $\overline{\theta^2}/\varepsilon_{\theta}$ in the thermal energy field are different and therefore it is quite common to apply the mixed or combined time scale which needs all four equations. Due to accuracy reasons, especially when buoyancy influences have to be considered, this modelling concept should be realized in a low-Peclet number formulation, this means, the conductive wall layer is well resolved and additional uncertainties in the wall conditions are avoided. This is easy to be realized in liquid metal flows because these obey very thick conductive wall layers, but it may not be practicable in high Peclet number flows at $Pr >> 1$.

The AHM formulation could be based on the algebraic formulation with the mixed time scales as given in eq. (3.16) according to [Oti07]. The modelling in the transport equations for $\overline{\theta^2}$ and $\varepsilon_{\theta}$ could follow the approach as in the TMBF model [Car03], which contains already a number of extensions for variable Prandtl numbers, but which still needs improvement. Thus, the improved turbulent diffusion modelling should be applied as given in [Oti05]. Regarding the calculation of the variance of the vertical velocity fluctuation $\overline{u_3^2}$, the same holds as just discussed with the momentum transfer model: A separate transport equation would allow for more accurate results, but makes the application to cases complicated in which the channel is tilted against the gravity vector. So, from the numerical effort and generality, the pure ASM approach to determine $\overline{u_3^2}$ might be of practical advantage.

The total turbulence model resulting from this proposal is a 4-equation or 5-equation ASM+AHM model which does not involve any turbulent Prandtl number for heat and which avoids any explicit assumption for the problematic ratio $R$ of the thermal to mechanical turbulent time scales. It obviously meets all requirements which were formulated in chapter 4.1. So, we do not need necessarily a full second order approach to simulate buoyancy influenced or even buoyancy driven flows as it is formulated in the Best Practice Guidelines [Cas00].

4.3 Modelling procedure

Of course, one could just realize right now the model concept given in chapter 4.2 and investigate its performance in a CFD code. Nevertheless one should keep in mind, that some of the model components have only been deduced and validated for buoyant horizontal fluid layers, and that there are still some variants which may be as useful or even better as those mentioned in the proposal. E.g., instead of starting from the AHM approach given in eq. (3.16) one could also start from an AHM approach as given in [Han02] and introduce there the mixed time scale and the molecular heat flux destruction term as developed in [Wör95a] which was found inevitable in simulations by [Ken04]. Or, one has still to clarify whether it is really necessary to solve a fifth transport equation, i.e. for $\overline{u_3^2}$, or whether it is sufficient to get these data just from the local ASM approach. Thus, some further a-priori investigations could
be performed in advance. Additional examples are the performance of the model components in buoyant flows at higher Rayleigh numbers, in mixed flows and in forced flows; the behaviour in channel flows and in large containers or pools; and the behaviour in a wider range of Reynolds numbers and Prandtl numbers. In all these investigations also a more detailed determination of the model coefficients could be performed. The required DNS data can in parts be taken from our results provided in the database by [Wör97a], by the recent data by [Oti05] and [Cha05], and from literature. There are e.g. excellent data bases from DNS by Kawamura [Kaw07], by Kasagi [Kas07], by Nagano [Nag07] and others, or with well validated experimental and numerical data gathered by teams under the ERCOFATC header [ERC07].

One of the following steps will be to select a CFD code as working horse for implementation. In a code which has a non-linear first order shear stress model, the implementation could be performed in two steps: In a first step one implements the AHM heat flux model with its 2 or 3 additional equations. In combining this in an interim step either with one of the non-linear shear stress models which have some limited anisotropic transport features, or in case of Star-CD with the V2F model by [Dur95], or even with the full second order shear stress model, one could roughly adapt, validate and investigate the performance of this heat flux model. And in the second step one would also implement the ASM model for the shear stresses.

The adaptation and optimization of the model coefficients of the complete model is done by applications to specific fundamental flows and to common benchmark problems. It may be necessary that one has not only to optimize the new coefficients, but perhaps also the already well-known coefficients in standard parts of the model may need reconsideration. Next, the complete model can be validated by applications to other fundamental flows, e.g. as in [Ties98], and to common benchmark problems. In this phase it will turn out whether the proposed model indeed shows all the features in the desired manner as it was formulated in chapter 4.1. Finally the model and the code should be ready for practical engineering tasks.

5 Conclusions

In numerical investigations of turbulent heat transfer in nuclear components, e.g. in ADS systems, we need physical models which are not quite common. In the past we already had in the nuclear community suitably extended models available in our codes, but meanwhile the effort of keeping track with commercial codes is too large so that many institutions shifted from CFD codes developed in the nuclear community to commercial CFD codes. As a consequence we have to consider what the abilities of the large commercial codes are and what our necessities are from the physical side. As there is no reliable and accurate prediction of the temperature field without accurate prediction of the velocity field, one has to start with considering the turbulent shear stress modelling.

The turbulent momentum flux models are classified and discussed in the light of their ability to reproduce flows e.g. with counter-gradient fluxes, with strong anisotropic momentum fluxes, and with strong influence by buoyancy forces. In the commercial codes we find models which could treat the first two peculiarities quite well, but mostly at some numerical ex-
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pense. By investigating the physical needs for the models from experimental and numerical results from more than 20 to 40 years ago one finds, that nearly all technical flows, especially fuel bundle flows, show a strong anisotropy of the momentum and heat exchange in the near wall range and that sufficient numerical results can only be achieved by an adequate anisotropic shear stress modelling. Within the last 5 to 10 years this knowledge was just reproduced by applying commercial codes to fuel bundle flows: It is found that the isotropic $k-\varepsilon$ model is insufficient for bundle flows, that specially adapted non-linear models do better, and that full second order models could still be improved. Here we discussed, that this anisotropic momentum transfer is important very close to walls, this means when a low-Reynolds number formulation of the turbulence model is applied, and that it is less important when a high-Reynolds number formulation is used. This relevance is also found with similar importance in bubbly flows.

The flow in the narrow channels of fuel assemblies shows at small pitch to diameter ratios P/D regular cross flow patterns which cause intensive inter-channel mixing. The adequate tools to simulate such flows could hardly be specified in advance. It was already shown that steady RANS calculations fail to predict adequate mixing data, whereas LES can predict this mixing phenomenon as it occurs in such flows, but the numerical effort of LES is too large for systematic flow investigations. In considering the time averaging which is immanent to the RANS method, in estimating from two-point correlations a time window which is required for averaging, and in investigating the frequencies which are caused by the transport of the vortex patterns found in experiments one could conclude that unsteady RANS, so called URANS, could reproduce these features of the flow. And indeed, this was recently practically shown. So, in going back to the definition of the variables in which a code is calculating, one could also in this case quite well decide in advance what the adequate method for a simulation would be. The definition of the variables is also important for the interpretation of the experimental and numerical results, because these might use quite different definitions, e.g. long-time averaging in experiment and ensemble averaging in URANS. Both lead to very different results for the turbulence data.

The influence of buoyancy is investigated on the basis of our DNS data for horizontal fluid layers. It is well known that buoyancy is insufficiently treated in the commercial codes. With analyses of our data we can show that one reason comes from the crude modeling used for the turbulent heat fluxes, the other one comes from the fact, that there are buoyancy influences hidden in closure terms which can only be detected in investigating their transport equations. An extended model for the turbulent diffusion of the kinetic turbulence energy was given which improves considerably the predictability for buoyant horizontal fluid layers. Thus, a considerable improvement of the extended $k-\varepsilon$ model could be expected for buoyant flows. The modeling of the always buoyant bubbly flows is a much more serious problem and needs still further investigations and development for all closure terms in the $k$-equation.

The turbulent heat flux models are classified and discussed in the light of their ability to reproduce flows e.g. with counter-gradient heat fluxes, with strong anisotropic fluxes, and with strong influences by buoyancy forces. In the commercial codes we find no specific heat flux model at all, except for the turbulent Prandtl number concept, which assumes Reynolds analogy between momentum and heat transfer, in which the proportionality factor is the turbulent Prandtl number. This is usually assumed to be constant. Thus, we find in the commer-
cial codes a serious imbalance between options with a highly sophisticated modelling of the turbulent momentum transfer applying a large number of transport equations for turbulence quantities, but on the scalar transport side we have only the modelling by using one number, the turbulent Prandtl number. Most code users are aware of the problem with this number, but unfortunately they apply the constant default value given in the code.

Here we developed a simple model for the local turbulent Prandtl number as given in eq. (3-12) which holds for stationary and fully developed channel flows like in pipes, plane channels, annuli, or in fuel bundles. It holds for smooth and rough walls, and for all types of thermal wall conditions like symmetric and asymmetric cooling and heating. It can be applied at all wall distances, for all Reynolds numbers with turbulent flows, and for all Prandtl numbers with $Pr \geq 0.02$. A simplified version of this exists already in literature and is validated there by using radial profiles of the turbulent Prandtl number data and by recalculated universal temperature profiles. Validations which only apply integral data like Nusselt numbers are not sufficient to ensure a correct radial distribution of thermal data. The relevance of the locally formulated turbulent Prandtl number heavily depends on the molecular Prandtl number of the fluid and on the type of wall modeling. For $Pr \geq 1$ and a low-Peclet number heat flux modeling, that means, the conductive sublayer is spatially resolved, it is shown that an accurate formulation of the turbulent Prandtl number is of utmost importance within the first $y^+$ values, whereas in a high-Peclet number formulation, i.e. when the conductive sublayer is not resolved, the turbulent Prandtl number has practically no or only a weak influence because the calculated temperature profile is mainly determined by the thermal wall function. To avoid unphysical dependence on the grid, especially at $Pr \approx 1$, one has to use consistent formulations in the turbulent Prandtl number approach and in the wall functions. The correlation developed here is consistent with the standard wall functions so far as the Kader-correlations for $T^+$ are applied in the codes. With decreasing molecular Prandtl number, the influence of the size of the turbulent Prandtl number is decreasing, but not of its local variation; it still needs adequate modeling throughout the complete channel width. This holds down to the Prandtl number of light liquid metals at large Reynolds numbers, at which the heat is transferred at about equal amounts by conduction and by turbulent convection. Only for the Prandtl number of sodium and at lowest Reynolds numbers most heat is transported by conduction so that the quality of a space-dependent turbulent Prandtl number may be considered less important. For reactor applications one can state that in all flows a space dependent formulation is required. This conclusion, which is deduced from physical arguments, is consistent with the practical findings in many code and model benchmark calculations.

Turbulent Prandtl number models for fully developed flow exist in large number in literature, but there is only one which is sometimes applied which does not depend on wall distance, but on local turbulence data, so that it could be applied e.g. to mixing layers. Investigating the turbulent Prandtl number concept for buoyant convection shows that the concept completely fails. Thus, a more sophisticated modeling is required in the commercial codes to include the strong anisotropy in buoyant flows and to treat the heat flux through the often occurring wide regions with zero temperature gradient, or even opposing temperature gradient.

Among the more sophisticated heat flux models, in the class of first order 4-equation models one model was given in a tensorial form to account for some anisotropy as it occurs due to the buoyancy force; some models account quite well for the influence of variable Prandtl
number, but these are still gradient models. They perform better than the turbulent Prandtl number concept, but are still not sufficiently accurate for liquid metal nuclear applications. Algebraic heat flux models with mixed time scales were found to have promising behavior in horizontal fluid layers, because they contain additional terms which could compensate for the wrong counter-gradient heat flux predictions of a simple gradient flux model. A full second order heat flux model, which contains a number of DNS data based model extensions, was investigated in practical CFD applications for the mixing of a hot sodium jet. In different benchmarks the model was found to be superior to the turbulent Prandtl number concept and that it predicts well the anisotropic turbulent heat flux in the jet.

A modelling concept is proposed which is based on the physical requirements for ADS typical CFD applications and on the abilities of the different models as outlined in the discussions. The proposed turbulence model for momentum and heat transfer is a 4-equation or 5-equation Algebraic Shear stress Model (ASM) combined with an Algebraic Heat flux Model (AHM) which does not involve any turbulent Prandtl number for heat transfer and which avoids any explicit assumption for the problematic ratio $R$ of the thermal to mechanical turbulent time scales. It should have the ability to treat flows in a wide range of Reynolds and Prandtl numbers, to include the important anisotropic transport mechanisms for momentum and heat; it offers the ability to predict fluxes in areas with zero or opposing gradients of the mean fields, and to model consistently the influence of buoyancy forces. The accuracy of predictions with such a RANS turbulence model should be considerably improved compared to the accuracy of the models which are currently available in the market dominating commercial codes. A quantification of the accuracy increase can only be given after implementation in the code and practical applications, which both are not yet available. Such a model should not only be of interest for ADS investigations, it should be of interest for any application in which buoyancy is involved, at any Prandtl number of the fluid.
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