started anew training vhichincluded gender dependent
models. At the trainingstage were the eval vationsys-
temhad a 16.8% error on the 1992 WSJ devel oprart
si-dev-05, the i mproved systermhad a vord error rate
chis areduction by about 13%
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vord errors on the 1992 si-dev-05 test set. Wtrained
a recogmzer wth all the training steps that vere de-
scribed in 1.3 wing only the -84 traimng set. Al
hitecture decisions vere made wth this data. W
1 2885 context dependert mdel s that per-
1-dev-05 devel opart test set
-mubers of md
; different



1. 3 TRAI NI NG

The default traimng procedire is as follom:

o (eate labels for a g ven database, wsing anexist-
ing recogn zer that vas bootstrapped on previows
databeses (somtimas even foreign databeses, if
ecessary). Ior this evaluation ve wed the mle
f Resource Mnagerant dat abase.

dependert, contimious density
h the k-mars al-
mxtures
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JANE [17] ves designed for the translation of sporta-
mark to-huan speech.  Bfore the 199 (BR
run wth vocabularies of up to
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 tasks.



