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4 CONCLUSI ONS
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2 TRAI NI NG PROCEDURES 2

2 Training Procedures

Two underl ying training procedures were used for the ACCSYS-network:

Adaptive Learning: This al gorithmwas originally proposed by Gorin
weilghts wy; between the n-thinput unit v, and t1
mit ual information I( ¢
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Abstract

wan adaptive incremental l earning al gorithmthat learns interactively toclassify
essages (here: emmils) into categories without the need for lengthy batch training runs. The
al gorithmwas eval nuated on a l arge database of ennil nessages that fall into five subjective categories.
As control experiment best human categorization performance was established at 79.4%for this task.
The best of all connectionist architectures presented here achieves near human perfor
This architecture acquires its | anguage nodel and dictionary adaptively
of either. The learning al gorithmconbi nes an adapti ve pha
vel ghts during interaction and a tuni ng phase
data. Such systens can be depl oy
necessary such a
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