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e speech recogni tion are un- Abstract

. . . We present an overview of our laboratories’ research on
h several connection sty ; ngdal Hunan-Conputer Interfaces. By exploiting
large Vocabulary (opr)  available chammels of human commmication ve aim
eous speech recpg-; o oage flexibility, robustness, and natural ness of hu-
eptrons (MP), man- conputer interaction. The infornation sources ve pro-
g Vctor cess include Speech-, Character-, and (¢sture Recogm tion,
Face- and Eye Facking, Lipreading, and Sound Source [o-
calization. (bnnectionist and hybrid techm ques are used
t hr oughout .

Introduction

Fecent devel opnents in the conputer and communi cation
industries are rapidly increasing the anount and variety of
nfornation avail able to a wde and di verse audience. The
ti-nedi a nature of this data explosion, heral ded by the
pt of the “Information Superhi ghway”, offers inages,
ext, etc. as the output presented to the inform-
suner.  ‘This is in stark contrast to the inpover-
of input options which are still largely limted to
ard and nouse. Atenpts at the use of al ternate
we nostly focused on single al ternatives and
nted acceptance.
bo improve this situation, ve have begun to
rocess a mul tiplicity of signals that are
arry neaning in hunan commni cation.

Uhderstandi ng, Witten Character-
lipreading, Face-Facking, Fye-
bcal i zation. In conbi nation,
rmation are known to pro-
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recognition” and is preferred to a static, bitmapped repre-
sentation of gesture’s shape. The coordinates are nornalized
and resanpl ed at regul ar intervals to elimmnate differences
insize and dravi ng speed; fromthese resanpl ed coordi nates
ve extract local geometric information at each point, such
as the direction of pen novenent and the curvature of the
jectory.
“ach coordi nate is represented in the cl assifyi ng TINNby
such lowlevel features. Their tenporal sequence con-
3 the input layer. n units in the first hidden 1ayer
patterns fromthe input, eight wnits in the second
ayer spot patterns typical of a given gesture. Qut-
(one per gesture) integrate over tine the evidence
rrespondi ng uni t in the second hi dden1ayer. The
th the hi ghest activationlevel determmnes the
‘The netvork is trained on a set of manually
‘es using a nodified backpropagation al go-
ng data of 80 sanples/gesture, ve have
ependent recogni tion rate of 98.8%on

al so incorporates a nethod for ac-
35 “on the fly”, i.e., vhile the systemis
itio 0 the systemqueri es
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e a systemof metwork. Kdhpandtrankk afordiedgres-shape of the objects in pro-
and enhancedua pigetheandoothentienf of valie an rtual camera, 1ndi cating the
1 ndi vi duakegi din actpeaklon colmbal di ngtt e face. Appropri ate cormands

ng to caoriyhesdidband goomlansaant ossued 1f the face noves out of

tc. aréhdebithdrateadn the cemtvr: of the physical camera. Hg-

enir s ipdldbveotn lexahplte aft ad thyage and the area cl assi fied

s pebdee sby thartivacking witdt em

mot her

Bre 2. Camera image and extracted largest skin—colored
object .

To neural netvorks are used for centering and size es-
timation respectivel y. They vere trained by backpropaga-
tion on 5000 artificially scaled and shifted exanpl e inages
generated with a database containing 72 inages of 24 faces
of different sex, age, hair style, skin color, etc. Rrformance
vas eval uated on test sequences of over 2000 i nages of 7 per-
sons (wth diflerent skin types) performng arhitrary nove-
ments in front of diflerent backgrounds. Ikpending on the
sequence, the face vas located in 96%to 100%of all inages
in the sequence. 'The average difference of the actual posi-
tion of the face and the output of the systemwere less than

10%of the size of the head.
Eye Packing

The goal of gaze tracking is to determine vhere a person
s looking fromthe appearance of his eye. T potential
es of a gaze tracker are as an alternative to the mouse
i input nodality and as an anal ysis tool for human-
or interaction studies. The direction of eye fixation
 be used to determne the user’s focus of attentionin
pdal interface; for instance, knowing whether the
ki ng at the screen or sonevhere el se vhile tal king
rtant in deciding whether automated speech
d be activated.

L on ve have devel oped a neural - net vor k-
saze tracker based on camera imnput
lvanced gaze tracking, the user is

ny speci al equi pnent, nor to keep

e systemcomes froma camera

wni tor. Aninfrared light

m on the eye. ‘The gaze

rel ative positions of

‘The systemextracts
m. The gray-scale
put to a neural
ut uni ts for
rforned by

Y ve



tic commni cation sitygfiqns including conpeting speakers.
(onsidering visual aspects to locate the speaker’s position
overcones these limtabuoms. Specifically, the face-tracker
supplies the coordinates of a noving speaker to the mcro-
phone array which then forns a beamto that 1ocation. Qir
perinents have confirned thi SDTs\glfnergy, denu)nstrating im
protred s1 gnal to-noise ratio even for speakers noving in an
nt wi th another 1oud sound source.

urther apphcatl on of f Cog:t'eﬂéglqng and beam
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Fi gure3—Basic recognition network architecture (integration
The authors gratefully acknovxledge the support of théydphone e /visene level).
nced Research Projects Agency, Nlcrotechnol ogy (Hie

le this research possible. W have tested the recogmzer on data sets of 200 let-
 to Wo Bub, Mrtin Hmke, Stefan Mnke, Uwe ter sequences fromsingle speakers. (h the average, [LIA
erl eau, Ivica Fogina, Mnh Tie Vb, and preprocessed visual input produces best resul ts; reduci ng the

r their work on each of the nodul es audi o-al one error rate by 33.7 %

ari ous assistance in preparation of

Speech and Gesture Recogni tion
W have devel oped a speech- and gesture-based text edi-

of erences tor as another step tovards modality integration. The vord
u (1993). Non-Intrusive Gize spotter (see above) was trained to spot 11 keyvords rep-
al Netvorks, in Neurdal In- resenting editing commands such as nove, delete,... and
NP5-6), Mrgan Kuf- textual units such as character, vord,... 'The effect is to

\ let the user speak naturally wthout having to vorry about

bel (1994). See grammar and vocabul ary, as long as the utterance contains

ech Recogni - the relevant keywords. Ior exanple, an utterance such as

P94. “Hease delete this vord for ne” is equvalent to “Ilete

-~ Inte- vord”.

¢h W based the interpretation of multinodal inputs on

franes consisting of slots representing parts of aninterpre-
tation. ‘The speech and gesture recogni zers produce partial
hypotheses 1n the formof partially filled franes. The out-
put of the interpreter is obtai ned by uni fyi ng the i nf ornati on
contained in the partial franes. For exanple, a user dravs
a circle and says “Hease delete this vord”. ‘The gesture-
processing subsystemrecognizes the circle and fills in the
comand scope (vwhat to operate on) specified by the circle
in the gesture frane. The vord spotter produces “delete
vord”, fromwhich the parser fills in the action and textual
unt slot in the speech frane. The frame nerger then out-
puts a unified frane i ndi cating that the operation delete is
to be carried out on the vword specified by the scope of the
circle.
(re 1nportant advantage of this frane- based approachis
ts flexibility, which wll facilitate the integration of nore
than tvwo modalities. Al ve have to do is define a general
ane for interpretation and specify the ways in which slots
‘be fill ed by each 1 nput nodality. In a general inpl enen-
, 1t 1s possible that the slots may be filled in different
and performng a search to find the best nerge voul d
r.

| ng and Banfiorning
cribed earlier picks its target as the

s vicinity., It, therefore, encounters prob-
ing to track a noving tal ker in realis-




