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Abstract. When applying Inductive Logic Programming techniques in real-world settings,

many problems will come up. Since not many real-world applications are reported using

ILP-techniques this report describes some problems that may appear when starting such a
project. The project was done in co-operation with H�ogdalenverket, a heat and power plant

burning household refuse in the Stockholm area, Sweden. The application problems with coll-

ecting data and the application of ILP-techniques are discussed. Results of tests performed
while using SPECTRE, an ILP-algorithm developed at Stockholm University, are reported.

These results show that the addition of background knowledge and addition/retraction of

parameters has positive e�ect on the performance of the ILP-techniques. After initial tests a
knowledge acquistion stage was started. This resulted in knowledge about the domain that

was used for evaluating the results of learning using SPECTRE. This prevented several mi-

stakes by interpreting data and evaluating performance. This knowledge was partly used as
background knowledge for the learning algorithm. Noise handling was applied and increased

the e�ciency of the SPECTRE-algorithm. The paper lists the results of tests performed on

data from the refuse-burning plant. It also compares the performance of the SPECTRE-
algorithm on theoretical databases with the performance on this practical domain. It also

gives some insight in the change of performance that can be expected when transferring from

the laboratory-domains to domains gathered in the real-world.
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1 Introduction

In the current paper we describe the problem of applying Machine Learning (ML) to a real-
world domain. The problem domain was provided by Stockholm Energy, a Swedish company that
employs several energy-producing plants. The actual domain was provided by H�ogdalenverket, a
refuse burning plant in the Stockholm area. The aim of the project is to �nd control rules for
the Selective Non Catalytic Reduction-techniques (SNCR) used at the plant in order to lower the
NOx-emmision. Inductive Logic Programming (ILP) was used for learning in the domain. Few real
world applications using ILP are available for evaluation. The algorithm used for this application is
called SPECTRE3 and is developed at the Stockholm University [1]. Modelling the domain using
ILP-techniques only was not convenient, so it was decided to add a knowledge acquistion stage.
At this stage interviews at the plant and knowledge available from reports etc. were taken into
consideration. The aim of the application of the ILP-techniques and the Knowledge Acquistion
stage was to try to build and re�ne a model of the processes at the H�ogdalenverket power plant.
This formalization of the processes could then be used at a later stage of the project as an input-
model for learning control rules for directing SNCR-processes.

2 Using ILP-techniques: the SPECTRE algorithm

The ILP-technique used was the SPECTRE algorithm [1]. This algorithm is based on the idea of
�nding an inductive hypothesis through the specialization of a logic program. The program has
as input a logic program, a set of negative examples and a set of positive examples. Then the
specialization problem (as commonly adopted in ILP) is:

Given: a de�nite program P. Let E+ be a set of positive examples and E� be a set of nega-
tive examples such that E+ \E� = ;.

Find: a specialization of P (called P 0) such that MP 0 �MP while E+
�MP 0 and E�

\M
0

P
= ;.4

The algorithm searches for a hypothesis by pruning an SLD-tree. The shape of this tree is de-
�ned by the computation rule. Bostr�om and Idestam Almquist give a discussion on SPECTRE as
well as the results of running SPECTRE on domains taken from the UCI repository of machine
learning databases [1]. They test the SPECTRE algorithm using three di�erent computational
rules: the standard PROLOG computation rule (which selects the left-most literal), a computation
rule that selects literals at random and a computation rule that applies unfolding and than mi-
nimizes the residual impurity of the resolvents. The unfolding and pruning performed by the last
computation rule is as follows:

Given is a clause G of a de�nite program P. Let literal Am in clause G be the literal to un-
fold upon.
Then unfolding is performed by replacing clause G with the resolvents G' of G and with all clauses
in P that have a head that is uni�able with Am.

By applying unfolding repeatedly it is possible to make every (sub-)tree of the SLD-tree available
for pruning. The pruning is performed by cutting the appropriate tree in the SLD-tree. In practice
this means that after performing unfolding, the pruning can be realized by removing the literal

3 SPECialization by TRansformation and Elimination
4
MP 0 denotes the least Hebrand model as described in [7]



corresponding to the sub-tree to be removed. An more extensive description of the SPECTRE al-
gorithm is provided by Bostr�om and Idestam-Almquist [1]. In the current paper these experiments
will be extended by research involving the application of the SPECTRE algorithm on a real-world
domain (See section 3). The results of these experiments are compared with the results reported
in [1].

3 The industrial setting: H�ogdalenverket

The domain which was evaluated contains the logged data of the P3 combustion chamber at
H�ogdalenverket, a refuse burning plant in the Stockholm area. The examples consist of instances
of the target clause T. Each example has an initial 27 parameters. All of these are measurements
involving the �ltering and cleaning of emission gasses. The plant consists of three combustion
chambers with a total heating capacity of 100 MW altogether. The maximum incineration capacity
of the plants is 37 tonnes of refuse per hour. The problem is provided by the Swedish Government;
laws for the maximum-level of NOx that emision gasses from the plant may contain are going to be
more restrictive in the near future. The gasses are cleaned partially by the use of several �lter and
injection systems. One of the processes that is involved is the Selective Non Catalytic Reduction

process (SNCR). While performing SNCR, ammonia is injected in the combustion chamber in order
to control the formation of NOx. Injection is performed at 11 sites on 2 di�erent levels. This is done
in order to be able to inject at the place with the optimal temperature for the SNCR-processes
in the combustion chamber. The amount and place of the ammonia injected inuences the actual
performance of the SNCR-process. Due to the unknown quality and the changing quantity of the
refuse used the amount of required ammonia changes continously. The amount of ammonia which
causes a lower NOx emission depends on several parameters.

SNCR-techniques require a nitrogenous chemical to be injected in the burning process. The
nitrogenous chemicals used for SNCR are mainly ammonia (NH3) and urea (NH2CONH2). Am-
monia is used at H�ogdalenverket. One of the main problems with applying SNCR techniques is
the small temperature window in which these techniques perform optimally. If the temperature is
too low or too high there will be unwanted side e�ects. These vary from a high NH3-slip towards
a higher NOx emission, an e�ect which is unwanted. The main chemical reactions that take place
in the SNCR-area are:

6NO + 4NH3 () 5N2 + 6H2O (a)

6NO2 + 8NH3() 7N2 + 12H2O (b)

There is always a trade-o� between NH3-slip and the reduction of the amount of NOx in the
emission gasses. This means that an increased injection of NH3 causes an increase in performance
of the SNCR-processes. However, doing so will result in a higher NH3-slip (see reactions (a) and
(b)). The higher performance when injecting more ammonia is caused by the higher availability
of NH3 for reaction with NO and NOx. This higher availability of NH3 also causes a higher slip
while not enough NO and NOx is available for reaction. It is clear that a way has to be found
to control the amount of injected ammonia within small limits. The way H�ogdalenverket regulates
this process presently is to couple the injection of NH3 to one overall temperature measurement
seen as representative for the temperature in the combustion chamber. That this is not an opti-
mal solution is shown by the test-results which show the lowest accuracy when using this overall
temperature measurement as the only parameter to predict from.



4 H�ogdalen and Inductive Logic Programming

4.1 Symbolic learning at H�ogdalen

There are several reasons for applying ILP-techniques at the H�ogdalen domain. After developing
the SPECTRE algorithm it was tested on several domains that were taken from the UCI repository
of machine learning databases and domain theories. During this evaluation SPECTRE performed
very well. In most cases the SPECTRE-heuristic performed better than the other ILP-heuristics
it was compared with while producing fewer clauses [1]. After this research an application using
SPECTRE on a real-world domain was looked for in order to get more experience with using ILP-
techniques in real-world settings. The H�ogdalen domain was selected because of the availability of
relatively large amounts of data in Excel-format. The data was logged during a period of testing
at the plant, which resulted in the availablility of data logged under di�erent (standard and non-
standard) circumstances. In practice it meant that during a certain period of time the technicians
varied a number of (otherwise �xed) parameters important for the combustion processes.

The H�ogdalen problem domain is also interesting because it deals with environmental protec-
tion and is therefore seen as a problem worth solving. H�ogdalen-verket was convinced that there
should be a way to make su�cient use of the existing plant-control computers. This possibility to
experiment with the application of new symbolic techniques provided a good opportunity to get
more insight in the problems involved in applicating ILP in a real-world setting. At the same time
there was a hope for some new insights in the processes involved in cleaning the emission-gasses.
These ideas should then ideally be used to support understanding of the underlying processes by
the plant technicians.

The speci�cation of the problem that was de�ned at H�ogdalenverket was initiated by the fact
that equipment at the plant was theoretically available for reducing of the NOx-emission where in
practice no control rules to do so were available. Due to the apparent possibility of improvement
by simply �nding control rules for the (already available) equipment and through the availability
of already logged data it was seen as an attractive possibility to evaluate the SPECTRE algorithm
in this domain.

4.2 Data transformation

The fact that the data were not represented purely symbolically, but numerical was problematic in
the sense that few approaches are reported trying to integrate numerically and symbolical represen-
tation for use with ILP-techniques. Many practical domains however are represented numerically.
Several authors propose solutions for such problems (see for example [9], [2]). One approach that
does pay attention to the problem of numerical values introduces the use of similarity measures for
the selection of cut-points for numerical attributes [9]. This approach seems to be promising for
domains where the training set is not su�ciently large, i.e. were the concept boundaries are not
likely to be clearly de�ned, (as in instance spaces with few instances). [9] also concludes that when
there is a higher coverage of the concept boundaries by the training set the use of these similarity
based heuristic becomes less important. Our hypothesis was that at the H�ogdalen domain there is
a good coverage of these concept boundaries. This was caused by the testing at H�ogdalen, where
normally �xed parameters were varied during a certain test-period in order to get a better view of
the emission e�ects (and thus the concept boundaries).

The data consists of measurements of 27 di�erent parameters at a given time. The parameters
in the logged data can be subject to noise. The parameters that cause the e�ects are not measured
simultaneously. There is always a delay of several (not exactly known) seconds. The solution chosen
for this problem was to take the �les with the 5 minute averages instead of the 10-second loggings.



This approach �lters out most of the delay e�ects. The reason for doing it this way is that it
is not possible to measure the right time delays for every parameter. These averages are then
translated into semantically more meaningful groups. The grouping is done using the intervals
mentioned in �gure 1. The data is corrected for incomplete and extreme data that were caused
by measuring mistakes at the plant. The data were divided in subgroups according to standard
statistical methods.

SD SD

38.8%

SD
1/2 1/2

SD
0

14.9% 14.9%

15.8%15.8%

Fig. 1. Interval division based on standard deviation and normal distribution of populations.

In our approach we took the Standard-Deviation Curve and created �ve sectors (see Fig.1).
Every numerical value �ts in one sector. Each sector was given a semantic name in order to facilitate
interpretation in a later stage. All literals in the examples were then processed according to this
scheme.

The advantage of doing this is that the data no longer is represented numerically and that
the data set became smaller. A disadvantage of doing so lies in the fact that some information is
lost. On the other hand there is a lower complexity of the data set and the representation for use
with a logic program is facilitated. Another advantage is that there is now a possibility to learn
knowledge that is semantically useful. This e�ect is demonstrated at H�ogdalen. Grouping the data
also decreases the e�ect that (false) extremes can carry out on the results.

4.3 ILP and Knowledge Accquisition

Most ILP-systems can be used with di�erent quantities and qualities of background knowledge.
Background knowledge includes already known relations between the domain concepts. Adding
background knowledge to the specialization problem has the advantage that the search process can
be biased to raise the e�ciency of the search process (see [12], [8], [6], [14], [4] ). When databases
grow larger this topic becomes of more interest. Background knowledge can be elicited performing
Knowledge Acquistion and is normally represented in a symbolical form.

The tests were initially conducted using only an overgeneral theory. Results of these learning
processes without background knowledge are reported in table 1 and 2. After an evaluation the



decision was made to add a knowledge acquistion stage in order to get some understanding of the
domain at hand. As mentioned above adding background knowledge might increase e�ciency and
accuracy of the search algorithm by biased searching and avoiding (known) local maxima. Adding
a knowledge acquistion stage also facilitates the process of focussing on the most informative data
in the database. Focussing is found a useful process in the stage of learning from databases ( [8] for
more on this topic). Interviews and reports resulted in a preliminarymodel of the processes involved
and their connections. Part of this knowledge was selected to provide knowledge implemented in
the form of intermediate predicates, were another part of this knowledge was used to focus the data,
i.e. delete some literals from the examples that proved to be invalid/useless. This kind of problem-
solving is typical (in our view) for the application of new techniques in real-world applications.
Spending some extra time on this knowledge acquistion may prove valuable in a later stage of a
project.

5 Results of running SPECTRE on the H�ogdalen data

During a certain period of time tests with SPECTRE were run. The tests were performed in
the same way as the evaluation of the SPECTRE-algorithm mentioned in [1]. Tests were perfor-
med using the standard PROLOG computational rule (i.e. selection of the left-most literal during
search), a random selection of the literal and using a computational rule that minimizes residual
impurity after unfolding (i.e. takes the literal where the residual impurity will be the lowest). Also
reported is the e�ect of pruning afterwards (a usual process for minimizing overspecialisation and
redundancy by removing clauses with low coverage of examples).

The tests were done with �ve minute averages taken from the computer-loggings. The data
were transformed according to the algorithmmentioned above. The data were used as input for the
SPECTRE-algorithm. SPECTRE with di�erent heuristics was used to evaluate the performance
of ILP-heuristics on the H�ogdalen domain. One hundred test runs were run with every heuristic.
The number of examples available for testing (data equivalent to 4620 ten-second loggings) in
combination with the number of literals in every example caused a complexity problem and the
need for much CPU-time.

SPECTRE with: Accuracy (%) # clauses Pos. acc. (%) Neg. acc. (%)

Prolog's 58.6 507.0 77.3 31.8

Random 57.4 255.8 78.0 27.6

Entropy 60.1 66.4 70.1 46.5

Entr. with lib. prun. 59.9 19.4 62.8 56.0

Table 1. Evaluating SPECTRE with di�erent heuristics on the H�ogdalen domain

(Data�le=0506/0507, No. of runs=100, NOx-level=80 mg/nm3, neg.ex. = 41 % )

In table 1 the results of comparing the SPECTRE heuristic with several other heuristics are
shown. The data were randomly divided in 50% training and 50% test data. This means that
clauses with a low covering of examples are removed. The accuracy decreases slightly by doing so
(0.2 % at testing), while the number of clauses decreases dramatically (from 66 to 19).

The background knowledge that was collected during the interview sessions was included in
the testing. The tests evaluate the e�ects of the removing of literals and the addition of domain
knowledge on accuracy. Rede�nition of the general theory was done which included the addition
of some intermediate predicates according to the model and domain theory that was gathered.



SPECTRE with: Accuracy (%) # clauses Pos. acc. (%) Neg. acc. (%)

di�erent parametersets

Without HCl 60.0 18.2 64.3 55.0

+ intermed. preds.

All parameters 59.7 18.0 62.9 55.6

+ intermed. preds.

All parameters 59.9 19.4 62.8 56.0

without HCl 61.1 19.5 63.1 58.5

Minimal set (temp only) 53.8 23.6 53.6 54.4

Table 2. Evaluating SPECTRE with di�erent quantities of parameters and background knowledge

(Data�le=0506/0507, No. of runs=100, NOx-level=80 mg/nm3, neg.ex. = 41 %)

SPECTRE with: Accuracy (%) # clauses Pos. acc. (%) Neg. acc. (%)

All parameters 59.9 19.4 62.8 56.0

All parameters 62.3 14.6 67.7 55.0

+ 20 % noise

without HCl 61.1 19.5 63.1 58.5

without HCl 62.0 14.9 65.1 58.4

+ 20 % noise

Minimal set (temp only) 53.8 23.6 53.6 54.4

Minimal set (temp only) 53.7 19.3 56.2 50.4
+ 20 % noise

Table 3. Evaluating SPECTRE without noise handling and with a 20 % threshold

(Data�le=0506/0507, No. of runs=100, NOx-level=80 mg/nm3, neg.ex. = 41 %)

From table 2. it is clear that measuring only one overall temperature point (as done currently
at the plant) is not enough to predict the amount of NH3 that should be injected. Accuracy of
running SPECTRE on the minimal set (only one temperature measurement) is on chance level.
The data also shows that taking into account all the parameters does not give a better result for
the prediction quality. Ignoring the HCl-measurements (after the gathering of domain knowledge it
became clear that this literal could not be informative) provides us with a better performance for
negative as well as positive performance. When adding the intermediate predicates (which provi-
des extra grouping) the performance changes again. The performance is nearly as good as without
adding intermediate predicates, but the learning produces less clauses (which can be seen as an
improvement of performance, since few clauses is one of the goals of classi�cation algorithms). This
result makes it likely that adding more domain knowledge in this form could increase performance
even more.

For the �rst runs with the H�ogdalen data, no incorrect classi�cations were allowed. However,
since the data contains noise it is unlikely that a 100 % correct classi�cation in this domain can
be found. This is of course a characterization of many real-world domains. Therefore, tests were
run with noise handling. Noise handling was performed by accepting clauses as they were covering
more than 80 % of the positive examples and excluded more than 80 % of the negative examples.
The results of these tests are mentioned in table 3.



It is to be expected that the results are more accurate when allowing for examples to be
incorrectly classi�ed. As seen in table 3 there is a slight improvement in accuracy, but a much
greater improvement in the number of clauses. This means also that in the no-noise situation rules
were created that covered only a very few examples, which is an unwanted situation (i.e. expensive
in CPU-time if to be considered in a �nal implementation of the rules).

6 Conclusions

This paper presents research concerning the application of an Inductive Logic Programming techni-
que in a real-world setting. The project is still under continuation. The results that are mentioned
are those found after the �rst year of the project. The paper reports several problems and results
of tests that were made during the process of trying to apply inductive techniques in a real-world
(industrial) problem.

One of the reasons for applying inductive techniques for this particulair domain was that a
previously reported inductive algorithm was implemented and evaluated on several theoretical
domains. This algorithm was to be evaluated on data concerning real-world domains during the
course of this project. Another reason for using inductive learning was that the output of the
knowledge acquistion process would be in the form of models containing symbolic knowledge.
The representation of learned knowledge will also be in a symbolic format. This means that the
knowledge is easily interpreted by experts at the actual site. A result of such is that the testing
and evaluation is less time-consuming.

Much time has been spent on trying to get the initial data. Logging the data was not a bottleneck
since all the equipment was already available and operational. A problem was the incompleteness of
the logged data. Much of this incompleteness was caused by broken or badly functioning equipment,
false data, etc. At this point the advantage of a knowledge acquistion process became apparent. The
interviews and reports made it possible to recover from many of the initial problems concerning
the data. Focussing on certain parameters was one of the results of this. This re-evaluation of the
data resulted in a new series of loggings at H�ogdalenverket. The data that was �nally provided
formed a su�cient basis for testing.

The use of knowledge acquistion is seen as valuable when applying ILP in real-world settings.
It is seen as important to have reliable and e�ective methods to model domain knowledge. Model-
ling domain knowledge has several advantages. The knowledge provided by the experts and their
(literature)sources during the knowledge acquistion stages gives a good idea of where to look for
possible problems, and above all, ways to deal with them. Many of the problems that came up are
absolutely not unique and the experts often have good ideas about possible points of attack. Alt-
hough interviewing experts and processing reports does mean an extra time-consuming stage in a
project, this can be useful and time-saving during the later stages of a project. A second advantage
of doing so is that modelling background knowledge results in a better understanding of the pro-
blem at hand. In our project using background knowledge decreases the amount of clauses needed
for the classication of the examples of the data-set. This is seen as an indication that the modelling
and adding of more background knowledge at later stages of the project is preferable. The low
performance on learning when only taking into consideration the main temperature measurement
is seen as an indication for the necessity of taking into account more parameters. The results of
the second test series give an indication of which parameters should be taken into account.

The results are not yet good enough to justify an implementation of the found rules. Accor-
ding to the view of [2] these results are to be used for evaluation and therefor to be seen as an
intermediate step in development of a good ruleset. One of the questions raised at this point is
whether it might be a good idea to redescribe the database representation (i.e. raising the level of
representational granularity as described in [2]).



However, in this report it is shown what the drawbacks on planning can mean for the application
of ILP-techniques. It is also shown what the impact is of certain manipulations of the data for the
performance. After the interviews the test series without the HCl parameter were initiated. These
test series showed that this parameter was unusable. The test series show an increase in performance
when this parameter is not taken into account. It was very hard to get data of test runs at H�ogdalen
without faulty measurements and therefore it became clear that noise handling would be necessary
when dealing with the H�ogdalen domain.

There was a hope of �nding results that might be transferred back to the plants technicians
in the form of new, unknown concept-relation descriptions. This was based on reported successes
of using inductive learning algorithms to �nd knowledge that is seen as new and interesting by
experts and that triggered new knowledge (as reported in [5] and [10]).

Evaluating the project, it can be stated that using inductive learning algorithms on real-world
domains without any knowledge acquistion process is not very helpful. As mentioned in [2] applying
machine learning algorithms on \raw" data extracted from a database is of limited bene�t. Our
experience supports this point of view and we expect much bene�t from the knowledge elicitation
and representational redescription processes as described in [2].

The study as done till now is only an intervening stage of the project. The next stages of
the project will include some further testing on newly provided data from H�ogdalenverket and
testing the H�ogdalen domain with the MOBAL-system [11]. It is expected that performance can
increase using better noise handling and more accurately measured data (which presumably beco-
mes available soon). Representation of the learning problem as a problem of increasing/decreasing
the ammount of ammonia injected at the several injection points is also planned. As mentioned
before, it is also the intention to model and add more background knowledge in the course of the
project. The combination of a knowledge acquistion stage and ILP has shown its value and will be
needed in later stages of the project as well.
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