Efficient Algorithms for Three-Dimensional Near-Field Synthetic Aperture Radar Imaging

PhD Dissertation from

Faculty of Electrical Engineering
University of Karlsruhe, Germany

by

Joaquim Fortuny
Efficient Algorithms for Three-Dimensional Near-Field Synthetic Aperture Radar Imaging

Zur Erlangung des akademischen Grades eines

**Doktor-Ingenieurs**

von der Fakultät für
Elektrotechnik
der Universität Karlsruhe

genehmigte

**Dissertation**

von

**Ing. Joaquim Fortuny**

aus Tarragona (Spanien)

Tag der mündlichen Prüfung: 21.5.2001

Hauptreferent: Prof. Dr.-Ing. Werner Wiesbeck
Korreferenten:
    - Prof. Dr.-Ing. Martti T. Hallikainen
    - Dr. rer. nat. habil. ing. Alois J. Sieber
Preface

This Thesis arises from the work done at the European Microwave Signature Laboratory (EMSL), a large scale facility of the Directorate General Joint Research Center (JRC) of the European Commission (EC) located in Ispra, Northern Italy. The whole project started when two members of the EMSL Advisory Committee (Prof. Dr.-Ing. Werner Wiesbeck, Director of the Institute for Microwaves and Electronics, Karlsruhe University, Germany, and Prof. Dr.-Ing. Martti Hallikainen, Head of the Laboratory of Space Technology, Helsinki University of Technology, Finland) encouraged me to initiate this PhD Thesis.

Foremost I want to express my gratitude to my supervisor, Prof. Dr.-Ing. Werner Wiesbeck, who offered me the opportunity to defend this Thesis at his faculty. His continuous assistance and encouragement has been crucial to the successful completion of this work. I also thank the Board of the Faculty of Electrical Engineering, Karlsruhe University, for allowing me to write and defend this Thesis in English.

I should also express my thanks to Prof. Dr.-Ing. Martti Hallikainen, for critically reviewing this work, and for the many constructive comments.

Sincere thanks in particular are due to my unit head at JRC, Dr. Alois Sieber, for his active involvement and guidance throughout this project.

A very special mentioning is reserved for Dr.-Ing. Juan-Manuel López-Sánchez, Alicante University, Spain, for his friendship, in the first instance, and then for the significant contribution given to the development of the imaging techniques presented in Chapter 3.

I am deeply grateful to all my colleagues in the Humanitarian Security Unit at JRC for the successful preparation of the radar experiments presented in this Thesis. In particular, I want to thank Dott. Giuseppe Nesti and Dipl.-Ing. Eggert Ohlmer for the continuous support and excellent advise. Special thanks are due to Dott. Dario Tarchi and Dott. Ing. Davide Leva for the preparation of the experiment with the ground based SAR system of the unit. I am very grateful to Elena di Gioia, secretary of the Humanitarian Security Unit, for her constant assistance. Yet, I want to thank Dr. Gareth Lewis for the proofreading of the Thesis.
I want to express my gratitude to Dr.-Ing. Hans Rudolf and Dipl.-Ing. Björn Dietrich for their help, encouragement and friendship.

Sincere thanks are due to Dipl.-Ing. Christian Fischer from the Institut for Microwaves and Electronics at Karlsruhe University for his continual assistance during my series of visits to Karlsruhe.

Finally, I would also like to thank my parents for their sacrifice, encouragement, and support throughout my studies. Last but not least, since this was an effort mostly allocated outside the normal working hours at JRC and during my holidays, I thank my wife, María José, and my children, Carlos and Marta, for their inspiration, encouragement and endless patience.
Executive Summary

The availability of indoor three-dimensional (3-D) synthetic aperture radar (SAR) systems operating in a controlled environment offers a unique opportunity to define optimally the operational parameters (e.g., the frequency, the polarization and the viewing geometry) of future SAR systems for a given application. The scanning geometries commonly used with indoor 3-D SAR systems are planar, cylindrical, and spherical. For these scanning geometries, a set of efficient near-field algorithms especially suited for these systems is presently missing.

In this thesis, a set of five 3-D near-field imaging algorithms is introduced, each satisfying different requirements in terms of computational cost, quality of the resulting imagery, type of the scanning geometry, and implementation complexity. These algorithms are all tested by means of numerical simulations and, most important, radar measurements in the European Microwave Signature Laboratory (EMSL).

At first, a novel 3-D near-field radar imaging technique based on the range migration algorithm (RMA), which requires frequency domain backscatter data acquired on a two-dimensional (2-D) planar aperture, is presented. The formulation of this algorithm is derived by using the method of stationary phase (MSP). The 3-D RMA cannot be directly applied with cylindrical and spherical scanning geometries. For these scanning geometries, a new imaging algorithm based on the backpropagation of the backscattered data onto a planar aperture followed by the 3-D RMA is introduced.

The use of the proposed backpropagation technique with targets electrically very large is computationally costly. Two alternative solutions are suggested. First, a space-variant matched filter imaging algorithm especially tailored for spherical scanning geometries, which accounts precisely for the wavefront curvature and the free space propagation loss. Second, a polar format algorithm (PFA) with an image rectification. This solution allows the use of FFT-based focusing algorithms normally used under the far-field condition. The resulting geometric distortion due to the short observation distance is successfully corrected by applying a rectification algorithm.

Finally, a subsurface sensing algorithm that corrects for the effects of refraction and dispersion is outlined. This imaging algorithm is especially tailored for a forward-looking stand-off platform. In addition, a simple and effective characterization technique is used to retrieve the dielectric permittivity of the medium surrounding the subsurface objects.
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Chapter 1

Introduction

1.1 Background

The formation of synthetic aperture radar (SAR) images was first accomplished by analog optical processing in the early 1960’s at the Willow Run Laboratories [1, 2]. This effort was part of a study concerned with the fine resolution imaging of rotating objects sponsored by the US Air Force. The SAR data required formatting and photographic recording to produce the appropriate input to the optical processor. Digital computers were not used because of their inadequateness to handle the quantity of data and the required computational load.

The first coherent ground-based radar was built in the late 1970’s under the US Army sponsorship. Within the framework of this project, Walker [3] designed an experimental setup to simulate an airborne radar flying around a stationary ground patch. This was the first attempt to characterize the requirements for optically processing coherent radar data collected from targets placed on a rotating platform. Contemporaneously, Bojarski [4] showed theoretically that coherent multi-aspect monostatic or bistatic measurements of the far field scattered by a non-dispersive object, as a function of the frequency, can be used to reconstruct a three-dimensional (3-D) reflectivity image. A group led by Mensa [5] at the Pacific Missile Test Center and Wehner [6] at the Naval Ocean Systems Center worked extensively on the radar imaging of rotating objects, as did Chen [7] and Ausherman [8]. A group under Farhat [9, 10] formed the first 3-D radar images of a complex shaped target from actual microwave scattering data. Mensa [11, 12] and Munson [13] analyzed the relation between techniques used in classical tomography and range-Doppler imaging. Some years later, this analysis was further developed by Jakowitz [14, 15] and Lawton [16]. The establishment of this relation greatly boosted the development of the radar processing techniques presently in use [17].
In the late 1980’s, a group led by Rocca [18, 19, 20] at the Politecnico di Milano (Italy) introduced the use of the wave equation formulation in SAR, applying the method of wave backpropagation in seismic data processing [21]. This result represented a breakthrough in the field of SAR because of the low computationally cost and the superb image reconstructions produced. Furthermore, as opposed to the classical range-Doppler focusing algorithms used at that time, this technique incorporated the wavefront curvature into the imaging model [22, 23, 24].

Recently, the development of SAR systems providing full 3-D capability (e.g., a multi-baseline interferometric or tomographic SAR) has become a field of intensive research [25]. A great extent of the experimental work in this area has been carried out using SAR facilities operating in a controlled environment. Examples of SAR facilities operating in a controlled environment can be found in France [26], Sweden [27], the US [28, 29, 30, 31, 32, 33], Belgium [34], Spain [35], the UK [36], and Germany [37, 38]. Near-field radar cross section (RCS) measurements have also been used to obtain the far-field scattering signature of targets [39, 40, 41].

One of the latest developments in the field of near-field radar imaging is the use of fast multi-level domain decomposition algorithms [42, 43]. These algorithms were previously exploited in complex integral-equation solvers. Moreover, it is worth mentioning the recent formulation of tomographic imaging in its full vector form by Langenberg [44, 45, 46]. This technique has been successfully proven both in SAR and ultrasonics. Finally, the recent work by Smith [47] assessing the role that the evanescent electromagnetic waves can play in the detection and identification of a buried object deserves special attention.

Today, SAR has become a well developed technique for producing high resolution images [48, 49, 50]. According to their working principle the existing radar imaging algorithms can be divided into four general groups:

**Polar Format Algorithm:** (also known as range-Doppler algorithm) This algorithm was the first one to be developed and originates from optical signal processing. It is based on the polar nature of the frequency domain backscatter data, works with motion compensation to a point and as such needs to be used under the far field condition, requires an interpolation prior to the Fourier transform, and compensates only partially the range curvature. Both the 2-D and 3-D versions of this algorithm are easy to implement and have been used extensively.

**Range Migration Algorithm:** (in its 2-D version it is also known as $\omega-k$ algorithm [19]) This algorithm originates from geophysics. It works with motion compensation to
1.2 Scope and objectives of the Thesis

The research presented in this Thesis has been carried out while working at the European Microwave Signature Laboratory (EMSL) [60]. This laboratory is one of the experimental facilities of the Humanitarian Security Unit (HSU), Institute for the Protection and Security of the Citizen (IPSC), Directorate General Joint Research Center (JRC) of the European Commission. As shown in Figure 1.1, the overall structure of the anechoic chamber of the EMSL is formed by the conjunction of a hemispherical and a cylindrical part, both with radius 10 m. In the gap between the two parts, a circular rail is mounted where two sleds carrying the antennas can move independently. The radar system is wideband, fully polarimetric and can be operated in both imaging and scatterometric modes. A unique feature of this facility is that it allows the synthesis of 2-D apertures, which can be either spherical or cylindrical.
1. Introduction

Figure 1.1. Exploded view of the EMSL.

The main objective of this Thesis was to develop a set of rapid and efficient 3-D near-field imaging algorithms for the identification and characterization of radar reflectivity components of complex objects. The development of these algorithms has been carried out considering their subsequent testing with experimental data acquired at the EMSL.

It is important to note that the imaging algorithms presented here rely on the SAR principle and as such they are based on a linearization of the electromagnetic wave scattering problem. This means that the interaction between the scatterers present in the scene is totally neglected. There are a number of microwave and acoustic imaging algorithms developed in the field of linearized inverse scattering (i.e., under the Born approximation) which provide alternative solutions to this problem \[^{61, 62}\]. An example of a non-linear 3-D imaging algorithm dealing with the inverse scattering problem is reported in \[^{63}\]. Further, the formulation used is always based on the scalar wave equation. Consequently, in the case of a polarimetric data set, the processing needs to be applied separately to each polarization channel.

The SAR system is nominally a linear system characterized by a space-invariant impulse response function. However, under the near-field condition, there are factors that contribute non-linear behavior and space-variant effects. The quality of a SAR system is normally measured in terms of the spatial resolution and the peak sidelobe levels. In this Thesis, numerical simulations using scenes with ensembles of ideal point scatterers
are employed to assess the quality of a near-field imaging algorithm. This is a common practice in the field of radar imaging.

It is well known that the resolution of any SAR system is subject to fundamental limitations [64]. Basically, the spatial resolution will depend on the shape and dimensions of the volume occupied in the spatial frequency space. This volume is larger under the near-field condition. Consequently, the achievable resolutions with a near-field SAR are slightly higher than those of a far-field SAR.

This Thesis is organized as follows. Chapter 2 deals with the introduction of the fundamentals of range-Doppler radar imaging, which is needed in order to properly understand the imaging techniques presented thereafter. In addition, the formulation of radar imaging algorithms under the near-field and the far-field condition is outlined.

Chapter 3 introduces a novel 3-D near-field radar imaging technique based on the RMA [65]. As an input, the 3-D RMA requires frequency domain backscatter data acquired on a 2-D planar aperture using a stepped frequency radar. The 2-D synthetic aperture is assumed to be planar and within the near-field zone of the target. The spatial resolution in the vertical and horizontal cross-range directions are given by the dimensions of the synthetic aperture, whereas resolution in ground-range is provided by the synthesized frequency bandwidth. The frequency domain data is used because the RMA algorithm works in this domain. Note that the focusing of time domain data sets acquired with a pulsed system would become straightforward by simply applying a Fourier transform.

The 3-D RMA cannot be directly applied with cylindrical and spherical scanning geometries. However as an alternative solution for these scanning geometries, it is proposed to backpropagate the backscattered data onto a planar aperture and then apply the 3-D RMA [66].

The proposed backpropagation technique of the frequency domain backscatter data is based on the so-called “radiating reflectors” model [19]. In this model, the scatterers are assumed to radiate simultaneously a wavefield which propagates at a velocity which is one half of the actual value. Under this assumption, the backscattered fields can be approximated as a solution of the 3-D Helmholtz equation. Consequently, field translations techniques used in antenna measurements (e.g., near-field to far-field transformations of an antenna pattern) can be adapted to translate the backscattered fields. Here these field translations are applied to obtain the backscattered fields that would have been measured on a planar aperture from those actually measured on a cylindrical or spherical aperture.

The work presented in Chapter 3 is the result of a joint effort with Dr.-Ing. Juan-Manuel López-Sánchez, who was working at the JRC at the time these algorithms were
developed.

Chapter 4 deals with two novel imaging algorithms. First, a 3-D SAR algorithm based on the use of a space variant matched filter or near-field focusing function, which accounts for the wavefront curvature and the propagation losses. The spatial distribution of the target reflectivity is estimated by means of an azimuth convolution between the near-field focusing function and the frequency domain data, followed by a coherent integration over the frequency band and the synthetic aperture in elevation. The circular convolution in azimuth is performed by applying FFT techniques, which reduce drastically the computing time. Moreover, instead of using a DFT, the focusing function in the azimuth wavenumber domain is evaluated through an asymptotic expansion obtained by the MSP. This asymptotic expansion is further optimized by using working matrices with the points of stationary phase and their second order derivatives. Second, an imaging algorithm based on the 3-D polar format algorithm (PFA) followed by a geometric rectification of the image. This algorithm is specially tailored to be employed as a quick-look SAR processor. High quality imagery will only be obtained with narrow spans of the two aspect angles.

Chapter 5 reports on a tree imaging experiment conducted in the anechoic chamber of the EMSL [67]. The main objective of this experiment was to map the radar reflectivity of an entire Fir tree in order to support the understanding of the interaction of electromagnetic waves with natural targets and provide the base for the validation and verification of existing models.

Chapter 6 presents a novel 3-D near-field subsurface imaging technique [59]. The subsurface image is accurately focused taking into account both the refraction and dispersion of the wavefield. The use of this subsurface imaging technique is subject to a number of assumptions: the dielectric properties of the ground are known (i.e., the complex permittivity as a function of the frequency), the ground is non-magnetic and therefore it is unequivocally characterized by its dielectric permittivity, the air-ground interface is planar, and the ground is perfectly homogeneous out of the region occupied by the buried objects.

Finally, Appendix A presents the formulation of 3-D RMA making use of the MSP; Appendix B deals with an assessment of the accuracy and validity range of the translation of 2-D backscattered fields, Appendix C introduces an algorithm for the efficient calculation of the amplitudes of the spherical harmonics $c_{m,n}$, and Appendix D gives the solution of a Fourier integral using the MSP. Appendix E gives a list of the articles published in refereed journals.
Radar Imaging Fundamentals

2.1 Introduction

The purpose of this Chapter is to present the fundamentals of range-Doppler radar imaging. The principal feature of an imaging radar is that it is coherent. Coherent radars utilize the range-Doppler principle to form the desired image. Thus, the image is formed using conventional techniques (i.e., a Fourier transform or range compression) to obtain fine-range resolution. The Doppler frequency gradient generated by the rotation of the object field relative to the radar is used to obtain a cross-range resolution that is much finer than that obtainable by the radar’s beamwidth [8, 49].

The fundamentals presented here involve a 3-D imaging geometry with separate (i.e., bistatic) transmitting and receiving antennas moving along arbitrary trajectories, as shown
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Figure 2.1. Generic 3-D radar imaging geometries: (a) bistatic and (b) monostatic.
in Figure 2.1 (a). Both the object and the antennas can have arbitrary motion, although only the relative motion of the scatterers with respect to the antennas is important for the radar imaging methods considered here.

The fundamental task of a radar imaging system is to estimate the radar reflectivity \( \sigma(r') \) of each element of the object as a function of the spatial coordinate \( r' \). As in any imaging system, the reflectivity function is approximated by an image function \( I(r') \), which is calculated from the returned radar signals. Because of the limitations of the radar data, the function \( I(r') \) will be a blurred representation of \( \sigma(r') \). This blurring is characterized by the so-called “point-spread function” or impulse response from an isolated point scatterer. To obtain imagery of good quality, it is important that the impulse response have its maximum at the location of the point scatterer and have as sharp a peak as possible with low side-lobes.

Most of the objects of interest can be modelled as an ensemble of non-dispersive elementary scatterers and, under the assumption of linearity (i.e., neglecting the interaction between the scatterers), the image \( I(r') \) can be represented as a superposition of point target response functions. For a transmitted signal \( s(t) \), the signal received from a point scatterer located at \( r' \) is

\[
s_r(t) = \sigma s \left[ t - \frac{R_{tx} + R_{rx}}{c} \right]
\]

with

\[
R_{tx} = |r_{tx} - r'|
\]
\[
R_{rx} = |r_{rx} - r'|
\]

where \( R_{tx} + R_{rx} \) is the time-varying two-way range to the object point, \( c \) denotes the speed of light, and \( \sigma \) is the reflectivity associated with the point scatterer. In general, an image of the object can be formed if \( R_{tx} + R_{rx} \) is a different function of time for each point on the object. All of the imaging methods presented in this Thesis are based on the same fundamental process of measuring range and changes in range to achieve image resolution.

### 2.2 Image formation in the spatial frequency domain

A well-known method for processing the received radar data to form an image of the scene is that working in the spatial frequency domain [3]. The radar returns are first converted to the frequency-domain by means of a Fourier transform [68, 69], which corresponds to a polar line segments in the 3-D frequency space of the target. This step can be omitted when the radar operates in the stepped-frequency mode (i.e., sampling the received signal
directly in the frequency domain by transmitting a sequence of continuous wave pulses within the frequency range of interest) [49]. Each segment is oriented according to the angular coordinates of the radar at the time of transmission. Depending on the relative motion of the radar and target during the measurement, a portion of the 3-D spatial frequency space is collected.

The fundamental features of the processing in the spatial frequency space can be derived by observing that for each transmitted pulse \( s(t) \), the complex signal received from a target field is given by

\[
s_r(t) = \iiint_V \sigma(r') s \left[ t \frac{R_{tx}}{c} + \frac{R_{rx}}{c} \right] \, dr'
\] (2.3)

where \( R_{tx} + R_{rx} \) is the two-way range to the differential scattering volume \( dr' \), \( \sigma(r') \) is the spatial distribution of radar reflectivity associated with the target which, for convenience, includes the two-way propagation effects and various system gains. The integration in (2.3) is carried out over the volume of the target.

In the frequency domain, the signal received becomes

\[
S_r(f) = \iiint_V \sigma(r') S(f) \exp \left[ -j \frac{2\pi f}{c} (R_{tx} + R_{rx}) \right] \, dr'
\] (2.4)

where \( s_r(t) \) and \( S_r(f) \) constitute a Fourier transform pair. Consequently, \( S_r(f) \) is given by

\[
S_r(f) = \int_{-\infty}^{+\infty} s_r(t) \exp[-j 2\pi ft] \, dt
\] (2.5)

The main emphasis of this Thesis is on monostatic imaging using a stepped-frequency radar with a single Tx/Rx antenna, as shown in Figure 2.1 (b). In practice, because of the poor isolation achieved with a single antenna, two closely spaced antennas forming a tiny bistatic angle are used. Assuming a monostatic geometry is used, the frequency domain backscatter data can be calibrated by equalizing the measured returns from the target. A reference target with known RCS (e.g., a metallic sphere or disc) is measured to retrieve the equalization factor to be applied to the backscatter data. This is a common practice in RCS measurements using a stepped-frequency radar [12, 31]. The calibration of fully polarimetric backscatter data is more complex and requires the measurement of three-reference targets [70].

Under the assumption that the frequency domain data have been calibrated and the reference target was positioned at the origin of the coordinates system, the backscattered fields from a target field can be expressed as

\[
E_s(f, \phi, \theta) = \exp \left[ +j \frac{4\pi f}{c} r_a \right] \iiint_V \sigma(r') \exp \left[ -j \frac{4\pi f}{c} |r_a - r'| \right] \, dr'
\] (2.6)
where \( \mathbf{r}_a \) denotes the vector position of the Tx/Rx antenna. For a monostatic geometry it is evident that \( \mathbf{r}_a = \mathbf{r}_{tx} = \mathbf{r}_{rx} \). The complex exponential outside the integral in (2.6) compensates for the motion of the antenna platform during the aperture synthesis. The motion compensation step must be performed with great precision to produce high-quality imagery.

### 2.2.1 Far-field formulation

Let us consider that the range to the origin of the coordinates system \( r_a \) is large compared with the size of the object. This is to say that the Tx/Rx antenna is in the far-field zone of the object. In RCS measurements, the far-field zone of the object can be defined as \cite{71}:

\[
    r_a \geq \frac{4D^2}{\lambda}
\]

where \( D \) denotes the size of the object and \( \lambda \) is the wavelength at the working frequency. Note that in antenna measurements the far-field condition is satisfied at half the distance indicated in (2.7) because the measured phase is associated with the one-way range to the antenna under test.

If the Tx/Rx antenna is in the far-field zone of the object,

\[
    |\mathbf{r}_a - \mathbf{r}'| \simeq r_a - \mathbf{r}' \cdot \hat{\mathbf{r}}_a
\]

where \( \hat{\mathbf{r}}_a \) is the unit vector position of the Tx/Rx antenna. The resulting frequency-domain backscattered fields can then be expressed as

\[
    E_s(f, \phi, \theta) = \iint_V \sigma(\mathbf{r}') \exp \left[ +j \frac{4\pi f}{c} \hat{\mathbf{r}}_a(\phi, \theta) \cdot \mathbf{r}' \right] d\mathbf{r}'
\]

At this point, the spatial angular frequency variable can be defined as

\[
    \mathbf{k} = \frac{4\pi f}{c} \hat{\mathbf{r}}_a.
\]

With the above definition, the backscattered fields become

\[
    E_s(f, \phi, \theta) = \iint_V \sigma(\mathbf{r}') \exp \left[ +j \mathbf{k}(f, \phi, \theta) \cdot \mathbf{r}' \right] d\mathbf{r}'
\]

The above integral equation indicates that an estimate of the target reflectivity \( \sigma(\mathbf{r}) \) can be obtained by carrying out a Fourier transform of the calibrated backscattered fields \( E_s(f, \phi, \theta) \), i.e.,

\[
    I(\mathbf{r}) = \frac{1}{(2\pi)^3} \iiint_E E_s(f, \phi, \theta) \exp \left[ -j \mathbf{k}(f, \phi, \theta) \cdot \mathbf{r} \right] d\mathbf{K}
\]
2.2 Image formation in the spatial frequency domain

Figure 2.2. (a) Point targets in the object space imaged with a circular synthetic aperture; (b) Data surface observed in the frequency space.

wherein

\[ dK = \left( \frac{4\pi}{c} \right)^3 f^2 \sin \theta \, d\phi \, d\theta \, df \]  \hspace{1cm} (2.13)

The spatial resolution of the resulting image \( I(r) \) will depend on the shape and dimensions of the volume occupied in the spatial frequency space.

In practice, only a small portion of the frequency space is observed, with the attendant limitation on the point target response in each dimension. For example, a linear synthetic aperture produces planar data collection surfaces and the general 3-D processing problem reduces to a 2-D Fourier transformation with a resulting 2-D image of the object, i.e., with no resolution in the direction normal to the collection plane in the frequency space.

As an example, Figure 2.2 shows a generic target consisting of an ensemble of point scatterers imaged with a circular synthetic aperture and the corresponding surface observed in the spatial frequency space.

2.2.2 Near-field formulation

The Tx/Rx antenna is in the near-field of the object when

\[ r_a < \frac{4D^2}{\lambda}. \]  \hspace{1cm} (2.14)

Under the near-field condition, the approximation made in (2.8) cannot be used. Consequently, the estimate of the target reflectivity \( \sigma(r) \) cannot be simply obtained via a Fourier
transform of the backscatter data. An alternative procedure to form the radar image is as follows. First, the integral equation in (2.6) is rewritten as

$$E_s(f, \phi, \theta) = \iiint_V \sigma(r') \exp \left[ -j \frac{4\pi f}{c} (|r_a - r'| - r_a) \right] dr'. \quad (2.15)$$

By noting that (2.15) resembles a Fourier integral, one can obtain an estimate of the reflectivity image using an integral resembling its inverse transform, i.e.,

$$I(r) = \frac{1}{(2\pi)^3} \iiint_K E_s(f, \phi, \theta) \exp \left[ +j \frac{4\pi f}{c} (|r_a - r| - r_a) \right] dK. \quad (2.16)$$

The next chapters present various imaging algorithms which are all based on (2.16). The efficiency of the proposed algorithms will depend on our ability to make an extensive use of FFT techniques in the calculation of the integral in (2.16). This will significantly depend on the geometry of the synthetic aperture used. It is important to mention that this integral cannot be always formulated in the form of a Fourier transform.

### 2.3 Image formation in the time domain

The formation of a radar image in the time domain is an alternative approach which needs also to be considered. SAR or range-Doppler processing in the time domain works as follows [72]. Each pixel in the image where the reflectivity is estimated will show a distinct Doppler profile (or phase history in the frequency domain). The Doppler profile is the two-way propagation time as a function of all the antenna positions on the synthetic aperture to the location represented by that pixel. Thus, an image can be formed by simply assigning to each pixel a matched filter to the Doppler profile associated with its position.

The corresponding time domain formulation for the far-field imaging algorithm takes the following form,

$$I(r) = \int_\phi \int_\theta E_s^t(t = 2c [r_a - r \cdot \hat{r}_a], \phi, \theta) \sin \theta \, d\theta \, d\phi \quad (2.17)$$

where $E_s^t(t, \phi, \theta)$ denotes the backscattered fields in the time domain (i.e., after a 1-D Fourier transform of the frequency domain backscatter data), which is given by

$$E_s^t(t, \phi, \theta) = \frac{8}{c^3} \int_f E_s(f, \phi, \theta) f^2 \exp \left[ +j \frac{4\pi f}{c} t \right] df. \quad (2.18)$$

Since the compression in range has already been performed, the integration is only carried out over the two aspect angles $(\phi, \theta)$. 
In the time domain, the reflectivity image under the near-field condition can be estimated as follows,

\[ I(r) = \int_{\phi} \int_{\theta} E_\theta^s(t = \frac{2}{c} |r_a - r|, \phi, \theta) \sin \theta \, d\theta \, d\phi. \tag{2.19} \]

The factor \( \sin \theta \) in (2.17) and (2.19) comes from the Jacobian in spherical coordinates. In practice, this factor does not play an important role as its effect is totally cancelled out when the data are windowed prior to the azimuth compression.
3.1 Introduction

It is well known that a 2-D reflectivity image can be formed by synthesizing a 1-D aperture with a wide-band radar [49]. Accordingly, a 3-D reflectivity image can be formed by synthesizing a 2-D aperture. As an example, typical geometries of the 2-D apertures that can be synthesized in an anechoic chamber are planar, spherical and cylindrical.

In this chapter a novel 3-D near-field radar imaging technique based on the RMA [65] is presented. The formulation of the 3-D RMA has been derived by using the MSP [73], as suggested in [48] for the 2-D RMA. Further details on the use of the MSP are given in Appendix A. As an input, the 3-D RMA algorithm requires frequency domain backscatter data acquired on a 2-D planar aperture. The frequency domain data are preferred because the RMA algorithm works in the frequency wavenumber domain.

The 3-D RMA shows some similarities with the synthetic aperture focusing technique (SAFT) [45, 48, 74, 76, 77]. This is a focusing technique well known in the fields of ultrasonics and medical imaging, which is based on a 3-D time domain backpropagation. However, as opposed to the presented technique, the SAFT is a time domain technique and does not make any use in its formulation of neither the Stolt interpolator nor the MSP. On the other hand, both algorithms require planar scan surfaces and can be applied under the near-field condition. The computational efficiency of these two techniques are supposed to be of the same order since both algorithms make an extensive use of FFT codes. Another similar algorithm developed in the field of ultrasonics is the Closed Time Reversal Cavity [78, 79, 80].

The 3-D RMA cannot be directly applied with cylindrical and spherical scanning ge-
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**Figure 3.1.** (a) Transmitted and backscattered wavefronts propagating at \( v = c \); (b) The “radiating reflectors” model with a radiated wavefront propagating at \( v = c/2 \).

ometries. However, for these scanning geometries, an alternative solution is to backpropagate the backscattered data onto a planar aperture and then apply the 3-D RMA [66]. The proposed backpropagation technique of the frequency domain backscatter data is based on the so-called “radiating reflectors” model [19]. Note that since the RMA also originates from geophysics, its validity when applied to SAR is based upon this model. In the “radiating reflectors” model, see Figure 3.1, the scatterers are assumed to radiate simultaneously a wavefield which propagates at a velocity which is one half of the actual value. Under this assumption, the backscattered fields can be approximated as a solution of the 3-D Helmholtz equation. Consequently, field translation techniques used in antenna measurements (e.g., near-field to far-field transformations of an antenna pattern) can be adapted to translate the backscattered fields. Here these field translations are applied to obtain the backscattered fields that would have been measured on a planar aperture from those actually measured on a cylindrical or spherical aperture. An assessment of the accuracy and validity range of the translation of 2-D backscattered fields is presented in the Appendix B.

Assuming the validity of the “radiating reflectors” model, the translation of the backscattered fields works as follows. First, the modal coefficients or harmonics amplitudes of the measured backscatter data are calculated. The type of basis functions will depend on the geometry of the aperture. The basis functions associated with the cylindrical and spherical apertures are the so-called cylindrical and spherical harmonics, respectively. The modal coefficients are determined by matching the backscattered fields on the measured aperture. Once these coefficients are known, the modal expansion is then evaluated on a planar surface in the vicinity of the measured aperture. At that stage, the RMA can be readily applied to the translated fields provided they are properly sampled on a planar aperture. Note that in case of a fully polarimetric measurement, the field translation needs to be applied separately for each polarization.

Due to practical limitations, it is important to note that the measurement aperture will enclose the target only partially and therefore the validity region of this extrapolation will
be limited. In fact, the modal coefficients are calculated assuming that the backscattered fields vanish outside the measurement aperture. This means that the further the backscattered field are backpropagated, the higher will be the truncation errors in the estimation of the translated fields. The mitigation of these truncation errors is an important topic of current research in the field of antenna measurements [81, 82, 83, 84, 85].

Since the proposed imaging technique can be used with planar, cylindrical and spherical apertures, the chapter has been split into three sections, each addressing the use of the 3-D RMA with a different scanning geometry. Section 3.2 presents the formulation of the 3-D RMA in a highly detailed form, the algorithm implementation, the required sampling criteria and the resulting resolutions, and the numerical simulations and experimental results obtained with this algorithm. Sections 3.3 and 3.4 address the formulation, algorithm implementation, the numerical simulations and the experimental results of the extension of the 3-D RMA to cylindrical and spherical scanning geometries, respectively.

3.2 Planar scanning geometry

3.2.1 Formulation

Consider the measurement set-up shown in Figure 3.2. A stepped frequency radar illuminates a target with a continuous wave (CW) of frequency $f$. The antenna is positioned at $(x_a, R_o, z_a)$ and synthesizes a rectangular aperture on the plane $x - z$ at a distance...
The measurement points form a rectangular grid with spacings $\Delta x_a$ and $\Delta z_a$ in the horizontal and vertical cross-range directions, respectively. At each antenna position the synthesized frequency bandwidth is $B$. Thus, the acquired backscatter data $d(x_a, f, z_a)$ are a function of two spatial coordinates and the working frequency. The frequency variable is directly related with the two-way frequency wavenumber $k_r = 4\pi f/c$. Consequently, the measurement data can also be denoted as $d(x_a, k_r, z_a)$.

Assuming that there is a point scatterer located at $(x, y, z)$ with reflectivity $s(x, y, z)$, then the measured backscatter is

$$d(x_a, k_r, z_a) = s(x, y, z) \exp [+j k_r R_o] \exp [-j k_r R]$$

(3.1)

where $R$ is the range to the point scatterer, i.e.

$$R = \sqrt{(x - x_a)^2 + (y - R_o)^2 + (z - z_a)^2}$$

(3.2)

The first exponential in (3.1) establishes the phase reference at the origin of the coordinates system which is at a distance $R_o$ from the aperture. In the 2-D RMA this reference is a line parallel to the linear aperture. The second exponential simply accounts for the phase history associated with the point scatterer. Note that, for the sake of simplicity, the losses due to the free-space propagation and the antenna pattern are not considered here.

From (3.1), the 3-D radar reflectivity map associated with a distributed target can be expressed as

$$s(x, y, z) = \iint_{A, k_r} d(x_a, k_r, z_a) \exp [-j k_r R_o] \times$$

$$\exp \left[ j k_r \sqrt{(x - x_a)^2 + (y - R_o)^2 + (z - z_a)^2} \right] dx_a \, dz_a \, dk_r$$

(3.3)

where $A$ denotes the surface of the synthetic aperture. Equation (3.3) can be reformulated in order to show that the focusing algorithm simply reduces to a 2-D convolution and a frequency integration

$$s(x, y, z) = \int_{k_r} \exp [-j k_r R_o] \iint_{A} d(x_a, k_r, z_a) \times$$

$$\exp \left[ j k_r \sqrt{(x - x_a)^2 + (y - R_o)^2 + (z - z_a)^2} \right] dx_a \, dz_a \, dk_r$$

(3.4)

Note that (3.3) is a solution of the linearized inverse scattering problem and as such it only holds under the first-order Born approximation [86]. Here it is also assumed that
the backscattered fields will vanish at the boundaries of the aperture. This boundary condition is satisfied by simply applying a 2-D weighting function or window prior to the focusing, something which is a common practice in any imaging algorithm.

The 2-D convolution in the aperture coordinates \((x_a, z_a)\) can be computed in the Fourier domain as a complex product if the following 2-D Fourier Transform (FT) were known

\[
E(k_x, k_z) = \int \int \exp \left[ jk_r \sqrt{x^2 + (y - R_o)^2 + z^2} \right] \exp \left[ -jk_x x - jk_z z \right] \, dx \, dz \tag{3.5}
\]

This kind of integrals, under certain conditions, can be evaluated analytically by using the MSP [73]. The MSP states that the main contribution to the integral come from points with stationary phase (nulls of the phase derivative), and gives an asymptotic expansion for the integral. The evaluation of the 2-D integral in (3.5) by means of the MSP results in (see Appendix A)

\[
E(k_x, k_z) \simeq \frac{2\pi k_r}{jk_y^2} \exp \left[ -jk_y (y - R_o) \right] \tag{3.6}
\]

where \(k_y = \sqrt{k_r^2 - k_x^2 - k_z^2}\). Replacing the 2-D FT by its asymptotic expansion in (3.4), the 3-D reflectivity image is given by

\[
s(x, y, z) \simeq \int \int \int \mathcal{D}(k_x, k_y, k_z) \frac{2\pi k_r}{jk_y^2} \exp \left[ -jk_y R_o \right] \times \exp \left[ j(k_x x + k_y y - k_y (y - R_o)) \right] \, dk_x \, dk_y \, dk_z \tag{3.7}
\]

where \(\mathcal{D}(k_x, k_y, k_z)\) is the 2-D horizontal/vertical cross-range FFT of the frequency domain backscatter data. The last exponential term takes the form of the Fourier kernel in a 3-D IFFT. However, prior to this 3-D IFFT, the wavenumber domain backscatter data need to be re-sampled uniformly in \(k_y\). Then, by substituting the frequency wavenumber variable \(k_r\) by \(k_y\), the reflectivity image takes the form,

\[
s(x, y, z) \simeq \int \int \int \mathcal{D}(k_x, k_y, k_z) \frac{2\pi}{jk_y} \exp \left[ -j(k_r - k_y) R_o \right] \times \exp \left[ jk_x x + jk_y y - jk_y y \right] \, dk_x \, dk_y \, dk_z \tag{3.8}
\]

Note that the amplitude term has been modified due to the change of variables \((k_r \rightarrow k_y)\). Equation (3.8) indicates that reflectivity image can be simply obtained through an 3-D IFFT of the product of the re-sampled wavenumber domain backscatter data by a complex exponential (also known as matched filter).
3.2.2 Algorithm implementation

This section deals with the practical implementation of the 3-D RMA. From (3.8), the image reconstruction process can be naturally split into four sequential steps (see Figure 3.3), namely: a 2-D cross-range FFT, matched filtering, Stolt interpolation, and a 3-D IFFT. The first and the last steps are obvious and will not be discussed here. However, the matched filter and the Stolt interpolation deserve special treatment.

The matched filter is necessary to introduce a motion compensation to the wavenumber domain backscatter data. This motion compensation corrects for the wavefront curvature of all scatterers at the same ground range as the scene center (i.e., the origin of the coordinates system). In the next step, the residual range curvature of all scatterers will be removed. The phase associated with the matched filter is space-invariant and depends only on the range to the scene center $R_o$, the frequency and the cross-range wavenumbers. It is given by

$$\Phi_{MF}(k_x, k_r, k_z) = -k_r R_o + k_y R_o = -k_r R_o + \sqrt{k_r^2 - k_x^2 - k_z^2} R_o$$ (3.9)

where the identity

$$k_y = \sqrt{k_r^2 - k_x^2 - k_z^2}$$ (3.10)

is known as the Stolt transformation [21]. Note that, in (3.10), $k_y$ must be real and therefore the region in the wavenumber domain where the asymptotic expansion of the
MSP is valid reduces to
\[ k_x^2 \geq k_r^2 + k_z^2 \]  (3.11)

The field modes which satisfy this inequality are the so-called propagating modes, whereas those which do not propagate are the evanescent modes. The amplitude of the evanescent modes is affected by an exponential factor which rapidly vanishes with an increasing distance to the aperture \((y - R_o)\). In the formulation presented here, it is assumed that (3.11) is satisfied. In practice, the data points in the wavenumber domain outside the region defined by (3.11) will be discarded by applying a mask prior to the matched filter.

The third step performed in the 3-D RMA is the Stolt interpolation. This interpolation compensates the range curvature of all scatterers by an appropriate warping of the wavenumber domain backscatter data. After the matched filter the transformed data continue being equally spaced in frequency, and therefore in the \(k_r\) variable. In order to prepare the data for the last 3-D IFFT, the next step consists of a change of variables defined by the Stolt transformation, which can be implemented as a 1-D interpolation. As a result, the wavenumber domain backscatter data will be uniformly sampled in the \(k_y\) domain. In the present implementation of the algorithm, the sampling frequency is increased to be highly above the Nyquist limit, then a frequency down-conversion followed by a Lagrange interpolation is applied.

Once the Stolt interpolation is performed, the wavenumber domain backscatter data are multiplied by the amplitude terms introduced by the change of variable and the asymptotic expansion of (3.8). Then, the 3-D reflectivity image is obtained by simply applying a 3-D IFFT.

### 3.2.3 Sampling criteria and resolution

The resolution of the resulting 3-D reflectivity image depends on the frequency bandwidth, the center frequency and the dimensions of the synthetic aperture. The ground-range resolution is usually expressed as
\[ \delta_y \approx \frac{c}{2B} \]  (3.12)

where \(B\) is the frequency bandwidth. The horizontal and vertical cross-range resolutions are,
\[ \delta_x \approx \frac{\lambda c R_o}{2L_x} = \frac{c R_o}{2f_c L_x} \]  (3.13)
\[ \delta_z \approx \frac{\lambda c R_o}{2L_z} = \frac{c R_o}{2f_c L_z} \]  (3.14)
where $L_x$ and $L_z$ are the lengths of the 2-D synthetic aperture, and $\lambda_c$ is the wavelength at the center frequency $f_c$.

In practice, the frequency domain backscatter data are windowed to lower the side-lobes in the imagery, and as a result the final resolutions are usually slightly poorer than those given by the above formulas.

Assuming that the target is confined within a rectangular box of dimensions $D_x \times D_y \times D_z$ centered at the origin of the coordinates system, the required sampling steps in the measurement to satisfy the Nyquist criterion are given by

\[
\Delta f \leq \frac{c}{2D_y} \quad (3.15)
\]

\[
\Delta x_a \leq \frac{\lambda_{\text{min}}}{2} \sqrt{\frac{(L_x + D_x)^2}{L_x + D_x} + R_o^2} \quad (3.16)
\]

\[
\Delta z_a \leq \frac{\lambda_{\text{min}}}{2} \sqrt{\frac{(L_z + D_z)^2}{L_z + D_z} + R_o^2} \quad (3.17)
\]

where $\lambda_{\text{min}}$ is the wavelength at the maximum working frequency.

The sampling intervals given by (3.16) and (3.17) are the usual ones in strip-map SAR. The measurement points on the aperture require a minimum spacing in order to sample adequately the phase history associated with all the scatterers after the matched filter. As a result, the sampling frequencies in a strip-map SAR are much higher than those in a spotlight configuration. Note that in a spotlight SAR the minimum cross-range spacing only depends on the target size and the distance to the aperture, but not on the aperture size as in a strip-map SAR. Consequently strip-map SAR measurements will have associated larger data volumes and thus longer measurement times.

Running a strip-map SAR measurement at the spotlight SAR sampling frequency will introduce aliasing in the acquired data set. However, the origin of the aliasing is known and can be eliminated by introducing a deterministic phase correction term. The phase correction term which needs to be applied is as follows

\[
\text{HF}(x_a, k_r, z_a) = \exp \left( j k_r (R_o - \sqrt{x_a^2 + R_o^2 + z_a^2}) \right) \quad (3.18)
\]

After applying this correction term, the aliasing has been eliminated, the sampling rate can be increased in order to satisfy (3.16) and (3.17). Then a second phase correction, complex conjugate of the first one, is applied to restore the original phase reference in the data. The main advantage of this procedure is the reduction of both the data volume and the measurement times. From the viewpoint of the RMA, this pre-processing is completely transparent and does not have any side effect. Note that the 3-D RMA maintains the
Figure 3.4. Pre-processing of data sampled at the spotlight rate.

The same requirements in terms of internal memory and computational load. The flowchart associated with this pre-processing is shown in Figure 3.4. The resulting cross-range sampling intervals (i.e., the ones used in a spotlight SAR) are:

\[
\Delta_{x_a} \leq \frac{\lambda_{\text{min}} R_o}{2 \sqrt{D^2_x + D^2_y}} \quad (3.19)
\]

\[
\Delta_{z_a} \leq \frac{\lambda_{\text{min}} R_o}{2 \sqrt{D^2_z + D^2_y}} \quad (3.20)
\]

An alternative technique to process strip-map data at the spotlight sampling frequency is presented in [51, 52]. This technique, known as Frequency domain Replication and Down-sampling (RMA-FReD), has been used with airborne data. With this technique, the blurred replicas due to the aliasing fall ideally out of the scene, and the final image exhibits a slightly lower signal-to-background-ratio and a wider impulse response. If this minor degradation in the image quality is accepted, one can use the RMA-FReD as a quick-look processor. Note that, with the RMA-FReD, the data volume to be processed is significantly smaller than that of the conventional RMA. In the next section, the results obtained with these two processors are compared.

### 3.2.4 Numerical simulations

Figure 3.5 shows a sketch of the target used in the first numerical simulation. The target consists of a 3-D array of $5 \times 5 \times 5$ point scatterers uniformly distributed within a box of side 1 m. All scatterers have the same RCS: 0 dBsm. A Tx/Rx antenna synthesizes a
planar aperture of $2 \times 2$ m located at $R_o = 2$ m from the target center. The number of measurement points is 51, spaced 4 cm, in both the horizontal and vertical cross-range directions. These sampling intervals have been selected according to the spotlight criterion. The resulting sampling intervals without the proposed pre-processing would be 2 cm. The frequency ranges from 2 to 6 GHz, sampling a total of 41 points with a step of 100 MHz. According to these parameters the theoretical resolution is 3.75 cm along the three main axes.

Two 3-D reflectivity images have been reconstructed using the RMA and the RMA-FReD, respectively. The reflectivity image has been reconstructed in a cube of side 1.2 m, with a total of 61 voxel in each dimension. Figure 3.6 shows the projection of the images onto the three main planes. A Kaiser-Bessel ($\alpha = 2$) window has been applied along the dimensions of the frequency domain data set [87]. The dynamic range shown in the image is 50 dB. Both results show a slight dependence on the ground-range coordinate ($y$). This effect is common in near field measurements since the algorithm does not focus with the same accuracy close and distant scatterers. Anyway, the quality of the reconstructed image is quite satisfactory and, moreover, the processing time much shorter. In the RMA case the processing time was 3 min and 40 secs, requiring about 13 MByte of RAM. The image obtained with the RMA-FReD processor shows some inaccuracies at reflectivity values below –30 dBsm. These imperfections are present in the near range zone because this area introduces the highest spatial frequencies. However, with this processor, the processing time took only 1 min, requiring only 3 MByte of RAM.

The second simulation is intended to estimate the dynamic range of the 3-D RMA processor. The target is similar to that used in the previous simulation. It consists of
3.2 Planar scanning geometry

Figure 3.6. Projections of the 3-D SAR image onto the $x-y$, $x-z$ and $y-z$ planes. Simulation of 125 point scatterers. Parameters: $R_o = L_x = L_z = 2$ m, $f = 2–6$ GHz, $\delta x = \delta y = \delta z = 3.75$ cm, $\Delta f = 100$ MHz, $\Delta x_a = \Delta z_a = 4$ cm, Displayed dynamic range is 50 dB. (a) Original RMA (b) RMA-FReD.

Table 3.1. Measured reflectivity values for the target in Figure 3.7.

<table>
<thead>
<tr>
<th>Nominal RCS (dBsm)</th>
<th>Measured RCS (dBsm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$y = -0.4$ m</td>
</tr>
<tr>
<td>0</td>
<td>-0.08</td>
</tr>
<tr>
<td>-10</td>
<td>-10.39</td>
</tr>
<tr>
<td>-20</td>
<td>-20.71</td>
</tr>
<tr>
<td>-40</td>
<td>-40.69</td>
</tr>
<tr>
<td>-60</td>
<td>-60.75</td>
</tr>
<tr>
<td>-80</td>
<td>-79.82</td>
</tr>
</tbody>
</table>

three parallel planes spaced 40 cm, where 9 scatterers have been uniformly distributed as shown in Figure 3.7 (a). The reflectivities now vary and range from 0 to $-80$ dBsm. The measurement set-up is identical to that of the first simulation. The reflectivity image has been reconstructed using the 3-D RMA. Figure 3.7 (b) shows the slice corresponding to a vertical plane parallel to the aperture at $y = 0$. The dynamic range of this image is 100 dB. As in the previous results, a Kaiser-Bessel ($\alpha = 2$) window has been applied. It is seen that the dynamic range of the imaging algorithm is better than 80 dB. In practice, the dynamic range will be limited by the presence of noise in the system. Table 3.1 compares the reconstructed values of the reflectivity with the actual ones. The maximum error is in the order of 1.5 dB.
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Figure 3.7. Target modelled to evaluate the dynamic range. (a) Sketch of the target; (b) Slice of the reflectivity image.

3.2.5 Experimental results

The presented 3-D imaging algorithm has been tested experimentally by using an outdoor Linear SAR system (LISA) of the Humanitarian Security Unit at JRC-Ispra. This facility is based on a stepped frequency radar which is equipped with a 2-D positioning system. The maximum aperture dimensions are at present limited to 5 m and 1 m in the horizontal and vertical cross-range directions, respectively. The positioning accuracy is better than 0.1 mm. The frequency range is primarily limited by the type of antennas being used. The system performs quasi monostatic measurements using two closely spaced horn antennas. Figure 3.8 shows the measurement set-up used in the experiment. The target consisted of a 3-D arrangement of eight metallic spheres of diameter 7.62 cm, positioned as shown in Figure 3.9. The dimensions of the 2-D synthetic aperture were 1 m × 1 m, with a total of 41 measurement points equally spaced in the horizontal and vertical directions. The backscattered fields in the HH polarization were acquired at 401 frequency points spaced 5 MHz within the frequency range 15.5 to 17.5 GHz. The range from the center of the aperture to the center of the target was 2.3 m, with the plane of the aperture tilted 14 degrees from the vertical. The expected resolutions are 2 cm in the horizontal (x) and vertical (z) cross-range directions, and 7.5 cm in the ground-range (y) direction.

The measurement time required for this experiment was approximately 2 hours. A 3-D reflectivity image confined in a box of side 60 cm with 61 voxel in each dimension was reconstructed with a processing time of 1 min and 43 secs. Figure 3.10 shows some slices out of the reconstructed 3-D image: three slices at different ground-range (y = −16, 0, +16 cm) and cross-range (x = −16, 0, +16 cm) positions. The displayed dynamic
range is 20 dB. As expected, the reflectivity at the positions of the spheres is about –23.4 dBsm, corresponding to the RCS given by the physical optics approximation [88]. The measured spatial resolutions are in agreement with the expected ones. Note that the reflectivity peaks of the spheres closer to the antennas are narrower because the effective synthetic aperture is larger in the near range. On the other hand, the spheres have a diameter of approximately four wavelengths and therefore do not represent ideal point scatterers. As a result, a minor degradation or defocusing must be expected.

What follows is a description of the field translations which have been applied to obtain the backscattered fields that would have been measured on a planar aperture from those actually measured on a cylindrical or spherical aperture. The formulation associated with the field translation is based on the wave equation in its scalar form. The “radiating reflectors” model is used in order to extend the validity of the Helmholtz equation to the backscattered fields.

3.3 Cylindrical scanning geometry

The geometry of the problem is shown in Figure 3.11. A Tx/Rx antenna synthesizes a cylindrical aperture of radius $\rho_a$. The aperture is uniformly sampled both in the $z$ and the $\phi$ directions within the ranges $z_{min} \leq z \leq z_{max}$ and $\phi_{min} \leq \phi \leq \phi_{max}$. At each antenna position the synthesized frequency bandwidth is $B$. The target is assumed to be centered at the origin of the coordinates system. The axis of the cylindrical aperture coincides with the $z$-axis.

Figure 3.8. Photograph of the experiment set-up with LISA.
Figure 3.9. (a) Arrangement of the measurement set-up used in the experiment with a 3-D array of eight spheres; (b) Sketch of the target.

Figure 3.10. Slices of the reconstructed 3-D image with the eight spheres measured by LISA.
3.3 Cylindrical scanning geometry

3.3.1 Fields translation

Let us assume the measured backscattered fields are a solution of the 3-D scalar Helmholtz equation. Thus, the general solution of this equation can be expanded into a sum of cylindrical harmonics as follows [89]

\[
\psi(\rho, \phi, z) = \sum_{n=-\infty}^{\infty} \sum_{k_z=-\infty}^{\infty} c_{n,k_z} H_n^{(2)}(k_\rho \rho) e^{jn\phi} e^{jk_z z},
\]

where \( H_n^{(2)}(\cdot) \) is the Hankel function of second kind and integer order \( n \), \( c_{n,k_z} \) are the amplitudes of the cylindrical harmonics, \( k_\rho \) and \( k_z \) are the wavenumbers along \( \rho \) and \( z \), respectively. These two wavenumbers are related with the frequency wavenumber through this equation

\[
k_\rho^2 + k_z^2 = k_r^2.
\]

In practice the two summations in (3.21) will be always truncated at the limits \( |n| \leq N \) and \( |k_z| \leq k_{z,\text{max}} \). The maximum value of \( n \) depends on the radius of the minimum cylinder, concentric with the cylindrical aperture that encloses entirely the target. If the radius of this minimum cylinder is \( \rho_{\text{min}} \), the following empirical rule gives a value for \( N \)

\[
N = [k_\rho \rho_{\text{min}}] + n_1,
\]

where the square brackets denote the integer part, and \( n_1 \) is an integer which depends on the accuracy required. The maximum value of \( k_z \) is fixed by the sampling rate of the measurement data along the \( z \) direction (i.e., \( k_{z,\text{max}} = 0.5/\Delta z \)).

In order to translate the fields to the planar aperture one first needs to calculate the coefficients of the modal expansion \( c_{n,k_z} \). The modal expansion of (3.21) can also be seen

\[
\text{Figure 3.11. Geometry of the original cylindrical aperture and the final planar aperture.}
\]
as a 2-D Fourier series and therefore one can calculate the coefficients $c_{n,k_z}$ as follows

$$c_{n,k_z} = \frac{1}{2\pi(z_{max} - z_{min})} \frac{1}{H_n^{(2)}(k_p \rho a)} \int_{\phi_{min}}^{\phi_{max}} \int_{z_{min}}^{z_{max}} \psi(\rho a, \phi, z) e^{-jk_{k_z}z} e^{-jn\phi} \, dz \, d\phi \quad (3.24)$$

In practice these coefficients are evaluated via a 2-D FFT of the measured backscatter data. Once the coefficients of the modal expansion $c_{n,k_z}$ are calculated, then the fields can be translated to the planar aperture. Further details on the implementation of the fields translation are given in [90].

Concerning the position and dimensions of the planar aperture. Since it has to be as close as possible to the measurement cylinder, the coordinates of the corners of the planar aperture are chosen as follows:

$$C_1 = (\rho a \cos \phi_{min}, \rho a \sin \phi_{min}, z_{min})$$
$$C_2 = (\rho a \cos \phi_{max}, \rho a \sin \phi_{max}, z_{min})$$
$$C_3 = (\rho a \cos \phi_{min}, \rho a \sin \phi_{min}, z_{max})$$
$$C_4 = (\rho a \cos \phi_{max}, \rho a \sin \phi_{max}, z_{max}) \quad (3.25)$$

### 3.3.2 Sampling criteria and resolution

The number of samples on the planar aperture will be fixed by the electrical dimensions of the target. Assuming the target is confined within a cube of dimensions $D_x \times D_y \times D_z$ and the acquired backscatter data are calibrated with a canonical target placed at the origin of the coordinates system, the sampling intervals needed to satisfy the Nyquist criterion are:

$$\Delta f \leq \frac{c}{2\sqrt{D_x^2 + D_y^2 + D_z^2}} \quad (3.26)$$
$$\Delta \phi \leq \frac{\lambda_{min}}{2\sqrt{D_x^2 + D_y^2}} \quad (3.27)$$
$$\Delta z \leq \frac{\rho a \lambda_{min}}{2D_z} \quad (3.28)$$

where $\lambda_{min}$ denotes the wavelength at the maximum working frequency. As expected, the required sampling rates increase with increasing electrical dimensions of the object.

Once the backscattered fields are translated to the planar aperture respecting the sampling criteria in (3.15)–(3.17), the formation of the 3-D reflectivity image becomes straightforward. One simply needs to apply the RMA to the translated fields on the
planar aperture. The resolutions in the resulting 3-D reflectivity image depend on the frequency bandwidth, the center frequency and the dimensions of the synthetic aperture. The resulting resolutions are given by:

\[ \delta_x \approx \frac{c}{2B} \]  \hspace{1cm} (3.29)

\[ \delta_y \approx \frac{\lambda_c}{4 \sin \left( \frac{\phi_{\text{max}} - \phi_{\text{min}}}{2} \right)} \]  \hspace{1cm} (3.30)

\[ \delta_z \approx \frac{\lambda_c \rho_a}{2L_z} = \frac{c \rho_a}{2f_c L_z} \]  \hspace{1cm} (3.31)

where \( L_z \) is the length of the 2-D synthetic aperture in the \( z \)-direction, and \( \lambda_c \) is the wavelength at the center frequency \( f_c \).

In practice, the frequency domain backscatter data are windowed to lower the side-lobes in the imagery, and as a result, the final resolutions are usually slightly poorer than those given by (3.29)–(3.31).

### 3.3.3 Numerical simulations

Figure 3.12 shows a sketch of the geometry used in the first numerical simulation. The target consists of an ensemble of 27 point scatterers uniformly distributed inside a box of side 0.8 m. The scatterers form a mesh with a spacing of 40 cm. All scatterers have the same RCS: 0 dBsm. A Tx/Rx antenna synthesizes a cylindrical aperture of radius 2 m within the region \( 20^\circ \leq \phi \leq 40^\circ \) and \(-1 \leq z \leq +1 \) m. The sampling steps are \( 1^\circ \) in \( \phi \),

![Figure 3.12](image_url)  
**Figure 3.12.** Measurement set-up used in the numerical simulation with the ensemble of 27 point scatterers using a cylindrical aperture.
and 4 cm in the z-direction. The frequency ranges from 2 to 6 GHz, sampling a total of 41 points. The target is centered at the origin of the coordinates system. The number of cylindrical modes used is 201.

The range of validity and accuracy of the translation of 2-D backscattered fields are assessed in the Appendix B. An example of the fields translation from the cylindrical to the planar aperture is presented here. The translated fields have been compared with those that would be measured on the planar aperture (i.e., the exact ones). Figure 3.13 shows the modulus and the phase of the exact and translated fields along three linear cuts on the planar aperture: a line on the vertical plane $z = 0$ m; a horizontal line at the center of the aperture; and a second horizontal line close to the upper edge of the aperture. It can be observed that the agreement between the translated fields and the exact ones is excellent. Surprisingly, the accuracy in the phase is higher than that in the modulus. This result indicates that the distortion introduced in the imagery due to the field translation will be minimum. As expected, the minor discrepancies in the phase correspond to points where the modulus is small. Note that the higher errors observed close to the edges of the aperture will be mitigated after windowing the translated data on the planar aperture. Finally, it can be seen that the two horizontal cuts are symmetric with respect to the center, whereas those on the vertical plane $z = 0$ m are asymmetric. This is due to the oblique incidence used in the simulation. Similar results have been obtained in the spherical case, but they are not shown here due to space constraints.

Figure 3.14 shows the 3-D reflectivity image of the ensemble of 27 point scatterers used in the numerical simulation of the fields translation. The image was reconstructed inside a cube of side 1.2 m. The image has a total of $61 \times 61 \times 61$ voxel. A Kaiser-Bessel ($\alpha = 2$) window [87] was applied along the three dimensions of the frequency domain backscatter data. The displayed dynamic range is 30 dB. As expected, the image shows varying impulse responses for points in the near and far range due to the near field condition. Even though, all the scatterers are imaged at their actual positions, and the reflectivities are in agreement with the predicted ones. The data processing was performed on a Sun workstation with a 64 bit CPU and 128 MByte of RAM. The total processing time was approximately 4 min. Table 3.2 presents a breakdown of the computation time in order to gain an insight about the complexity for each processing step. Both the equalization and the coordinates transformation are optional steps, so they are not considered when adding up the total computation time. Note that the translation to the planar aperture entails less than a third of the total elapsed time. The internal memory required in this simulation was about 11 MByte. The RMA exhibits a dynamic range better than 80 dB when used with a planar scanning geometry [65]. In practice this means that the actual dynamic range of the images will be limited by the system noise. A second simulation
Figure 3.13. Comparison between the translated fields (red dashed line) and the exact ones (blue solid line) on the planar aperture. (a) Line at $z = 0$ m.; (b) Line at $y = 0.985$ m.; (c) Line at $y = 0.748$ m.
Figure 3.14. Projections of the 3-D SAR image onto the three main planes. Simulation of 27 point scatterers with a cylindrical aperture. Parameters: $\rho_a = 2$ m, $f = 2$–6 GHz, $\Delta f = 100$ MHz, $20^\circ \leq \phi \leq 40^\circ$, $\Delta \phi = 1^\circ$, $L_z = 2$ m, $\Delta z_a = 4$ cm. The displayed dynamic range is 30 dB.

Table 3.2. Computational performance of the 3-D RMA with fields translation.

<table>
<thead>
<tr>
<th>Processing Step</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency-Domain Data Load</td>
<td>0.36</td>
</tr>
<tr>
<td>Equalization (Optional)</td>
<td>54.31</td>
</tr>
<tr>
<td>Translation to a Planar Aperture</td>
<td>46.63</td>
</tr>
<tr>
<td>2-D Along-Track FFT</td>
<td>14.76</td>
</tr>
<tr>
<td>Matched Filter and Stolt Interpolation</td>
<td>53.53</td>
</tr>
<tr>
<td>3-D Final IFFT</td>
<td>60.09</td>
</tr>
<tr>
<td>Coordinates Transformation (Optional)</td>
<td>3.51</td>
</tr>
<tr>
<td>Total Elapsed Time</td>
<td>233.19</td>
</tr>
</tbody>
</table>
3.3 Cylindrical scanning geometry

Figure 3.15. Target used to evaluate the dynamic range. (a) Nine points scatterers on the vertical plane $x = 0 \text{ m}$ (b) Vertical slice of the reflectivity image at $x = 0 \text{ m}$.

to assess the dynamic range achieved with the cylindrical scanning geometry was carried out. The radius of the aperture was again 2 m. The region occupied by the aperture was $-15 \leq \phi \leq +15^\circ$ and $-1 \leq z \leq +1 \text{ m}$. The sampling steps in the $\phi$ and $z$ directions were $1^\circ$ and 2 cm, respectively. The frequency ranged from 2 to 6 GHz, sampling a total of 41 points. The target used consisted of three parallel planes as the one displayed in Figure 3.15 (a), uniformly spaced 50 cm in the ground-range direction or $x$-axis. On each plane there were 9 point targets with reflectivities ranging from 0 to $-80 \text{ dBsm}$. The number of cylindrical modes used in the fields translation was 251. A four terms Blackman-Harris window (i.e., with side-lobes below $-92 \text{ dB}$) was applied along the three dimensions of the frequency domain backscatter data. Figure 3.15 (b) shows a vertical slice corresponding to the central plane. The displayed dynamic range is 100 dB. In this example, it can be seen that the distortion introduced by the fields translation is totally negligible.

3.3.4 Experimental results

The experimental results have been obtained using the anechoic chamber of the EMSL [60].

A sketch of the target is depicted in Figure 3.16, and a photograph is also shown in Figure 3.17. The target consisted of an arrangement of metallic spheres and trihedrals. The spheres had a diameter of 7.62 cm. There were two pairs of trihedrals reflectors with side length of 28 cm and 19.5 cm, respectively. The measurement was carried out in the
frequency range 6–10 GHz. The target positioner was moved along a total distance of 4 m. During the measurement the antennas covered the angular range $35^\circ \leq \phi \leq 55^\circ$. With these parameters the expected resolutions are 3.75 cm in ground-range, 4.4 cm in cross-range and 5.4 cm in height, respectively. The frequency domain backscatter data were acquired for two polarizations: HH and VV. The number of cylindrical modes used in the fields translation is 1050. The resulting 3-D reflectivity images for the two polarizations are shown in Figure 3.18. The image was reconstructed inside a box of dimensions $2 \times 2 \times 0.8$ m, with $201 \times 201 \times 41$ voxels. The displayed dynamic range is 60 dB.

The high quality of the reconstructed images confirms the accuracy of the proposed algorithm with a cylindrical scanning geometry. It is important to observe that all the spheres are clearly distinguishable on the three main projection planes with resolutions in agreement with the expected ones. On the other hand, the trihedrals exhibit a composite response: a high peak centered at the trihedral phase center and the backscatter due to the diffraction on the front edges. The peak value associated with the phase center is identical in the two polarizations. Instead, the edges are highly polarization dependent depending on their orientations. As an example, the HH images show horizontal segments with high reflectivity for all the trihedrals, whereas the other two edges of the front triangle do not show up. Moreover, the upper peak of the two large trihedrals is also present in the HH images. The horizontal edges have disappeared in the VV images, but the other edges are present now. Note that both edges of the trihedrals can be distinguished in the two polarizations.

![Figure 3.16](image-url)  
**Figure 3.16.** (a) Top view and (b) side view of a scheme of the target used in the experiment.
large trihedrals, but only the external one is evident for the small trihedrals. The images are also accurate from the quantitative point of view. The retrieved RCS for the spheres and the trihedrals are in agreement with expected ones at the center frequency [88]. The spheres show an RCS of about –23 dBsm, and the trihedrals have 6.6 dBsm for the large ones and 0.3 dBsm for the small ones. The total processing time was only 1 hour. The part corresponding to the field translation entailed 40 minutes, and the RMA processing the remaining 20 minutes.
VV Polarization

HH Polarization

Figure 3.18. Iso-surfaces (top) and projections (bottom) of the 3-D SAR image obtained in the experiment in the HH and VV polarizations. Parameters: $\rho_a = 9.56\,\text{m}$, $f = 6$–$10\,\text{GHz}$, $\Delta f = 40\,\text{MHz}$, $35^\circ \leq \phi \leq 55^\circ$, $\Delta \phi = 0.5^\circ$, $L_z = 4\,\text{m}$, $\Delta z_a = 2.5\,\text{cm}$. The displayed dynamic range is 60 dB.
3.4 Spherical scanning geometry

The field translation from a spherical to a planar aperture is conceptually identical to that of the cylindrical case. Further details on the practical implementation are given in [90]. The only differences appear as a consequence of the different coordinates system employed in the formulation, which now is spherical. As in the cylindrical case, the measured backscattered fields are assumed to be a solution of the 3-D scalar Helmholtz equation.

3.4.1 Fields translation

The frequency domain backscatter data are assumed to be acquired on the surface of a sphere with uniform sampling both in the azimuth and elevation angles within the ranges $\phi_{\text{min}} \leq \phi \leq \phi_{\text{max}}$ and $\theta_{\text{min}} \leq \theta \leq \theta_{\text{max}}$. The radius of the measurement sphere is $r_a$.

The general solution of the scalar Helmholtz equation can be expanded into a sum of spherical harmonics as follows [89]

$$\psi(r, \phi, \theta) = \sum_{n=0}^{N} \sum_{m=-n}^{n} c_{m,n} e^{jm\phi} \left( \frac{m}{|m|} \right)^m P^m_n \cos \theta \cdot h_n^{(2)}(kr), \quad (3.32)$$

where $h_n^{(2)}(\cdot)$ is the spherical Hankel function of second kind and integer order $n$, and $P^m_n(\cdot)$ denotes the normalized associate Legendre function of first kind which is defined as

$$P^m_n(\cos \theta) = \sqrt{\frac{2n + 1}{2} \frac{(n-m)!}{(n+m)!}} P^m_n(\cos \theta). \quad (3.33)$$

![Figure 3.19. Geometry of the original spherical aperture and the final planar aperture.](image)
\( \mathcal{P}_n^m(\cdot) \) is an even function of \( m \), i.e.
\[
\mathcal{P}_n^m(\cos \theta) = \mathcal{P}_n^{-(m)}(\cos \theta),
\]
and therefore \( m \) is considered to take only positive values. As suggested in [91], a factor \( (m/|m|)^m \) is extracted from the coefficients in order to simplify its evaluation.

As in any modal expansion, the summations will be always truncated at \( |n| \leq N \). The value of \( N \) will be fixed by the radius of the minimum sphere, concentric with the measurement sphere, that encloses entirely the target [91]. If the radius of the minimum sphere is \( r_{\text{min}} \), the value of \( N \) is given by
\[
N = \left[ k r_{\text{min}} \right] + n_1,
\]
where \( n_1 \) is fixed depending on the accuracy required.

**Analytical evaluation of the coefficients \( c_{m,n} \)**

The technique used to calculate the amplitudes of the spherical harmonics \( c_{m,n} \) in (3.32) is based on that employed in near-field to far-field transformations of fields radiated by an antenna under test [91, Chapter 4]. Here only some minor modifications have been introduced in order to apply this technique to the scalar wave equation instead of the vector one. The method is based on the exploitation of orthogonality properties of both the exponential functions and the associate Legendre functions.

Under the hypothesis of validity of the “radiating reflectors” model [19], the backscattered fields measured at a single frequency on a sphere of radius \( r = r_a \) can be expressed as a summation of spherical harmonics as follows
\[
\psi(r_a, \phi, \theta) = \sum_{n=0}^{N} \sum_{m=-n}^{n} c_{m,n} e^{jm\phi} \left( \frac{m}{|m|} \right)^m \mathcal{P}_n^m(\cos \theta) h_n^{(2)}(kr_a),
\]
where \( (m/|m|)^m = 1 \) for \( m = 0 \).

The harmonics amplitudes \( c_{m,n} \) in (3.36) are calculated as follows. Let us rewrite (3.36) in the form of a Fourier series in \( \phi \), i.e.
\[
\psi(r_a, \phi, \theta) = \sum_{m=-N}^{N} c_m(r_a, \theta) e^{jm\phi},
\]
where
\[
c_m(r_a, \theta) = \sum_{n=|m|}^{N} c_{m,n} \left( \frac{m}{|m|} \right)^m \mathcal{P}_n^m(\cos \theta) h_n^{(2)}(kr_a).
\]
Then the amplitudes of the Fourier harmonics $c_m(r_a, \theta)$ can be expressed as

$$c_m(r_a, \theta) = \frac{1}{2\pi} \int_0^{2\pi} \psi(r_a, \phi, \theta) e^{-jm\phi} \, d\phi.$$  \hfill (3.39)

In practice, the coefficients $c_m(r_a, \theta)$ are evaluated by means of an azimuth discrete Fourier transform of the measured backscattered fields $\psi(r_a, \phi, \theta)$.

Noting that (3.38) can be rewritten is this form

$$c_m(r_a, \theta) = \sum_{n=|m|}^{N} c_{m,n}(r_a) \left( \frac{m}{|m|} \right)^m P_n^m(\cos \theta),$$ \hfill (3.40)

where

$$c_{m,n}(r_a) = c_{m,n} h_n^2(k r_a).$$ \hfill (3.41)

At this stage, one can obtain the coefficients $c_{m,n}(r_a)$ by making use of the orthogonality property of the normalized associate Legendre function [91] as follows

$$c_{m,n}(r_a) = \left( \frac{m}{|m|} \right)^m \int_0^\pi c_m(r_a, \theta) P_n^m(\cos \theta) \sin \theta \, d\theta.$$ \hfill (3.42)

The amplitudes of the spherical harmonics are obtained through (3.41), i.e.

$$c_{m,n} = \frac{c_{m,n}(r_a)}{h_n^2(k r_a)}.$$ \hfill (3.43)

An algorithm for the efficient evaluation of the modal coefficients $c_{m,n}$ is given in Appendix C. As in the cylindrical case, the computation can be efficiently implemented via FFT codes. However, the computational cost of this solution is higher than that with the cylindrical aperture. Once the coefficients of this modal expansion are derived, then the field can be translated to a planar aperture in the vicinity of the spherical aperture.

**Position and dimension of the planar aperture**

In relation to the position and dimension of the planar aperture. It is defined as the largest rectangular aperture within the trapezoid defined by the following four points:

$$C_1 = (r_a \cos \phi_{\text{min}} \sin \theta_{\text{min}}, r_a \sin \phi_{\text{min}} \sin \theta_{\text{min}}, r_a \cos \theta_{\text{min}})$$

$$C_2 = (r_a \cos \phi_{\text{max}} \sin \theta_{\text{min}}, r_a \sin \phi_{\text{max}} \sin \theta_{\text{min}}, r_a \cos \theta_{\text{min}})$$

$$C_3 = (r_a \cos \phi_{\text{min}} \sin \theta_{\text{max}}, r_a \sin \phi_{\text{min}} \sin \theta_{\text{max}}, r_a \cos \theta_{\text{max}})$$

$$C_4 = (r_a \cos \phi_{\text{max}} \sin \theta_{\text{max}}, r_a \sin \phi_{\text{max}} \sin \theta_{\text{max}}, r_a \cos \theta_{\text{max}})$$ \hfill (3.44)
3.4.2 Sampling criteria and resolution

Assuming the target is confined within a cube of dimensions \( D_x \times D_y \times D_z \) and the acquired data are calibrated with a canonical target placed at the origin of the coordinates system, the sampling intervals needed to satisfy the Nyquist criterion can be expressed as follows:

\[
\Delta f \leq \frac{c}{2\sqrt{D_x^2 + D_y^2 + D_z^2}} \tag{3.45}
\]

\[
\Delta \phi \leq \frac{\lambda_{\text{min}}}{2\sqrt{D_x^2 + D_y^2}} \frac{1}{\sin \theta_{\text{max}}} \tag{3.46}
\]

\[
\Delta \theta \leq \frac{\lambda_{\text{min}}}{2\sqrt{D_x^2 + D_y^2 + D_z^2}} \tag{3.47}
\]

where \( \lambda_{\text{min}} \) denote the wavelength at the maximum working frequency.

The resolutions in the resulting 3-D reflectivity image depend on the frequency bandwidth, the center frequency and the dimensions of the synthetic aperture in the following form:

\[
\delta_x \simeq \frac{c}{2B \sin \theta_{\text{min}}} \tag{3.48}
\]

\[
\delta_y \simeq \frac{\lambda_c}{4 \sin \left( \frac{\phi_{\text{max}} - \phi_{\text{min}}}{2} \right) \sin \theta_{\text{min}}} \tag{3.49}
\]

\[
\delta_z \simeq \frac{\lambda_c}{2(\cos \theta_{\text{min}} - \cos \theta_{\text{max}})} \tag{3.50}
\]

where \( \lambda_c \) is the wavelength at the center working frequency.

3.4.3 Numerical simulations

The last numerical simulation has been performed using a spherical aperture. The target is that in Figure 3.14. The Tx/Rx antenna now synthesizes an spherical aperture with radius 2 m. The angular ranges in azimuth and elevation are \( 0^\circ \leq \phi \leq 20^\circ \) and \( 75^\circ \leq \theta \leq 90^\circ \), respectively. The corresponding angular steps are both \( 1^\circ \). As in the previous simulation, the frequency ranges from 2 to 6 GHz with a step of 100 MHz. The number of spherical modes used in the fields translation is 213. The resulting 3-D reflectivity image is shown in Figure 3.20. The image has a total of \( 61 \times 61 \times 61 \) voxels. A Kaiser-Bessel \( (\alpha = 2) \) window [87] has been applied along the three dimensions of the frequency domain backscatter data. The displayed dynamic range is 30 dB. It can be observed that
Figure 3.20. Projections of the 3-D SAR image onto the three main planes. Simulation with 27 point scatterers using a spherical aperture. Parameters: $r_a = 2$ m, $f = 2$–6 GHz, $\Delta f = 100$ MHz, $0^\circ \leq \phi \leq 45^\circ$, $60^\circ \leq \theta \leq 75^\circ$, $\Delta \phi = \Delta \theta = 1^\circ$. The displayed dynamic range is 30 dB.

The quality of the image is remarkable, thus demonstrating the validity of the presented technique. As predicted, the computational load associated with the translation is higher than that in the cylindrical case.
Chapter 4

3-D Near-Field Radar Imaging of Targets Electrically Large

4.1 Introduction

The practical problem motivating the development of the imaging techniques presented in this Chapter was the formation of a 3-D near-field SAR image of a 5 m high Fir tree [67]. This tree was measured in the anechoic chamber of the EMSL using the spherical scanning geometry [60]. The use of the imaging algorithm presented in Chapter 3 (i.e., the backpropagation of the backscatter data to a planar aperture followed by the focusing with the range migration algorithm) was discarded because of the large electrical dimensions of the tree. As indicated in Section 3.4.1, the number of spherical harmonics to be used in the fields translation is an increasing function of the electrical dimensions of the target, i.e.

\[ N \simeq \frac{4\pi f_{\text{max}}}{c} r_{\text{max}} \]  (4.1)

In this measurement, the radius of the minimum sphere enclosing the entire tree \( r_{\text{max}} \) was 4 m, and the maximum frequency was 5.5 GHz. The resulting minimum number of spherical harmonics is \( N \simeq 922 \). In practice, the computation of the normalized associate Legendre function of orders above 200 becomes extremely difficult as the maximum values reached cannot be treated with double precision (8 byte) floating point numbers [92, 93]. Note that with 922 spherical modes the normalized associate Legendre function can reach values over \( 10^{+1725} \). This limitation can be circumvented by using long double (16 byte) numbers instead. However, it has been observed that the calculations with these type of floating point numbers slow down the execution of the code dramatically. Further, some functions in the standard libraries of the compiler cannot be called with long double arguments. Thus, the development of a code implementing the fields translation with such
a large number of spherical harmonics has been postponed until a practical solution to the above-mentioned problems is found.

This chapter presents two imaging algorithms which are specially suited for forming 3-D near-field SAR images of targets electrically large. For both algorithms the synthetic aperture is assumed to have a spherical shape. The use of these imaging algorithms with cylindrical and planar apertures is not addressed here.

The first imaging algorithm uses a near-field focusing function which accounts for the wavefront curvature and the propagation losses [58]. The spatial distribution of the target reflectivity is estimated by means of an azimuth convolution between this near-field focusing function or space-variant matched filter and the frequency domain backscatter data, followed by a coherent integration over the frequency band and the synthetic aperture in elevation. The circular convolution in azimuth is performed by employing FFT codes, thus reducing drastically the computational cost. Moreover, instead of using a DFT, the focusing function in the azimuth wavenumber domain is evaluated through an asymptotic expansion obtained by means of the MSP. This asymptotic expansion is further optimized by using working matrices with the points of stationary phase and their second order derivatives.

The second imaging algorithm is basically the 3-D PFA [48, 94] (i.e., an algorithm to be used under the far-field condition) followed by a geometric rectification of the image. The resulting geometric distortion due to the short observation distance or near-field condition is corrected by applying the rectification algorithm. It is important to note that the rectification algorithm is only effective when the angular span of the synthetic aperture is limited [49]. This limitation must be kept in mind when using this technique. On the other hand, the computational cost of this solution is minimum. This algorithm is specially tailored to be employed as a quick-look SAR processor. High quality imagery will only be obtained with narrow spans of the two aspect angles.

This Chapter is organized as follows. In Section 4.2, the imaging algorithm with the space-variant matched filter is presented providing details about its formulation using the MSP, the processing steps involved, the spatial resolutions achieved, the sampling intervals, the numerical simulations and the measurements. Section 4.3 introduces the PFA with the 3-D image rectification. This algorithm is successfully tested both with synthetic and experimental data.

The focusing of the tree data with the first algorithm is entirely addressed in Chapter 5. Here, the experimental results obtained in the measurement of the Fir tree have uniquely been used to test the second algorithm.
4.2 A 3-D SAR algorithm using a space-variant matched filter

4.2.1 Formulation of the problem

The imaging geometry is shown in Figure 4.1. A CW signal is radiated from an antenna, located at a distance $R_a$ from the center of the coordinates system, with a beamwidth sufficiently large to uniformly irradiate a 3-D target. The reflected signal is received by a similar adjacent antenna. The object is positioned on a low reflectivity platform which rotates about the $z$-axis. The antenna system rotates in the $y-z$ plane forming an angle $\theta$ with the $z$-axis. Thus, the backscattered fields $E_s(f, \phi, \theta)$ are acquired as a function of three parameters: the frequency $f$ of the CW signal, the azimuth position of the rotating platform $\phi$, and the looking angle of the antenna system $\theta$. Considering that the antenna is located within the near-field region of the object (i.e., it illuminates the object with a spherical wavefront), and its radiation pattern introduces a negligible distortion, then the 3-D complex reflectivity image in cylindrical coordinates $I(\rho, \phi, z)$ can be written as follows (see [41] and Chapter 2),

$$I(\rho, \phi, z) = \frac{8}{c^3} \int f^2 df \int_0^{\pi} \sin \theta d\theta \int_{\phi'} E_s(f, \phi', \theta) F(\rho, \phi - \phi', z; f, \theta) d\phi' \quad (4.2)$$

Figure 4.1. Imaging geometry with the 3-D target.
where $F(\cdot)$ is a near-field focusing function (or space-variant matched filter) which can be expressed as,

$$F(\rho, \phi, z; f, \theta) = \left(\frac{R}{R_a}\right)^2 \exp[jk(R - R_a)]$$  \hspace{1cm} (4.3)

$$R = \sqrt{R_a^2 + \rho^2 + z^2 - 2R_a [\rho \sin \theta \cos \phi + z \cos \theta]}$$  \hspace{1cm} (4.4)

where $R$ denotes the range to the point with coordinates $(\rho, \phi, z)$, $R_a$ is the range to the center of the coordinates system and zero-phase reference point, and $k$ is the frequency wavenumber. Here the frequency wavenumber is defined as $k = 4\pi f/c$. In (4.2), both the exact near-field phase history and the free-space propagation losses are accounted for by the exponential function and the quadratic term in the amplitude, respectively. It is important to note that the focusing function $F(\cdot)$ is defined only by the measurement geometry and the working frequency. Thus, if calculated once and stored on memory, $F(\cdot)$ could be reused with different data sets measured under the same conditions. This is the case of a fully polarimetric measurement, where four data sets have to be focused using identical processing parameters. The core of this algorithm resides in the calculation of the circular convolution in (4.2). A description of the approach followed in the algorithm implementation is next.

### 4.2.2 Imaging algorithm

The circular convolution in azimuth in (4.2) can be calculated using FFT codes. In the simplest form, it requires the use of 1-D DFT and a complex product in the azimuth wavenumber domain $k_\phi$. Instead of using a DFT, the azimuth Fourier transform of the focusing function $\mathcal{F}(\cdot)$ may be evaluated by using the MSP [95]. This approach has the advantage of giving as a result an analytical expression, the evaluation of which can be highly optimized by using working matrices containing the points of stationary phase and their second order derivatives. Furthermore, the number of points in the azimuth wavenumber domain does not need to be a power of two, thus alleviating the memory requirements and speeding-up the code.

The azimuth Fourier transform of the focusing function $\mathcal{F}(\cdot)$ is given by

$$\mathcal{F}(\rho, k_\phi, z; f, \theta) = \int_{-\pi}^{\pi} \left(\frac{R(\phi)}{R_a}\right)^2 \exp[jp(\phi)] \ d\phi$$  \hspace{1cm} (4.5)

where,

$$p(\phi) = A \ [R(\phi) - R_a] - k_\phi \phi$$  \hspace{1cm} (4.6)

$$R(\phi) = \sqrt{B - C \cos \phi}$$  \hspace{1cm} (4.7)
and

\[
A = k \\
B = R_a^2 + \rho^2 + z^2 - 2R_az\cos\theta \\
C = 2R_a\rho\sin\theta
\] (4.8)

Since the integrand in (4.5) has no singular points and is a highly oscillating function, the integral can be evaluated by means of the MSP provided that \(A\) is sufficiently large.

Assuming a sampling rate consistent with the Nyquist criterion, the DFT of the focusing function may be expressed as,

\[
\mathcal{F}(\rho, k_\phi, z; f, \theta) = \sum_{n=-N_\phi/2}^{N_\phi/2-1} \left( \frac{R(n \Delta \phi)}{R_a} \right)^2 \exp\left[ j p(n \Delta \phi) \right] \Delta \phi
\] (4.9)

\[
k_\phi = \left\{ -\frac{N_\phi}{2}, -\frac{N_\phi}{2} + 1, \ldots, \frac{N_\phi}{2} - 1 \right\}
\]

\[
\Delta \phi = \frac{2\pi}{N_\phi}, \quad N_\phi \text{ even}
\]

The asymptotic evaluation of this DFT with the method of the stationary phase gives the following result (see Appendix D for further details),

\[
\mathcal{F}(\rho, k_\phi, z; f, \theta) \approx \sqrt{\frac{2\pi}{R_a^2}} \left\{ \frac{R^2(\phi_-)}{\sqrt{p''(\phi_-)}} \exp\left[ j p(\phi_-) \right] + \frac{R^2(\phi_+)}{\sqrt{p''(\phi_+)}} \exp\left[ j p(\phi_+) \right] \right\}, \quad \text{if } k_\phi \leq \hat{k}_\phi, \quad \text{(4.10)}
\]

\[
\mathcal{F}(\rho, k_\phi, z; f, \theta) \approx 2\pi \left( \frac{R(\phi_o)}{R_a} \right)^2 \exp\left[ j p(\phi_o) \right] \left( \frac{2}{|p'''(\phi_o)|} \right)^{1/3} \times
\]

\[
\text{Ai}\left( -\left[ \frac{2}{|p'''(\phi_o)|} \right]^{1/3} p'(\phi_o) \right), \quad \text{if } k_\phi > \hat{k}_\phi \quad \text{(4.11)}
\]

with

\[
\hat{k}_\phi = |p'''(\phi_o)| - \left( \frac{|p'''(\phi_o)|}{2} \right)^{(1/3)}
\] (4.12)

and wherein \(\text{Ai}(\cdot)\) denotes the Airy function [92]. In (4.10), the asymptotic evaluation of the integral in (4.5) is performed by summing the contribution from two stationary phase points at \(\phi = \{\phi_+, \phi_-\}\). In (4.11), the major contribution to the integral in (4.5) comes
from a small neighborhood near the point \( \phi = \phi_0 \). In this neighborhood, the second order derivative \( p''(\phi) \) vanishes and

\[
p(\phi) \simeq p(\phi_0) + p'(\phi_0) (\phi - \phi_0) + \frac{p''(\phi_0)}{3!} (\phi - \phi_0)^3 \]  

(4.13)

Substituting \( p(\phi) \) with this series expansion, the integral in (4.5) can be expressed in terms of the Airy function, leading to (4.11).

If \( C \ll B \), i.e. the reflectivity is being estimated at points close to the origin of the coordinates system, then Equations (4.10) and (4.11) reduce to a much simpler form and \( \mathcal{F}(\cdot) \) may be expressed as follows

\[
\mathcal{F}(\rho, k_\phi, z; f, \theta) \simeq 2\pi J_{k_\phi}(\eta) \exp \left[ -j(kR_a + k_{\phi} \frac{\pi}{2}) \right] 
\]

(4.14)

wherein \( \eta = A\sqrt{B}/2 \) and \( J_{k_\phi}(\cdot) \) denotes the Bessel function of integer order \( k_\phi \).

Once \( \mathcal{F}(\cdot) \) has been calculated for each working frequency \( f \) and antenna looking angle \( \theta \), the reflectivity image in cylindrical coordinates is recovered from the measured data in the azimuth wavenumber domain as

\[
I(\rho, \phi, z) = \frac{8}{c^3} \text{IFFT}_{k_\phi} \left[ \sum_f \sum_\theta \sin \theta \ \text{FFT}_\phi [E_s(f, \phi, \theta)] \times [\mathcal{F}]_{k_\phi} \right] \Delta f \Delta \theta \Delta \phi 
\]

(4.15)

with \([\mathcal{F}]_{k_\phi} = \mathcal{F}(\rho, k_\phi, z; f, \theta)\) for \( k_\phi = -\frac{N_\phi}{2}, -\frac{N_\phi}{2} + 1, \ldots, \frac{N_\phi}{2} - 1 \).

In (4.15), the evaluation of the near-field focusing function in the azimuth wavenumber domain \([\mathcal{F}(\cdot)]_{k_\phi}\) is associated with most of the computational burden of the algorithm. What follows is a description of the computational procedure used in the implementation of the proposed imaging algorithm.

### 4.2.3 Computational procedure

The near-field 3-D SAR algorithm presented in Section 4.2.2 may be very demanding in terms of computer power and memory requirements, especially when the object being imaged is electrically large. In order to reduce the computational burden, the circular convolution in azimuth in (4.2) has been implemented with a complex product in the azimuth wavenumber domain. The focusing function \( \mathcal{F}(\cdot) \) is evaluated by means of the asymptotic expansions in Equations (4.10), (4.11) and (4.14). This is basically the core of this imaging algorithm, which is the most computer intensive part of the code. The implementation of the first asymptotic expansion may be reduced to reading and interpolating two look-up tables or working matrices with the values of \( p(\phi_\pm) \) and \( p''(\phi_\pm) \) as a function of two
parameters: $\alpha$ and $\beta$. Given these two look-up tables with $N_\alpha \times N_\beta$ uniformly located samples, the interpolated values may be calculated by using a bilinear interpolation [92]. The second and third asymptotic expansions are of much simpler implementation and can be directly introduced into the code.

The computational procedure for reconstructing a 3-D reflectivity image on the basis of (4.2) may be presented in the form of the following steps (see flow chart in Figure 4.2):

**Step 1:** Window the frequency-domain data with the desired weighting function. In the case of an inverse SAR measurement with the entire rotation of the object, no azimuth window is applied.

**Step 2:** Calculate a 1-D FFT in azimuth for each frequency and antenna looking angle. As a result, a 3-D array of complex values is obtained.

**Step 3:** Create the two look-up tables with the values of $\{p(\phi_-), p(\phi_+)\}$ and $\{p''(\phi_-), p''(\phi_+)\}$ as a function of $\alpha$ and $\beta$ on a rectangular grid with $N_\alpha \times N_\beta$ points. The useful
ranges for $\alpha$ and $\beta$ are given by

\[
0 \leq \beta \leq \beta_{\text{max}} = \max_{(\rho, z, \theta)} \left[ \frac{2R_\alpha \rho \sin \theta}{R_\alpha^2 + \rho^2 + z^2 - 2R_\alpha z \cos \theta} \right] \quad (4.16)
\]

\[
0 \leq \alpha \leq \alpha_{\text{max}} = \frac{\sqrt{1 - \sqrt{1 - \beta^2}}}{2} \quad (4.17)
\]

From (4.17), it follows that $\alpha_{\text{max}} \leq \beta$. Thus, a single 2-D float array split into two triangular sub-arrays can be used to store the pairs \{\(p(\phi_-), p(\phi_+)\}\} and \{\(p''(\phi_-), p''(\phi_+)\}\}, as shown in Figure 4.3.

**Step 4:** Use bilinear interpolation \[92\] to calculate the focusing function in the azimuth wavenumber domain. Alternatively, if the sampling intervals $\Delta \alpha$ and $\Delta \beta$ are small enough, a nearest neighbor interpolation can be used without significant truncation errors.

**Step 5:** Calculate the complex product of the near-field focusing function and the measurement data in the azimuth wavenumber domain.

**Step 6:** Coherent summation over the antenna looking angle and frequency measured ranges for all pairs $(\rho, z)$ repeating steps 4 and 5.

**Step 7:** IFFT in azimuth. As a result, the 3-D reflectivity image in cylindrical coordinates $I(\rho, \phi, z)$ is obtained.

### 4.2.4 Resolution and sampling criteria

In the resulting 3-D complex reflectivity image, the resolutions in ground-range and cross-range depend on the frequency bandwidth and the angular extent of the synthetic aperture...
in azimuth, respectively. Thus

$$\delta_x = \frac{\lambda_c}{4 \sin \left(\frac{W\phi}{2}\right) \sin \theta}$$  \hspace{1cm} (4.18)$$

$$\delta_y = \frac{c}{\frac{Wf}{\sin \theta}}$$  \hspace{1cm} (4.19)$$

where $W\phi$ denotes the angular extent in azimuth, $Wf$ is the frequency bandwidth and $\lambda_c$ is the wavelength at the center working frequency. When the SAR measurement is performed with the entire rotation of the object, equivalent to synthesizing a circular aperture which completely surrounds the object, resolutions in cross-range and ground-range coincide and reach their maximum limit which is approximately $\lambda/5$ [11]. The resolution in height depends on the angular extent in elevation and is given by

$$\delta_z = \frac{\lambda_c}{2 (\cos \theta_{\min} - \cos \theta_{\max})}$$  \hspace{1cm} (4.20)$$

Assuming the object is confined within a rectangular box of dimensions $D_x \times D_y \times D_z$ and the acquired data are calibrated with a canonical target placed at the origin of the coordinates system, the sampling intervals needed to satisfy the Nyquist criterion can be expressed as follows:

$$\Delta f \leq \frac{c}{2 \sqrt{D_x^2 + D_y^2 + D_z^2}}$$  \hspace{1cm} (4.21)$$

$$\Delta \phi \leq \frac{\lambda_{\min}}{2 \sqrt{D_x^2 + D_y^2} \sin \theta_{\max}}$$  \hspace{1cm} (4.22)$$

$$\Delta \theta \leq \frac{\lambda_{\min}}{2 \sqrt{D_x^2 + D_y^2 + D_z^2}}$$  \hspace{1cm} (4.23)$$

where $\lambda_{\min}$ denote the wavelength at the maximum working frequencies, respectively. As expected, the required sampling rates increase with increasing electrical dimensions of the object.

### 4.2.5 Experimental results

All results have been obtained on a high performance Sun workstation, equipped with a 64 bit CPU and 128 MByte of RAM. What follows is the description of the measurement set-ups and the results on simulated and experimental data sets.
Numerical simulations

The target used in this numerical simulation consisted of a 3-D ensemble of $5 \times 5 \times 5$ point scatterers uniformly distributed within a box of $1 \text{ m}^3$, as shown in Figure 4.4. The range to the center of the coordinates system was $R_a = 2\text{ m}$. The RCS of all the scatterers was set 0 dBsm. This target was imaged in the frequency range 2 to 6 GHz, sweeping 51 frequency points spaced 80 MHz. A full rotation of the target about the $z$-axis, with 360 azimuth points and a step of 1 deg, was used. The antenna looking angle $\theta$ ranged from 67.5 to 112.5 deg, with 46 antenna positions spaced 1 deg. A 3-D SAR image was reconstructed using the presented near-field SAR algorithm. The projections of this 3-D image onto the $x - y$, $x - z$ and $y - z$ planes are shown in Figure 4.5. The array dimensions used in this reconstruction is $N_\rho = 85$, $N_\phi = 360$ and $N_z = 121$. This requires approximately 30 MByte of internal storage. The overall processing time is 3 h. 20 min. The processing time using a DFT code, and not the proposed asymptotic evaluation, for the azimuth Fourier transform of the focusing function is 12 h 13 min. Figures 4.6-(a1)-(a5) show five horizontal slices extracted from the 3-D complex reflectivity image. These slices correspond to the five horizontal planes where the point scatterers are uniformly distributed. For comparison, reconstructions using both the proposed near-field technique and a far-field algorithm (i.e., an interpolation followed by a 3-D inverse DFT, as described in Section 4.3.2) are shown in Figures 4.6 (b1)-(b5). Here, range curvature aberrations introduced by not using the exact phase history term in the focusing function $F(\cdot)$ are evident. Figure 4.7 depicts the cross-range, ground-range and height profiles from the 3-D image generated with the near-field algorithm. As expected, resolutions in cross-range and ground range are both approximately 1 cm. The height resolution is about 6 cm. A
Kaiser-Bessel window \((a = 2)\) [87] across the aperture in elevation and across frequency is used. These resolutions as well as the reflectivity values at the position of the point scatterers are all in agreement with the predicted ones.

**Experimental results**

The presented near-field SAR algorithm has been tested experimentally using the anechoic chamber of the EMSL [60]. Two series of test measurements were performed.

The first measurement set-up consisted of a planar array of 49 metallic spheres forming an “S” shape, as shown in Figure 4.8 (a). The spheres were laid on top of a low reflectivity platform of \(2.5 \times 2.5\) m\(^2\). All spheres had a diameter of 7.62 cm. The range to the center of the coordinates system was \(R_a = 9.56\) m. The backscattered fields in the HH polarization were acquired in the stepped frequency mode of the HP-8510 VNA within the frequency range 8 to 12 GHz, sweeping 801 frequency points spaced 5 MHz. A full rotation of the target about the z-axis, with 1200 azimuth positions and an angular step of 0.3 deg, was used. This was a pure 2-D SAR measurement, and no aperture synthesis in elevation was used. Therefore, no spatial resolution in height can be achieved. The antenna looking angle is kept fixed to 45 deg. Once the frequency data set was calibrated, gated in the time domain to isolate the response of the target, the number of frequency points used in the subsequent processing was decimated by a factor of 8, which still was above the Nyquist sampling rate defined by the target size and measurement geometry. Figure 4.8 (b) shows the image obtained with the presented near-field SAR algorithm. As expected, resolutions

![Figure 4.5.](image)

Figure 4.5. Projections of the 3-D SAR image onto the \(x - y\), \(x - z\) and \(y - z\) planes obtained in the numerical simulation with the 3-D array of 125 point scatterers.
in cross-range and ground range are both approximately 5 mm. A Kaiser-Bessel window \((a = 2)\) across frequency was used. The overall processing time was 1 min. The processing time using a DFT code, and not the proposed asymptotic evaluation, for the azimuth Fourier transform of the focusing function was 4 min. For comparison, this image is shown along with that obtained with a far-field or PFA, see Figure 4.8 (c). Again, the better focusing capabilities of the presented algorithm are clearly visible. As expected, aberrations in outer part of the image obtained with the far-field processor are more

Figure 4.6. Horizontal slices from the 3-D reflectivity image obtained in the numerical simulation using the near-field (a) and far-field (b) algorithms.
4.2 A 3-D SAR algorithm using a space-variant matched filter

Figure 4.7. Cross-range (a), ground-range (b) and height (c) profiles from the 3-D reflectivity image obtained in the numerical simulation.

The target used in the second test measurement was a 3-D arrangement of eight metallic spheres of diameter 7.62 cm, see Figure 4.9 and photograph in Figure 4.10 (a). The measurement was conducted with the same angular span in azimuth and elevation, with 61 points equally spaced within the angular range from 0 to 45 deg, acquiring the backscattered fields in the HH polarization at 801 frequency points spaced 5 MHz within the frequency range 8 to 12 GHz. Here, the number of frequency points was decimated by a factor of 20 after the calibration. The range to the center of the coordinates system was that of the previous measurement, $R_a = 9.56$ m. The measurement time required in this experiment was approximately 50 h. Note that there were 3600 antenna positions on the
Figure 4.8. (a) Schematic of the planar array of metallic spheres; 2-D SAR images obtained with the near-field (b) and far-field (c) algorithms.
4.2 A 3-D SAR algorithm using a space-variant matched filter

Figure 4.9. Measurement set-up used in the second experiment with a 3-D array of 8 metallic spheres: (a) top view and (b) side view.

Figure 4.10. Photograph (a) and projections onto the $x-y$, $x-z$ and $y-z$ planes of the 3-D SAR image (b) with the 8 metallic spheres measured in the EMSL.

2-D synthetic aperture. A 3-D SAR image consisting of $N_z = 61$ horizontal slices on a polar raster with $N_\theta = 101$ and $N_\phi = 480$ was reconstructed, as shown in Figure 4.10 (b). The processing time was 3 h 27 min. The achieved resolutions, as expected, were about 2 cm in the cross-range and height directions, and 4 cm in the ground-range direction.
4.3 Polar format algorithm and image rectification

4.3.1 Introduction

Near-field SAR imaging of large objects using the polar format algorithm result in images showing a geometric distortion [3]. The resulting geometric distortion due to the short observation distance can be corrected by applying a rectification algorithm provided that the angular spans of the synthetic aperture are limited.

Mensa developed the first rectification algorithm for 2-D SAR images [49, Appendix A]. This rectification procedure works as follows. First, a 2-D SAR image is formed by using a standard PFA (i.e., interpolation of the polar formatted data onto a Cartesian grid followed by a 2-D FFT). For short observation distances the resulting image will show a geometric distortion. The image is referred to the coordinates system perceived by the radar (i.e., a set of radial lines and concentric circular arcs disposed about the radar antenna). The corrected image, free of any geometric distortion, is obtained by applying a geometric transformation between the coordinates system perceived by the radar and that of the target. This 2-D rectification algorithm can easily be adapted and used to rectify 3-D SAR images. This Section presents a 3-D SAR image formation technique based on the use of a 3-D PFA followed by an image rectification. This technique has been tested with numerical simulations and with anechoic chamber data acquired in the EMSL [60].

4.3.2 Polar format algorithm

Let us consider the measurement geometry shown in Figure 4.1. As considered previously in Section 4.2.1, the backscattered fields $E_s(f, \phi, \theta)$ are acquired as a function of three parameters: the frequency $f$ of the CW signal, the azimuth position of the rotating platform $\phi$ and the looking angle of the antenna system $\theta$. As indicated in Chapter 2, under the far-field approximation the 3-D reflectivity image of the target can be formed by coherently integrating the backscattered fields within the solid angle of target aspects synthesized in the measurement, i.e. [3, 15]

$$I(\mathbf{r}) = \frac{1}{(2\pi)^3} \int_f \int_\theta \int_\phi E_s(f, \phi, \theta) \exp[j(\mathbf{k} \cdot \mathbf{r} - k R_a)] \, d\mathbf{K} \tag{4.24}$$
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wherein

\[ r = \frac{4\pi f}{c} [x \hat{x} + y \hat{y} + z \hat{z}] \]  
(4.25)

\[ k = \frac{4\pi f}{c} [\cos \phi \sin \theta \hat{x} + \sin \phi \sin \theta \hat{y} + \cos \theta \hat{z}] \]  
(4.26)

\[ dK = \left( \frac{4\pi}{c} \right)^3 f^2 \sin \theta \, d\phi \, d\theta \, df \]  
(4.27)

One can easily note that the volume integral in (4.24) becomes a Fourier integral after resampling the backscatter data onto a Cartesian grid in the frequency wavenumber space. After this re-sampling or interpolation the integral simply reduces to following 3-D Fourier transform

\[ I(r) = \frac{8}{c^3} \int_{f_x} \int_{f_y} \int_{f_z} \tilde{E}_s(f_x, f_y, f_z) \exp \left[ j \left( 2\pi (f_x x + f_y y + f_z z - \frac{2f}{c} R_a) \right) \right] df_x \, df_y \, df_z \]  
(4.28)

where

\[ \tilde{E}_s(f_x, f_y, f_z) = E_s(f, \phi, \theta) \, f^2 \sin \theta \]  
(4.29)

with

\[ f_x = \frac{2f}{c} \cos \phi \sin \theta \]  
(4.30)

\[ f_y = \frac{2f}{c} \sin \phi \sin \theta \]  
(4.31)

\[ f_z = \frac{2f}{c} \cos \theta \]  
(4.32)

The type of re-sampling or interpolation required in (4.29) is well known in the field of computer tomography [96, 97, 98]. The factor \( f^2 \sin \theta \) in (4.29) is a weighting function applied prior to the Fourier transform which does not play an important role. In practice, the interpolated frequency domain data will be weighted with a window function in order to reduce the side-lobes in the reflectivity image [87].

4.3.3 Rectification algorithm

Consider the measurement geometry shown in Figure 4.11, where a target rotates about the z-axis forming an angle \( \phi \) with the x-axis (in the inverse SAR mode). The target is illuminated by an antenna that is located in the y – z plane and rotates about the x-axis forming an angle \( \theta_a \) with the z-axis (in the spotlight mode). When the observation distance is small compared to the target size (i.e., the antenna is in the near-field of the target) the wavefront impinging the target becomes spherical. As a result, the surfaces of
constant range, horizontal and vertical cross-range respectively describe a set of mutually orthogonal radial planes and concentric spheres disposed about the radar antenna [49]. With such a measurement geometry, the range to the point scatterer located at \( P \) is

\[
R(\phi, \theta_a) = \sqrt{(\rho \cos \phi)^2 + (\rho \sin \phi + R_a \sin \theta_a)^2 + (z - R_a \cos \theta_a)^2}
\] (4.33)

By properly processing the acquired backscatter, the radar can measure the range \( R \) and two Doppler quantities that are proportional to the derivative of \( R \) with respect to the angles \( \phi \) and \( \theta_a \), respectively. Thus, the set of coordinates perceived by the radar is given by

\[
\begin{align*}
S_\phi &= \frac{\partial R}{\partial \phi} = \frac{R_a}{R} x \sin \theta_a \\
S_r &= R - R_a \\
S_\theta &= \frac{\partial R}{\partial \theta_a} = \frac{R_a}{R} (y \cos \theta_a + z \sin \theta_a)
\end{align*}
\] (4.34)
which correspond to the following set of target coordinates (Cartesian coordinates system),

\[
\begin{align*}
S_x &= S_\phi \\
S_y &= S_r \sin \theta_a + S_\theta \cos \theta_a \\
S_z &= -S_r \cos \theta_a + S_\theta \sin \theta_a
\end{align*}
\]  

(4.35)

The above identities can be further simplified if a rotation about the \(x\)-axis of an angle \(\theta_a\) is applied. The corresponding rotation matrix is as follows:

\[
\begin{pmatrix}
\tilde{x} \\
\tilde{y} \\
\tilde{z}
\end{pmatrix} =
\begin{pmatrix}
1 & 0 & 0 \\
0 & \sin \theta_a & -\cos \theta_a \\
0 & \cos \theta_a & \sin \theta_a
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix}
\]  

(4.36)

Equation (4.34) in the rotated coordinates system can be rewritten in the following form:

\[
\begin{align*}
S_\phi &= \frac{R_a}{R} \tilde{x} \sin \theta_a \\
S_r &= R - R_a \\
S_\theta &= \frac{R_a}{R} \tilde{z}
\end{align*}
\]  

(4.37)

with

\[
R = \sqrt{\tilde{x}^2 + (\tilde{y} + R_a)^2 + \tilde{z}^2}
\]  

(4.38)

The inverse transformation from perceived radar coordinates to the corrected ones is given by

\[
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix} =
\begin{pmatrix}
1 & 0 & 0 \\
0 & \sin \theta_a & \cos \theta_a \\
0 & -\cos \theta_a & \sin \theta_a
\end{pmatrix}
\begin{pmatrix}
\frac{S_\phi R}{R_a \sin \theta_a} \\
\sqrt{R^2 - \left(\frac{S_\phi R}{R_a \sin \theta_a}\right)^2 - \left(\frac{S_\theta R}{R_a}\right)^2 - R_a} \\
\frac{S_\theta R}{R_a}
\end{pmatrix}
\]  

(4.39)

wherein \(R = S_r + R_a\). Note that if \(\theta_a = \pi/2\), Equations (4.34) and (4.39) properly reduce to those in [49, Appendix A]. Moreover, for a large observation distance (i.e., \(R_a \gg D\), where \(D\) denotes the size of the target), the geometric distortion vanishes and the coordinates perceived by the radar coincide with those of the target.

The processing steps of the resulting imaging algorithm are shown in the flowchart of Figure 4.12.
4.3.4 Experimental results

Numerical simulations

The target used in this numerical simulation consisted of a 3-D ensemble of 56 point scatterers uniformly distributed along the edges of a cube of side 2 m³, as shown in Figure 4.13. The range to the center of the coordinates system was $R_a = 5$ m. The RCS of all the scatterers was equal and set to 0 dBsm. This target was imaged in the frequency

![Figure 4.12. Flow-chart of the imaging algorithm.](image)

![Figure 4.13. Sketch of the measurement set-up used in the simulation with the ensemble of 56 point scatterers: (a) top view; (b) side view.](image)
range from 2 to 6 GHz, sweeping 101 frequency points spaced 40 MHz. The aspect angle in azimuth $\phi$ ranged from $-12$ to $+12$ deg, with 49 azimuth points uniformly spaced 0.48 deg. The aspect angle in elevation $\theta$ ranged from 78 to 102 deg, with the same number of points and spacing as those in $\phi$. Note that, for this target, the far-field condition is satisfied at a range distance of about 960 m. This indicates that the geometric distortion introduced by the short observation distance will be enormous.

A 3-D SAR image was reconstructed using the presented near-field SAR algorithm. The computation time needed to form the image was less than 4 min on a high-performance Sun workstation. There is probably no other way to synthesize a 3-D near-field SAR image in a shorter time. However, it must be kept in mind that the effectiveness of the geometric rectification degrades notably as the angular spans of the two aspect angles ($\phi, \theta$) increase. In this example, the angular spans were narrow enough for an effective mitigation of the geometric distortion. Figure 4.14 shows the iso-surfaces of the 3-D reflectivity images before and after the geometric rectification. The positions of the point scatterers after the rectification are in perfect agreement with the actual ones. The geometric distortion in the image has been highly reduced by using the proposed rectification technique.

**Measurements**

The experiments have been performed with a 3-D SAR measurement of a 5 m high Fir tree. The full description of the experiment is given in the Chapter 5. A Tx antenna
was located at a distance $R_a = 9.56$ m from the focal point of the anechoic chamber. A receiving antenna, which was $1.5^\circ$ apart, acquired the backscattered fields by the entire tree. The backscattered fields from the tree $E_a(f, \phi, \theta)$ were collected as a function of three parameters: the frequency $f$ of the CW synthesizer, the azimuth position of the rotating platform $\phi$, and the looking angle of the antenna system $\theta$. The frequency ranged from 1.0 to 5.5 GHz, sampling a total of 401 points. In the measurement, the azimuth angle $\phi$ covered an span of $24^\circ$, sweeping a total of 41 azimuth aspect angles $0.6^\circ$ apart. The angular span in the antenna looking angle $\theta$ was $24^\circ$, covering the range from 28 to $52^\circ$ with 81 points spaced $0.3^\circ$. The far-field condition for the tree is satisfied at a range distance of about 1833 m. Therefore the image obtained with the PFA will be highly distorted due to the short observation distance.

Three frequency ranges were selected: 1.0 to 2.8 GHz (low band), 3.7 to 5.5 GHz (high band), and 1.0 to 5.5 GHz (entire band). A 3-D SAR image in the HH polarization was formed in these three bands using the proposed imaging algorithm with the geometric rectification. The computation time for each image, as in the numerical simulation, was extremely short and below 5 min. Figure 4.15 shows the vertical slices out of the 3-D SAR images corresponding to the front and side views. The slices with finer resolution are obviously those using the entire frequency band. As expected, those with the coarser resolution correspond to the low band. The dynamic range of the images shown is 30 dB.
Figure 4.15. Slices of the 3-D SAR image of the Fir tree in the HH polarization in three different frequency bands.
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Chapter 5

3-D Near-Field Radar Imaging of a Fir Tree

5.1 Introduction

First analyzes of a single Fir tree in the microwave region were performed in 1982 [99] using a high-resolution, pulsed, coherent radar operating in the scatterometric mode at 10 GHz. In this experiment, the scattering centers and their corresponding polarimetric signatures were measured. The main scattering sources were associated to the green, outer branches coated with needles. This work was followed by further investigations on tree signatures showing that both attenuation and backscattering are highly dependent on the tree structure (i.e. size, shape and orientation of trunk, branches and needles) and the selected polarization [100, 101, 102, 103, 104]. This polarization dependence is, in general, significant due to the strong anisotropic character of trees.

Measurements of a forest canopy under natural conditions are complex. One has to define the relevant canopy parameters to be measured and deploy the required instrumentation associated with outdoor radar measurements. Effects such as varying weather conditions, the ground tree interaction, presence of RF interfering signals, shadowing introduced by surrounding trees, unknown variations of the local topography and soil conditions may heavily influence the measurement. As a result, experimental data acquired under these conditions may not be interpreted properly and consequently lead to wrong conclusions. On the other hand, when running the measurements in an anechoic chamber under laboratory conditions, all relevant measurement parameters can be fully controlled. The measurement data can be accurately calibrated. The backscatter from the tree volume can be isolated by covering with microwave absorber the underlying surfaces, facilitating the interpretation of the acquired data.
To date most of the radar measurements on single trees performed under laboratory conditions have been carried out using non-imaging systems that measure the backscatter from parts of the tree, without dealing with the backscattering from the entire tree. A typical set-up used in these measurements is reported in [105]. In the frequency range of interest for forestry applications (i.e. P, L and C bands), a non-imaging or scatterometric system has a cross-range resolution limited by the radar’s beamwidth, which means that the position of the scattering centers within the tree volume cannot be determined precisely. Nowadays, indoor SAR systems are available and, with the development of highly efficient imaging algorithms, it is possible to image an entire tree with much finer cross-range resolutions (in the horizontal and vertical directions). The major scatterers and their position within the tree volume can be identified by means of this new technique [32, 36, 67]. This can be used as a new tool to gain a better understanding of the interactions between the tree and the microwave. In addition to the position and intensity of the main scattering centers, an indication about the dominant scattering mechanism can be given by using a recently developed polarimetric classification scheme [106].

This Chapter reports on a tree imaging experiment conducted in the anechoic chamber of the EMSL [60]. The main objective of this experiment was to map the radar reflectivity of an entire Fir tree in order to support the understanding of the interaction of electromagnetic waves with natural targets and provide the base for the validation and verification of existing models.

This Chapter is organized as follows. First, in Section 5.2, a general description of the experiment, the measurement technique and main characteristics are presented. The 2-D and 3-D near-field SAR imaging algorithms used to focus the acquired backscatter data are described in Section 5.3. The resulting radar images of the tree are presented and discussed in Section 5.4.

5.2 Measurement set-up

The present experiment consisted of a three 3-D imaging measurement on a 5 m high Balsam Fir tree (*Abies Nordmanniana*), which was approximately 21 years old. The radar measurements were performed in a controlled environment, making use of the anechoic chamber of the EMSL. In order to have stable measurement conditions, prior to and during the measurements the tree was watered regularly. A constant artificial illumination replicating the sunlight’s spectrum was used to reduce the day-night effect. The tree used in this experiment presented quasi-horizontal branches bearing typically 2-3 cm needles showing a brush-like distribution. The branches constituted large horizontal planar sur-
faces at different levels in height. The top of this tree conforms to a young tree of its same species. The tree was put in a pot and then mounted on a rotating platform inside the anechoic chamber, as shown in the photographs in Figure 5.1. The pot under the tree was covered with microwave absorber, to make sure that the measured backscatter did not include any contribution from the ground and the corresponding interaction with the tree. The measurement system is based on a network analyzer and operates in the stepped-frequency mode. The frequency band used in the measurement ranged from 1 to 5.5 GHz, i.e. covering the L, S and C bands, using a frequency step of 5.625 MHz and sweeping a total of 401 frequency points. The acquired data in the frequency domain were empty room subtracted and gated in the time domain in order to isolate the response of the tree from the residual antennas coupling and eventual spurious reflections in the chamber. Then a single reference, fully polarimetric calibration [70], using a reference target placed at the focal point of the chamber, was applied. The calibration accuracy has proven to be better than 0.5 dB in power and 5° in phase at 0 dBsm. The sensitivity depends on the number of averaged samples at each frequency point and the time gate span; e.g., with an averaging factor of 128, equivalent to an integration time of 0.025 s and a time gate span of 10 ns, a system noise floor of −55 dBsm at 2 GHz was measured [107]. The antenna system is polarimetric and consists of two dual polarized horn antennas that, in the measured frequency range, has a 3 dB beamwidth of about 30°, which is sufficient to irradiate the entire tree. The measured cross-pol isolation is better than 30 dB in the region occupied by the tree.

Figure 5.1. Photographs of the 5 m high Balsam Fir tree inside the anechoic chamber of the EMSL: (a) side and (b) front views.
In addition to the imaging measurements, and within the frame of a scientific collaboration between the George Washington University, the Canadian CCRS and the JRC, a series of scatterometric measurements were carried out [108]. These measurements were divided into three groups: monostatic, bistatic and measurements in the forward direction. The bistatic measurements were made to test the strength of the specular trunk scatter which is an important factor in double bounce contribution appearing in many forest models. In addition, some bistatic measurements in the forward direction were also performed. After finishing the measurements, a tree vectorization was performed by Robert Landry, from CCRS. This technique is used to setup a database with the position, average orientation and dimensions of all branches and the trunk. These data can afterwards be used to generate a realistic computer tree model, which is being developed at present. During the tree vectorization, a series of dielectric permittivity measurements on the tree bark, sap wood and hard wood portion of the trunk, needles and branches was undertaken using a coaxial probe. These measurements were performed over a much wider frequency range compared to that one used in the imaging mode. An HP-8510B VNA based reflection coefficient measurement with an open-ended coaxial probe was used.

5.3 Reconstruction algorithm

The imaging geometry is shown in Figure 5.2. A CW signal is radiated from an antenna, located at a distance $R_a = 9.56$ m from the focal point of the anechoic chamber. A receiving antenna, which is 1.5° apart, acquires the backscattered fields by the entire tree. The tree is mounted on a low reflectivity platform covered with absorber. This platform
rotates about the $z$-axis forming an angle $\phi$ with the $x$-axis. The antennas rotate in the $y-z$ plane forming an angle $\theta$ with the $z$-axis. Thus, the tree backscatter $E_s(f, \phi, \theta)$ can be acquired as a function of three parameters: the frequency $f$ of the CW synthesizer, the azimuth position of the rotating platform $\phi$, and the looking angle of the antenna system $\theta$. In the measurement, the azimuth angle $\phi$ covered a span of 24°, sweeping a total of 41 azimuth aspect angles 0.6° apart. The angular span in the antenna looking angle $\theta$ was 24°, covering the range from 28° to 52° with 81 points spaced 0.3°. These angular steps in the azimuth and elevation directions have been fixed according to the following upper bounds,

$$
\Delta \phi \leq \frac{\lambda_{\text{min}}}{2 D_h \sin \theta}
$$

(5.1)

$$
\Delta \theta \leq \frac{\lambda_{\text{min}}}{2 D_v \sin \theta}
$$

(5.2)

where $\lambda_{\text{min}}$ is the minimum radar wavelength (at the highest frequency). $D_h$ and $D_v$ denote the tree width and height, respectively. As expected, the required angular sampling rates increase with increasing electrical dimensions of the tree.

The measurement parameters used in the imaging experiment are summarized in Table 5.1. Note that with such measurement parameters, apart from a 3-D SAR image, one can form a number of 2-D SAR images or projections of the 3-D SAR image onto the horizontal and the vertical planes. What follows is a description of the imaging algorithms especially developed to form the 2-D and 3-D SAR images of the measured Fir tree. The influence of the antenna pattern is considered to be negligible and is not taken into account when forming the images. All radar images are calibrated and display the spatial distribution of RCS in dBsm. In principle, by properly measuring the effective area illuminated by the radar, the reflectivity values can be converted to the backscattering coefficients $\sigma^\circ$. However, in the present measurement there are high spillover losses due to the large 3 dB beamwidth of the horn antennas (approximately 30°) and therefore this conversion has not been applied.

It is important to note that the reconstruction algorithms presented here are linear and

| Table 5.1. Measurement parameters used in the tree imaging experiment. |
|---------------------------------|-----------------|
| Polarizations:                 | HH–HV–VH–VV     |
| Parameter:         | Min | Max | Step | # Points |
| Tree azimuth rotation (°):  | −12.0 | 12.0 | 0.6  | 41       |
| Antenna looking angle (°):   | 28.0 | 52.0 | 0.3  | 81       |
| Frequency (GHz):         | 1.0  | 5.5  | 0.01125 | 401   |
model the target as a set of non-dispersive scatterers arbitrarily distributed. The multiple interactions between the scattering centers will only be focused if they are present at the same range bin for all the antenna positions in the synthetic aperture. A typical example is the interaction between a tree trunk and the ground surface. If this is not the case, the artifacts associated to the multiple interactions will be blurred by the reconstruction algorithm. Consequently, the peak amplitude of the artifacts may be significantly reduced and sometimes they are not even observable. When imaging a target with a high degree of anisotropy such as a tree, one would expect that the multiple interaction term will show significant differences depending on the observed polarization. The problem of exploiting the use of a polarimetric classification scheme which provides a spatial distribution of the dominant scattering mechanisms (e.g. surface, dipole and dihedral) within the tree volume has been recently addressed [109]. This technique has been used to separate real scatterers from artifacts due to the multiple interactions.

5.3.1 Two-dimensional SAR imaging

The projections of the tree volume onto two orthogonal planes, in our case the horizontal and vertical planes, can be formed by using a 2-D SAR processor that takes into account the near-field condition. The 2-D SAR image in the horizontal plane is obtained by taking a single antenna aspect angle in the elevation plane $\theta_a$, and synthesizing an horizontal aperture in the azimuth direction. The resulting 2-D radar reflectivity map at $z = 0$ is given by [11],

$$I(x, y, z = 0) = \frac{4}{c^2} \sin \theta_a \int f df \int_{\phi'} E_s(f, \phi', \theta = \theta_a) \left(\frac{R_{xy}}{R_a}\right)^2 \exp \left[j2k(R_{xy} - R_a)\right] d\phi'$$

(5.3)

where $k$ denotes the frequency wavenumber and $R_{xy}$ is the range to the point with coordinates $(x, y, z = 0)$,

$$R_{xy} = \sqrt{R_a^2 + x^2 + y^2 - 2R_a x \sin \theta_a}$$

(5.4)

As shown for example in [49], the resolutions in the horizontal cross-range $x$ and in ground-range $y$ can be approximated as

$$\delta_x \simeq \frac{c}{4 f_{\text{max}} \sin \left(\frac{W_{\phi}}{2}\right) \sin \theta_a}$$

(5.5)

$$\delta_y \simeq \frac{c}{2 W_f \sin \theta_a}$$

(5.6)

where $W_{\phi}$ and $W_f$ denote the azimuth and frequency spans, respectively. Fine resolution in cross-range implies coherent processing through a large $W_{\phi}$. High resolution in ground-
range is achieved by increasing the amount of synthesized bandwidth $W_f$. Note that for steep incidence angles both resolutions degrade considerably.

Alternatively, a 2-D SAR image in the vertical plane can be formed by choosing an azimuth aspect angle $\phi'$ and synthesizing a vertical aperture. In this case, the 2-D SAR reflectivity map at $x = 0$ is computed as

$$I(x = 0, y, z) = \frac{4}{c^2} \int_f f \int_{\theta} E_s(f, \phi = \phi', \theta) \left( \frac{R_{yz}}{R_a} \right)^2 \exp \left[ j2k(R_{yz} - R_a) \right] d\theta$$

(5.7)

where

$$R_{yz} = \sqrt{R_a^2 + y^2 + z^2 - 2R_a [y \sin \theta + z \cos \theta]}$$

(5.8)

The resulting resolutions in the ground-range and vertical cross-range directions are

$$\delta_y \simeq \frac{c}{2 \left( f_{\text{max}} \sin \theta_{\text{max}} - f_{\text{min}} \sin \theta_{\text{min}} \right)}$$

(5.9)

$$\delta_z \simeq \frac{c}{2 \left( f_{\text{max}} \cos \theta_{\text{min}} - f_{\text{min}} \cos \theta_{\text{max}} \right)}$$

(5.10)

wherein $\theta_{\text{min}}$ and $\theta_{\text{max}}$ denote the minimum (steepest) and maximum antenna looking angles, respectively; $f_{\text{min}}$ is the minimum CW frequency measured. Note that in (5.3) and (5.7), both the exact near-field phase history and the free-space propagation losses are accounted for by the exponential function and the quadratic term in the amplitude, respectively. The formation of the two 2-D SAR images in the vertical and horizontal planes provides a first indication of the position and intensity of the main scattering centers within the tree volume.

### 5.3.2 Three-dimensional SAR imaging

Similarly to (5.3) and (5.7), the 3-D complex reflectivity image in cylindrical coordinates $I(\rho, \phi, z)$ can be written as follows [11, 41],

$$I(\rho, \phi, z) = \frac{8}{c^3} \int_f f^2 \int_{\theta} \sin \theta d\theta \int_{\phi'} E_s(f, \phi', \theta) \cdot F(\rho, \phi - \phi', z; f, \theta) d\phi'$$

(5.11)

where $F(\cdot)$ is a near-field focusing function (or space-variant matched filter) which can be expressed as,

$$F(\rho, \phi, z; f, \theta) = \left( \frac{R}{R_a} \right)^2 \exp \left[ j2k(R - R_a) \right]$$

(5.12)

$$R = \sqrt{R_a^2 + \rho^2 + z^2 - 2R_a \left[ \rho \sin \theta \cos \phi + z \cos \theta \right]}$$

(5.13)
Here $R$ denotes the range to the point with coordinates $(\rho, \phi, z)$. $R_a$ is the range to the center of the coordinates system and zero-phase reference point. In (5.11), the wavefront illuminating the tree is spherical due to the short observation distance.

The formation of a 3-D SAR radar image under the near-field condition is computationally very intensive [49]. As an example, with the focusing algorithm as equated in (5.11), a 3-D SAR radar image of the Fir tree with dimensions $5 \times 5 \times 6 \text{ m}^3$ and $101 \times 101 \times 61$ voxels requires the computation of approximately $1.25 \times 10^8$ azimuth FFTs of 1024-points, which is about 0.5 Tera-Flop. Moreover, during the image formation, a 3-D float complex array of about 80 MByte must be stored on the RAM. Using a high performance workstation (a Sun Ultra-Sparc equipped with one CPU of 64 bits and a DRAM of 128 MByte), the data focusing takes 4 days. Therefore, there is a clear need to speeding up the code. As indicated in Section 4.2, a possible alternative is to use the MSP to calculate analytically the discrete Fourier transform of the near-field focusing function in (5.11) [58]. This new algorithm is about four times faster than that using the azimuth FFTs.

5.4 Experimental results and discussion

This Section is divided into three parts. First, an analysis of the frequency domain data acquired in the Fir tree imaging measurement is presented. Then, the obtained 2-D SAR images of the Fir tree (projected onto the horizontal and vertical planes) are introduced with a discussion on the interpretation of the results. Finally, an assessment on the 3-D SAR image of the Fir tree is addressed.

5.4.1 Frequency domain data analysis

The acquired data in the imaging measurement have been analyzed. The measured mean RCS as a function of the frequency and the antenna looking angle are shown in Figures 5.3 (a) and 5.3 (b), respectively. In the frequency plot, after averaging over the measured angular ranges in azimuth and elevation, the backscatter in HH is higher than that in VV and HV over the entire frequency range. However, as the frequency increases, the three backscattering coefficients tend to converge to a common value. At high frequencies, it is expected that the electromagnetic interaction between branches and the absorption losses will become more important and therefore the tree behaves more as a cluster of lossy dipoles randomly oriented. Consequently, the cross-pol backscatter increases steadily over the entire frequency range. On the other hand, the backscatter in HH and VV increases in the frequency range from 1 to 3 GHz, and then decrease steadily
following a “bell-shaped” curve. The differences between HH and VV range from about 4 dB at the lowest frequency, to 1 dB at the highest frequency. By applying a Fourier transform to the frequency backscatter data, the time domain backscatter shows that there is no prevalence of the response of the trunk, which is probably due to the fact that the incidence is oblique and the penetration depth through the tree volume is rather limited. The angular variation of the backscatter, which has been averaged over the entire frequency and azimuth ranges, shows a gradual general decrease in the three backscattering coefficients. This trend is more evident in the backscatter in VV and HV, with a common decrease of about 2 dB over the whole angular range. The differences between HH and VV increase very slowly with a increasing incidence angle. These results are in agreement with those indicated in [110].

5.4.2 Two-dimensional SAR images

The presented reconstruction algorithms are scalar and as such have to be sequentially applied to the frequency domain data in each one of the four polarizations. As a result, a set of four complex reflectivity images is obtained. The phase in the resulting four images is preserved. In practice, VH is supposed to be identical to HV due to reciprocity. The 2-D SAR images, in the HH polarization, formed by synthesizing a one-dimensional aperture in the horizontal ($\theta = 40^\circ$) and the vertical ($\phi = 0^\circ$) directions are shown in Figures 5.4 (a) and 5.4 (b), respectively. When forming these images, a Kaiser-Bessel ($a = 2$) [87] window has been used both in frequency and azimuth. The measured resolutions in the horizontal image are approximately 20 cm and 10 cm in the horizontal cross-range and ground range directions, respectively. The top part of the trunk is distinguishable in the near range (top part) of the image. The region with the higher reflectivity seems to correspond to one of
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**Figure 5.3.** Measured mean $\sigma^0$ as a function of the (a) frequency and (b) the antenna looking angle.
the large horizontal branches in the bottom part of the tree, where the reflectivity reaches the maximum value of –11.0 dBsm.

The vertical image presents a higher spatial resolution: about 6 cm in both the vertical cross-range and the ground-range directions. The overall shape is surprisingly close to that of the optical image. Note that the backscattering behavior of the tree at radar frequencies is by far more complicated and radically different from that of optics. In this image, the trunk is slightly tilted towards the far range. This image shows clearly the different large horizontal planar branches in the near-range (illuminated side). Two openings on the near-range side, with heights 3.6 and 3.2 m, are clearly visible in the image. The maximum reflectivity of this image is –13.1 dBsm. The reconstructed reflectivity, as expected, is much lower in the back side due to the attenuation of the transmitted power through the tree canopy.

### 5.4.3 Three-dimensional SAR images

The 3-D SAR image in VV is shown in Figure 5.5 as seen from the radar. The maximum reflectivity within the tree volume is about –19.5 dBsm. The dynamic range used in this image is 50 dB. As in the vertical 2-D SAR image, the overall shape of radar image coincides with that of the optical image. The spatial resolution, achieved with the frequency bandwidth and the synthetic aperture lengths in elevation and azimuth indicated in Table 5.1, is in the order of 6 cm in the vertical cross-range and ground-range directions, and 15 cm in the horizontal cross-range direction. A Kaiser-Bessel \((a = 2)\) window has been applied over the frequency and the two aspect angles (in azimuth and elevation). This
is enough to produce imagery where the position of the scattering centers can be easily associated to a small volume within the tree structure. The vertical slices out of the 3-D images at zero cross-range (side view) and zero ground-range (front view) are shown in Figure 5.6. The observed differences in polarization are more evident in the top part of the tree, where almost there are no branches and the trunk is giving the main contribution to the backscattering. Consequently, the top part of the trunk is more visible in the VV image. On the other hand, in the middle and bottom part of the tree, the tree architecture is more complex and the differences in polarization are smaller. The backscattered power in HV is comparable to those in HH and VV, which indicates that the main scattering centers are mainly associated with the green, outer branches coated with needles.

Figure 5.5. 3-D SAR image of the Fir tree in the VV polarization.
Figure 5.6. Vertical slices out of the 3-D radar image at zero ground-range (front view) and zero cross-range (side view) in the HH, HV and VV polarizations.
6.1 Introduction

This Chapter addresses the problem of the formation of subsurface radar images [111, 112, 113]. This problem is by far more severe than that of forming the radar images in the free-space. The medium where the objects are embedded is usually lossy and inhomogeneous. This together with the presence of the air-ground interface make the task of subsurface radar imaging highly challenging.

A vast majority of the research efforts in this area are purely experimental and mostly focused on the detection and mapping of interfaces in the earth employing commercial versions of ground penetrating radars (GPRs) [114, 115]. In these measurements, the GPR is in towed continuously over the surface collecting backscatter data. Synthetic aperture radar processing (referred to as migration by geophysicists) may be used to process an improved subsurface image. However, difficulties associated with technical limitations of commercial GPRs (e.g., multiple internal reflections, clutter generated by the air-ground interface, poor impedance matching at the antenna,...) and a heterogeneous velocity distribution in the subsurface may introduce serious impediments to an efficient use of SAR processing with GPR data. Some of these difficulties are circumvented by separating the antennas from the ground and pointing them in the forward direction. With the antennas looking forward, the measured return from the surface is minimum. However, the return from the buried object is expected to be about the same as that measured with the antennas looking down. Consequently, the forward looking geometry is an alternative to conventional down looking GPR which deserves special attention.

Here, instead of having the radar looking down in close contact with the surface, it is
suggested to have a stand-off forward looking system. This solution is most appropriate when looking for dangerous objects such as anti-personnel landmines (APL) and unexploded ordnance (UXO) [29, 30, 116, 117, 118, 119, 120]. The observation distance for such a system would be in the order of some tens of meters. Candidate platforms where to operate this system are a heavy vehicle or an airship. The use of an air-borne platform is discarded as it is more suitable for the survey of mine fields at a large scale (i.e., not for the detection of every single landmine) [121].

This Chapter presents a novel 3-D near-field subsurface imaging technique. The subsurface image is accurately focused taking into account both the refraction and dispersion of the wavefield. The use of this imaging technique is subject to a number of assumptions. The dielectric properties of the ground are known (i.e., the complex permittivity as a function of the frequency). The ground is considered to be non-magnetic and therefore it is unequivocally characterized by its dielectric permittivity. The air-ground interface is assumed to be planar. The ground is supposed to be perfectly homogeneous out of the region occupied by the buried objects.

The numerical validation of the proposed subsurface imaging technique entails the implementation of highly complex integral-equation solvers taking into account the presence of the air-ground interface. In the frequency range of interest, this problem can only be tackled by using a multilevel fast-multipole method of moments code. This code must rigorously evaluate the dyadic half-space Green’s function, requiring the evaluation of Sommerfeld integrals [122, 123, 124, 125, 126, 127, 128, 129]. As the development of such a simulation tool is out of the scope of the present Thesis, no full-wave numerical simulations are presented. Alternatively, the proposed imaging technique has been tested experimentally by running various 3-D SAR measurements in the anechoic chamber of the EMSL [60].

This Chapter is organized as follows. Section 6.2 introduces the formulation of the proposed subsurface imaging technique. Section 6.3 presents an measurement technique to characterize electromagnetically a soil sample. Section 6.4 is entirely devoted to the experimental testing of the imaging technique.

6.2 Formulation

The geometry of measurement is shown in Figure 6.1 (a), where a Tx/Rx antenna located off the ground illuminates the air-ground interface with a looking angle $\theta_i$. The measurement system is supposed to function in the stepped-frequency mode. The antenna
platform is assumed to be capable of forming a 2-D synthetic aperture which will provide spatial resolution in the three dimensions.

In the processing of SAR data, it is usually assumed that the target consists of an ensemble of point scatterers whose response is independent of the observation angle. For subsurface sensing under the near-field condition, this assumption is usually not satisfied due to the presence of the air-ground interface. Consequently, a new class of focusing technique is required. The details of the implementation of this technique both with a lossless and lossy ground is next.

### 6.2.1 Lossless ground

Let us consider a point scatterer buried in a lossless ground at a depth $h$, its associated phase history will be defined by the electrical length of the two-way path travelled by an spherical wave from the antenna to the location of the point scatterer. Figure 6.1 (b) shows the propagation paths associated with the incident and refracted wavefields from the antenna to the location of the scatterer where the radar reflectivity is to be estimated. Assuming that these (generally spherical) wavefields are locally planar, one can estimate the electrical length corresponding to the propagation path through Snell’s law of refraction [130] as follows

$$R = R_1 + R_2 = \sqrt{H^2 + (D - \xi)^2} + \sqrt{\varepsilon_r} \sqrt{h^2 + \xi^2}$$  \hspace{1cm} (6.1)
where $R_1$ and $R_2$ are the electrical lengths in the air and in the medium, respectively; $\epsilon_r$ is the relative dielectric constant of the lossless medium, $H$ is the height of the antenna, and $\xi$ denotes the horizontal distance between the antenna and the point scatterer, which can be obtained by finding the zero of the following function,

$$F(\xi) = \sin\theta_i - \sqrt{\epsilon_r \sin\theta_r}$$

$$= \frac{D - \xi}{\sqrt{H^2 + (D - \xi)^2}} - \sqrt{\epsilon_r} \frac{\xi}{\sqrt{h^2 + \xi^2}}$$

(6.2)

Once the total electrical length $R$ is determined for each antenna position, the reflectivity associated with the location of the scatterer can be estimated by convolving the backscatter data with a space-variant matched filter using that electrical length (i.e., instead of the two-way range to the point scatterer used in the free space case).

### 6.2.2 Lossy ground

When the medium is lossy the permittivity becomes complex ($\epsilon_r = \epsilon' - j\epsilon''$), see Figure 6.2, the planes of constant phase and those of constant amplitude do not coincide and the direction of propagation in the ground is determined by the normal to the constant phase
planes $\hat{n}_\psi$, which is given by \cite{131],
\[
\tan \psi_t = \frac{\sqrt{2} \tan \theta'_i}{\sqrt{1 + \sqrt{1 + (\frac{2 \tan \delta}{\cos^2 \theta'_t})^2}}}
\]
(6.3)
where $\tan \delta$ is the loss tangent and $\sin \theta'_t = \frac{\sin \theta_i}{\sqrt{\epsilon'}}$. The total electrical length is now expressed as
\[
R = R_1 + n(\theta_i)R_2 = \sqrt{H^2 + (D - \xi)^2 + n(\theta_i) \sqrt{h^2 + \xi^2}}
\]
(6.4)
where $n(\theta_i)$ is the effective refractive index which depends on the incidence angle, and $\xi$ is obtained by finding the zero of the following function
\[
F(\xi) = \sin \theta - n(\theta_i) \sin \psi_t = \frac{D - \xi}{\sqrt{H^2 + (D - \xi)^2}} - n(\theta_i) \frac{\xi}{\sqrt{h^2 + \xi^2}}
\]
(6.5)
with
\[
n(\theta_i) = \sqrt{\epsilon'} \sqrt{\frac{1 + \sin^2 \theta'_t}{2} + \sqrt{\tan^2 \delta + (\frac{\cos^2 \theta'_t}{2})^2}}
\]
(6.6)
wherein
\[
\theta'_t = \arcsin \left( \frac{\sin \theta_i}{\sqrt{\epsilon'}} \right).
\]
(6.7)
As in the lossless case, the total electrical length $R$ given by the solution of Equation (6.5) is used in the matched filtering or focusing of the backscatter data.

It must be noted that getting an accurate estimate of the total electrical length $R$ is subject to an priori knowledge of the dielectric properties of the medium surrounding the target of interest. A procedure for estimating the complex permittivity of a soil sample is suggested in Section 6.3. Furthermore, the relative position of the antenna referred to the air-ground interface must be precisely known.

### 6.2.3 Propagation and transmission losses

From a qualitative viewpoint (i.e., without making use of full-wave integral or differential equation solvers), the total propagation losses to “reach” the hidden object can be broken down as follows:

- Propagation losses from the antenna to the air-soil interface. The amplitude factor associated with this loss is given by
\[
L_{\text{free-space}} \simeq \frac{1}{R_1}
\]
(6.8)
• Transmission losses through the air-soil interface, which will depend on the orientation of the electric field with respect to the incidence plane. For an electric field parallel to the incidence plane

\[
T_{\parallel} = \frac{2\sqrt{\epsilon' - j\epsilon'' - \sin^2\theta_i}}{(\epsilon' - j\epsilon'') \cos\theta_i + \sqrt{\epsilon' - j\epsilon'' - \sin^2\theta_i}}
\]  

(6.9)

where \(T_{\parallel}\) denotes the Fresnel transmission coefficient [130]. Alternatively, the Fresnel transmission coefficient for an electric field perpendicular to the incidence plane is

\[
T_{\perp} = \frac{2\cos\theta_i}{\cos\theta_i + \sqrt{\epsilon' - \sin^2\theta_i - j\epsilon''}}.
\]  

(6.10)

• Propagation losses in the soil. The factor associated with this loss will be a function of scatterer depth \(h\), i.e.

\[
L_{\text{soil}} = \exp[-\alpha_e h]
\]  

(6.11)

wherein \(\alpha_e\) denotes the attenuation constant in the ground, which is given by

\[
\alpha_e = \frac{w_c}{c} \sqrt{\epsilon'} \sqrt{\frac{1}{2} \left[ \sqrt{1 + \tan^2\delta} - 1 \right]}.
\]  

(6.12)

As expected, the losses associated to (6.11) increase dramatically with an increasing frequency. In practice, if this loss is high there is no chance to get any backscatter signal from the buried object.

• Reflectivity losses of the object embedded in the ground. This loss factor will basically depend on the dielectric contrast between the buried object and its surrounding medium. The shape of the object and the direction of the incident wavefield are also expected to play an important role.

The resulting (two-way) total loss factor in dB can then be expressed as

\[
\text{Total Loss [dB]} \simeq 40 \log[L_{\text{free-space}}T_{\text{trans}}L_{\text{soil}}L_{\text{refl}}]
\]  

(6.13)

where \(T_{\text{trans}}\), depending on the orientation of the incident electric field with respect to the incidence plane, can be either \(T_{\parallel}\) or \(T_{\perp}\). The term \(L_{\text{refl}}\) denotes the factor loss associated with the reflectivity of the object embedded in the ground.

When the incident electric field is parallel to the incidence plane, the loss factor in (6.13) can be minimized by choosing an incidence close to Brewster’s angle. That would guarantee a total transmission of the radiated power into the ground, resulting in a maximum return from the buried object.
6.2 Formulation

6.2.4 Subsurface imaging algorithm

Considering that the antenna is located within the near-field region of the illuminated spot on the ground, and its radiation pattern introduces a negligible distortion, then the 3-D complex reflectivity image can be estimated as follows \[49\],

\[ I(r) \simeq \int_{f} df \int_{\theta_{a}} d\theta_{a} \int_{\phi_{a}} E_{s}(f, \phi_{a}, \theta_{a}) F(r, r_{a}, f) d\phi_{a} \]  

(6.14)

where \( f \) is the working frequency, \( \theta_{a} \) denotes the antenna viewing angle, \( \phi_{a} \) is the aspect angle in azimuth, \( E_{s}(\cdot) \) are the frequency domain backscatter data, and \( F(\cdot) \) is a near-field focusing function (or space-variant matched filter) which can be expressed as

\[ F(r, r_{a}, f) = \exp \left[ j \frac{4\pi f}{c} (R - R_{a}) \right] \]  

(6.15)

where and \( c \) is the speed of light, \( R \) denotes the total electrical length between the antenna and the point with coordinates \( r \) given by (6.1) and (6.4), and \( R_{a} \) is the range to the origin of the coordinates system which, for convenience, is also the zero-phase reference point. This is a generalized imaging algorithm specially tailored for subsurface sensing.

Practical implementation aspects

It is important to note that the total electrical length \( R \) is always an even function of \((\phi - \phi_{a})\) (i.e., it is a function of the relative distance between the antenna and the point with coordinates \( r \)). As a result, the azimuth integration in (6.14) becomes a circular convolution in azimuth. This integration can therefore be efficiently implemented by using FFT techniques as a complex product in the azimuth wavenumber domain. This solution reduces the computational cost of the imaging algorithm from \( O(N_{f} N_{\phi} N_{\theta}) \) down to \( O(N_{f} \log_{2} N_{\phi} N_{\theta}) \), where \( N_{f} \) is the number of frequency points measured and, \( N_{\phi} \) and \( N_{\theta} \) are, respectively, the number of aspect angles in azimuth and elevation.

Another important implementation aspect to be taken into account is that of finding the zero of the functions in (6.2) and (6.5). The adopted solution has been to use a simple Newton-Raphson’s solver [93]. The convergence with a high accuracy was achieved in all cases in a minimum number of iterations. Further, in Eq. (6.14), the exact near-field phase history is accounted for by the exponential term of (6.15). On purpose, this term does not include an amplitude term correcting for the propagation loss given in (6.13) as its inclusion would reduce significantly the SNR of the resulting images.
6.3 Soil characterization

The detection capabilities of a surface penetrating radar can be significantly improved through a precise characterization of the environment. For a non-magnetic medium, the characterization reduces to the retrieval of the dielectric permittivity $\varepsilon$ as a function of the frequency. Once the dielectric permittivity is estimated, then one can form a subsurface radar image precisely correcting both for the refraction of the wavefield and the dispersion. The proposed characterization technique is simple and reasonably accurate. It is assumed that, in the frequency range of interest, the permittivity shows a linear dependence with the frequency.

The characterization is performed as follows. The sample of the soil under test is put in an open box with low reflectivity walls (e.g., made of Rohacell) which has a metal plate underneath. This sample is first measured with normal incidence. Then a second measurement of the metal plate alone is carried out. Figure 6.3 shows the measurement set-up used. The thickness of the sample $d$ varies depending on the losses of the sample measured. Since the backscatter fields are usually measured within a very wide frequency range, a precise value for the thickness can be retrieved by using time domain reflectometry.

By combining the measurements with and without the sample on top of the metal plate, an equivalence with transmission lines can be employed. This equivalence is shown in Figure 6.4 (a). A photograph of the sample of the sandy soil is shown in Figure 6.4 (b). By properly normalizing the measured backscatter one can obtain the reflection coefficient

\[ \frac{\eta}{d} \]

Figure 6.3. Measurement set-up used in the characterization of the soils: (a) soil sample on metal plate and (b) metal plate alone.
6.3 Soil characterization

\[ \Gamma_z = 0 - \Gamma_z = d \]

Figure 6.4. (a) Equivalence with transmission lines; (b) Sample of the sandy soil in the anechoic chamber.

\[ \eta \]

\[ \Gamma \]

The reflection coefficient is directly related to the dielectric permittivity as follows

\[ \Gamma(f) = \frac{\tanh(j \frac{4\pi f}{c} \sqrt{\epsilon} d) - \sqrt{\epsilon}}{\tanh(j \frac{4\pi f}{c} \sqrt{\epsilon} d) + \sqrt{\epsilon}} \] (6.16)

which corresponds to the reflection coefficient of a dielectric slab of thickness \( d \) under normal incidence [130].

A global error estimate integrated over the entire frequency band is then defined as

\[ E = \int \left| \log \left( \frac{\Gamma_{ms}(f)}{\Gamma(f)} \right) \right|^2 df \] (6.17)

The proposed procedure to retrieve the complex permittivity is based on an optimization which minimizes the error estimate given by (6.17).

This characterization technique has been tested on various types of soil. The frequency range used in these measurement ranged from 1.5 to 9.5 GHz. As an example, Figures 6.5 (a)-(d) show, respectively, the estimated complex permittivity (real and imaginary parts) and the corresponding reflection coefficient (in the frequency and time domains) for a sample of a sandy soil of thickness 5 cm with a moisture level of 5%. As expected with a sample of a sandy soil with low moisture [132], the real part of the complex permittivity is almost independent of the frequency, ranging from 2.5 to 2.7. On the other hand, the imaginary part is extremely low and below 0.03. The global error resulting from the optimization in this measurement was 0.29 dB. Figures 6.5 (e)-(h) show the estimated complex permittivity and the corresponding reflection coefficient (in the frequency and time domains) for the same sample of sandy soil with a moisture level of 10%. The retrieved real and imaginary parts of the complex permittivity are higher than those
for the moisture level of 5%, in agreement with the increase of the volumetric moisture. The global error resulting from the optimization in this measurement was 0.52 dB. In these two measurements, the reflection coefficient given by the model and that measured show are in perfect agreement both in the frequency and the time domains. These results indicate that the model used is appropriate to characterize soil samples by means of a stepped-frequency radar.

A soil sample consisting of a mixture of about 80% of gravel and 20% of dry sand was also characterized. The thickness of this sample was 10 cm. Figures 6.6 (a)-(d) show, respectively, the estimated complex permittivity (real and imaginary parts) and the corresponding reflection coefficient (in the frequency and time domains) for the mixture of gravel and sand. It is seen that the real part of the complex permittivity shows no dependence with the frequency and its value is about 3.4. The integrated error resulting from the optimization was 0.62 dB.

### 6.4 Experimental results

The proposed subsurface imaging algorithm has been tested experimentally with a series of three measurements carried out in the anechoic chamber of the EMSL [60].

In the first measurement, the target used consisted of an ensemble of 8 metallic spheres of radius 7.62 cm. The spheres were all buried in a cylindrical container of diameter 2 m and depth 0.5 m. The container was filled up with a sandy soil with a moisture in the order of 5%. The disposal of the spheres in the container is shown in Figure 6.7. The frequency range employed in this measurement was 2 to 6 GHz, sampling a total of 401 frequency points. The synthetic aperture was spherical with a radius of 9.56 m. The angular ranges of the aspect angles in azimuth and elevation were $0^\circ \leq \phi \leq 45^\circ$ and $22.5^\circ \leq \theta \leq 67.5^\circ$, respectively. The corresponding angular steps were both $0.75^\circ$. This results in a total of 3721 antenna positions uniformly distributed on the spherical aperture. The measurement time needed to collect the frequency backscatter data was about three entire days.

A 3-D SAR image within the volume of the cylindrical container was reconstructed through (6.14). The dielectric permittivity used in the matched filter of (6.14) was that retrieved from the characterization of the sample of the sandy soil with moisture 5% presented in Section 6.3. The 3-D image consisted of 10 horizontal slices uniformly spaced within the depth range $-70 \leq z \leq -20$ cm. On each horizontal slice, the reflectivity was estimated at points forming a polar raster with $N_\rho = 51$ and $N_\phi = 180$. Figure 6.8 shows eight horizontal slices out of the resulting 3-D SAR image within the depth range $-42 \leq z \leq 0$ cm. The dynamic range shown in these images is 40 dB. The polarization of the
Figure 6.5. Characterization results with the sample of sandy soil (moisture level of 5%/10%): (a/e) real and (b/f) imaginary part of the complex permittivity, measured (red dashed line) and retrieved (blue solid line) reflection coefficient in the frequency domain (c/g) and time domain (d/h).
incident wavefield corresponding to these images was HH (i.e., electric field perpendicular to the plane of incidence). A Kaiser-Bessel ($\alpha = 2$) window [87] along the three dimensions of the frequency domain data set was applied prior to the formation of the image. It is seen that the eight spheres are reconstructed at their actual positions. This result indicates that the geometric distortion in the image due to the refraction and dispersion has been successfully corrected. As expected, the deeper spheres show a slightly lower reflectivity due to the propagation loss in the sandy soil. The processing time on a Sun workstation, equipped with a 64 bit processor and 384 MByte of internal memory, was about 4 hours.

In the second measurement, the same cylindrical container was again filled up with a sandy soil with moisture 5%. Seven mine-like objects were buried at the depth of 15 cm, as shown in Figure 6.9. The mine-like objects were three inert landmines provided by the Italian Army, a simulant mine provided by the US Army, a stone, a Coke can, and a wooden rod. The dimensions of the three Italian landmines, the US simulant, and the stone were about the same: 10 cm. The length of the wooden rod was 30 cm. The US simulant was filled with RTV-3110 silicon rubber, which presents a dielectric permittivity
of about 2.9. The resulting dielectric contrast between this simulant and the sandy soil is therefore extremely low. The wooden rod is also expected to present a low dielectric contrast [132].

This measurement was performed within the frequency range 1.5 to 9.5 GHz, sampling a total of 801 points. Such a wide frequency range is only appropriate when the propagation losses in the ground are low. A 2-D spherical aperture with an angular spans of 12° both in azimuth and elevation was synthesized, as shown in Figure 6.9. The corresponding angular ranges were $-6^\circ \leq \phi \leq +6^\circ$ and $39^\circ \leq \theta \leq 51^\circ$. The angular steps in azimuth and elevation were both 0.25°, resulting in a total of 2401 antenna positions uniformly distributed on the spherical aperture.

As in the previous measurement, a 3-D SAR image within the volume of the cylindrical container was reconstructed through (6.14). The dielectric permittivity used in the matched filter of (6.14) was that retrieved from the characterization of the sample of the sandy soil with moisture 5%. The 3-D image consisted of 10 horizontal slices uniformly spaced within the depth range $-70 \leq z \leq -20$ cm. On each horizontal slice, the reflectivity was estimated at points forming a polar raster with $N_\rho = 51$ and $N_\phi = 180$.

Figure 6.8 shows three horizontal slices at depths 5, 15, and 25 cm. The dynamic range shown in these images is 40 dB. The polarization of the incident wavefield corresponding to these images was VV (i.e., electric field parallel to the plane of incidence). A Kaiser-
Figure 6.8. Eight horizontal slices out of the 3-D SAR image of the eight buried spheres within the depth range $-42 \leq z \leq 0$ cm.
Bessel ($\alpha = 2$) window [87] along the three dimensions of the frequency domain data set was applied prior to the formation of the image. The slice at 15 cm depth shows five out of the seven buried objects imaged at their actual position. This result indicates that both the characterization of the soil and the image reconstruction can be combined to get high quality subsurface imagery. Neither the US simulant nor the wooden rod are visible due to their low dielectric contrast. The projection of the return from the far-range edge of the container is visible in the three slices because of the limited resolution in the direction perpendicular to the illumination direction.

In the last measurement the sandy soil in the cylindrical container was watered until a moisture level of 10% was reached. The collection of the backscatter data took place well after in order to have an homogenous distribution of the volumetric moisture. The propagation losses in this measurement are expected to be much higher than those in the previous case. Therefore it is advisable to reduce accordingly the span and center frequency of the frequency range. The adopted solution was to double the angular spans of the spherical aperture and halve the frequency range. This was found to be the optimum solution to get a resolution in the images comparable with those of the sandy soil with 5% moisture. Thus, the angular spans of the aperture in azimuth and elevation were,
Figure 6.10. Set of horizontal subsurface slices out of the 3-D SAR image in the VV polarization (sandy soil with 5% moisture).

Figure 6.11. Horizontal slices at 15 cm depth in the HH, HV and VV polarizations (sandy soil with 10% moisture).

respectively, $-12^\circ \leq \phi \leq +12^\circ$ and $33^\circ \leq \theta \leq 54^\circ$. The angular steps in azimuth and elevation were both 0.5\(^\circ\).

Figure 6.11 shows the reconstructed images at 15 cm depth for the three polarizations. The dielectric permittivity used in the matched filter of (6.14) was that retrieved from the characterization of the sample of the sandy soil with moisture 10% presented in Section 6.3. It is seen that all the objects except the US simulant and the wooden rod were again successfully imaged at their actual positions. As expected with axis-symmetric objects (i.e., bodies of revolution), the reconstructed reflectivity is much lower in the HV channel for all the buried objects apart from one of the APLs and the Coke can. It is seen that the objects reflectivity is clearly higher in the VV image because of the higher transmission coefficient when approaching Brewster’s angle. The selection of an incidence angle close to that angle guarantees an optimum transmission of power into the ground.
The research conducted in this Thesis dealt with the development of a family of three-dimensional (3-D) near-field synthetic aperture radar (SAR) imaging algorithms, which have all been tested by means of numerical simulations and measurements. The main motivation in developing these algorithms was the formation of high quality radar imagery at the lowest computational cost. A total of five imaging algorithms were implemented, each satisfying different requirements in terms of computational cost, quality of the resulting imagery, type of the scanning geometry, and implementation complexity. These algorithms are:

**RMA:** The Range Migration Algorithm was introduced in Section 3.2. This algorithm is an extension of the two-dimensional (2-D) RMA. Its formulation has been justified by using of the method of stationary phase (MSP). The numerical simulations have shown the efficiency of the algorithm, which can be simply implemented by using FFT codes and a one-dimensional (1-D) Lagrange interpolator. An important feature of the proposed processing scheme is that, by applying a phase correction term, strip-map SAR measurements can be performed at the spotlight SAR sampling rate without introducing any degradation in the quality of the resulting imagery. The quality of the focused images is very high, and in the numerical simulations it has shown to reach dynamic ranges better than 100 dB. The algorithm has been also tested experimentally using a ground-based SAR system. These results have shown the high performance of the algorithm working with an experimental data set.

**RMA-FT:** A Range Migration Algorithm with Fields Translation from spherical and cylindrical apertures onto a planar aperture was presented in Sections 3.3 and 3.4. The use of the 3-D RMA was successfully extended to cylindrical and spherical scanning geometries by splitting the image formation into two steps. The frequency
domain backscatter data are first translated to a planar aperture in the vicinity of the measurement aperture. Then the 3-D range migration algorithm (RMA) is applied. Results showed that the presented backpropagation technique does not entail a significant increase of the computational cost. Furthermore, the proposed field translation does not degrade the quality of the imagery. The dynamic range of the images was shown to be basically identical to that obtained with the 3-D RMA without the fields translation.

**SVMFIA**: A Space-Variant Matched Filter Imaging Algorithm especially tailored for spherical scanning geometries was introduced in Section 4.2. This is a near-field imaging technique which accounts precisely for the wavefront curvature and the free space propagation loss. The core of the algorithm resides in the calculation of a near-field focusing operator, which is convoluted with the frequency-domain backscatter data in the azimuth domain. The algorithm makes use of an efficient computational procedure based on FFT codes and an asymptotic evaluation with the MSP. This asymptotic evaluation is optimized by using working matrices with the points of stationary phase and their second order derivatives. Experimental results showed a remarkable performance in terms of focusing capabilities and spatial stability of its impulse response.

The practical problem motivating the development of the SVMFIA algorithm was the formation of a 3-D near-field SAR image of a 5 m high Fir tree. This tree was measured in the anechoic chamber of the European Microwave Signature Laboratory (EMSL) using the spherical scanning geometry. The images focused with the SVMFIA were used to identify the major backscattering sources within the tree volume: the trunk in the top part of the tree; the needles and the branches in the middle and bottom part of the tree (where a significant anisotropic behavior has been observed). The overall shape of the resulting 3-D radar images of the tree were surprisingly close to that of the optical images. Eventhough the backscattering behavior of the tree at radar frequencies is by far more complicated and radically different from that in the visible range.

**PFA-IR**: A Polar Format Algorithm with Image Rectification was assessed in Section 4.3. This technique allows the use of FFT-based focusing algorithms normally used under the far-field condition. The resulting geometric distortion due to the short observation distance is successfully corrected by applying a rectification algorithm. A rectification algorithm especially designed for a near-field 3-D SAR processor was developed. Results on simulated and experimental data showed that this technique
is highly efficient and can be easily implemented using FFT codes and a 3-D Lagrange interpolator.

**SVMF-SSA:** A Space-Variant Matched Filter Subsurface Sensing Algorithm was outlined in Chapter 6. This imaging algorithm is especially tailored for 3-D subsurface radar imaging. A simple and effective characterization technique was used to retrieve the dielectric permittivity of the medium surrounding the subsurface objects was presented. The proposed soil characterization and subsurface imaging techniques were tested experimentally successfully. The measurements were carried out in an anechoic chamber using a stepped frequency radar which synthesized a spherical aperture. The resulting subsurface images show that the geometric distortion due to the refraction and dispersion of the wavefields is minimum both with lossless and lossy grounds.

**Table 7.1.** Main characteristics of the five near-field imaging algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Computational Cost</th>
<th>Scanning Geometry</th>
<th>Image Quality</th>
<th>Implementation Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMA</td>
<td>Minimum</td>
<td>Planar</td>
<td>High</td>
<td>Minimum</td>
</tr>
<tr>
<td>RMA-FT</td>
<td>Medium</td>
<td>Cylindrical/Spherical</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>SVMFIA</td>
<td>Medium to High</td>
<td>Spherical</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>PFA-IR</td>
<td>Minimum</td>
<td>Spherical</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>SVMF-SSA</td>
<td>Medium to High</td>
<td>Cylindrical/Spherical</td>
<td>High</td>
<td>Medium</td>
</tr>
</tbody>
</table>

The main characteristics of the above-listed five imaging algorithms are summarized in Table 7.1.

As the overall conclusion, it can be said that a complete set of novel near-field imaging algorithms has been successfully developed. These algorithms have all been tested by means of numerical simulations and, most important, radar measurements in an anechoic chamber.
Appendix A

Formulation of the 3-D RMA using the MSP

The derivation of the 2-D Fourier Transform of the focusing function in (3.5) is based on the MSP. This method provides an analytical solution for the asymptotic expansion of an integral of the form

$$N(k) = \iiint_{R} f(x, y) e^{jk\mu(x,y)} \, dx \, dy$$

(A.1)

where $R$ is a region in the $xy$ plane and $\mu(x, y)$ is assumed to be twice-continuously differentiable in $R$. Then, the behavior of $N(k)$ for $k \to \infty$ can be determined by means of the MSP [73].

From now on the formulation is adapted in order to evaluate the following integral

$$I(k_x, k_z) = \iiint e^{jk_r \sqrt{x^2 + (y - y_a)^2 + z^2}} e^{-jk_x x - jk_z z} \, dx \, dz$$

(A.2)

By comparing (A.2) with (A.1), it is seen that $f(x, z) = 1$, and the phase of the exponential term equals

$$\Phi(x, z) = k\mu(x, z) = k_r R - k_x x - k_z z$$

(A.3)

$$R = \sqrt{x^2 + (y - y_a)^2 + z^2}$$

(A.4)

The MSP states that the asymptotic expansion of $I(k_x, k_z)$ results in

$$I(k_x, k_z) \simeq \frac{j^2 \pi}{\sqrt{\Phi_{xx} \Phi_{zz} - \Phi_{xz}^2}} e^{j\Phi(x_0, z_0)}$$

(A.5)

where $\Phi_{xx}$, $\Phi_{zz}$ and $\Phi_{xz}$ denote the second partial derivatives of $\Phi(x, z)$ evaluated at the stationary point. The stationary point $(x_0, z_0)$ is the point where the phase $\Phi(x, z)$ takes
an extreme value, i.e.,
\[
\frac{\partial \Phi}{\partial x}
\bigg|_{(x_0,z_0)} = 0
\]  
(A.6)
\[
\frac{\partial \Phi}{\partial z}
\bigg|_{(x_0,z_0)} = 0
\]  
(A.7)
and it is assumed that
\[
\Phi_{xx} \Phi_{zz} - \Phi_{xz}^2 \neq 0 \quad \Phi_{zz} \neq 0
\]  
(A.8)

The first derivatives of the phase function are:
\[
\Phi_x(x,z) = \frac{\partial \Phi}{\partial x} = -k_x \frac{x}{R}
\]  
(A.9)
\[
\Phi_z(x,z) = \frac{\partial \Phi}{\partial z} = -k_z \frac{z}{R}
\]  
(A.10)

There is only one point where both first derivatives are simultaneously zero:
\[
x_0 = \frac{k_x(y - y_a)}{\sqrt{k_r^2 - k_x^2 - k_z^2}}
\]  
(A.11)
\[
z_0 = \frac{k_z(y - y_a)}{\sqrt{k_r^2 - k_x^2 - k_z^2}}
\]  
(A.12)

The second partial derivatives are:
\[
\Phi_{xx}(x,z) = \frac{\partial^2 \Phi}{\partial x^2} = \frac{k_r \left[z^2 + (y - y_a)^2\right]}{R^3}
\]  
(A.13)
\[
\Phi_{zz}(x,z) = \frac{\partial^2 \Phi}{\partial z^2} = \frac{k_r \left[x^2 + (y - y_a)^2\right]}{R^3}
\]  
(A.14)
\[
\Phi_{xz}(x,z) = \frac{\partial^2 \Phi}{\partial x \partial z} = -\frac{k_r x z}{R^3}
\]  
(A.15)

which evaluated at the stationary point yield,
\[
\Phi_{xx}(x_0, z_0) = \frac{(k_x^2 - k_y^2) \sqrt{k_r^2 - k_x^2 - k_z^2}}{k_r^2 (y - y_a)}
\]  
(A.16)
\[
\Phi_{zz}(x_0, z_0) = \frac{(k_z^2 - k_x^2) \sqrt{k_r^2 - k_x^2 - k_z^2}}{k_r^2 (y - y_a)}
\]  
(A.17)
\[
\Phi_{xz}(x_0, z_0) = \frac{k_x k_z \sqrt{k_r^2 - k_x^2 - k_z^2}}{k_r^2 (y - y_a)}
\]  
(A.18)

Moreover, the phase at the stationary point is
\[
\Phi(x_0, z_0) = \sqrt{k_r^2 - k_x^2 - k_z^2} (y_a - y)
\]  
(A.19)
Finally, substituting (A.16)-(A.19) into (A.5) for evaluating (A.2), and calling \( k_y = \sqrt{k_r^2 - k_x^2 - k_z^2} \), the 2-D FT results in the expression

\[
I(k_x, k_z) \simeq \frac{j 2\pi (y - y_a) k_r}{k_y^2} e^{j k_y(y_a - y)} \quad \text{(A.20)}
\]

When applying (A.20) to the actual RMA implementation, the factor \((y - y_a)\) is not used because \(y\) is not defined in the \(\omega - k\) domain. This omission does not produce any relevant effect on the final image quality. Anyway, as stated in Sect. 3.2.3, the final result is usually equalized along the slant-range direction, thus erasing the influence of this omission.
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Appendix B

Accuracy of the translation of 2-D backscattered fields

Let’s consider an ensemble of \( M \) identical line scatterers, parallel to the \( z \)-axis, randomly distributed inside a cylinder of radius \( \rho_{\text{min}} \), as shown in Figure B.1. For the sake of simplicity, all line scatterers are assumed to show the same reflectivity and that is equal to one.

Provided the interaction between the line scatterers can be neglected, the backscattered fields on the surface of a cylinder with radius \( \rho \) (with \( \rho \geq a \)) take the form

\[
E_s(\rho, \phi) = \sum_{i=1}^{M} \left( \frac{j}{4} H_0^{(2)} \left( \frac{k_r}{2} \sqrt{\rho^2 + \rho_i^2 - 2\rho \rho_i \cos(\phi - \phi_i)} \right) \right)^2
\]

with \( k_r = 4\pi f / c \), where \( k_r \) denotes the frequency wavenumber, \( f \) is the working frequency, \( c \) is the speed of light, \( H_0^{(2)} (\cdot) \) is the zeroth order Hankel function of second kind, and \((\rho_i, \phi_i)\) are the cylindrical coordinates of the line scatterer \( i \)th. The fields given by (B.1) will be considered as the reference in the calculation of the error introduced in the fields translation.

At this point one makes use of the model of the “radiating reflectors”. If the line scatterers are assumed to radiate simultaneously a wavefield which propagates at a velocity which is one half of the actual value, then the backscattered fields can be approximated as a solution of the 2-D Helmholtz equation. Thus, the backscattered fields on the surface of the cylinder of radius \( \rho \) can alternatively be expressed as

\[
\hat{E}_s(\rho, \phi) = \sum_{n=-\infty}^{+\infty} a_n H_n^{(2)} (k_r \rho) e^{jn\phi}
\]

(B.2)
In practice the summation in (B.2) will be always truncated at the limit $|n| \leq N$. The value of $N$ depends on the radius of the minimum cylinder that encloses entirely the ensemble of line scatterers $\rho_{\text{min}}$ as follows

$$N \simeq [k_r \rho_{\text{min}}] + n_1,$$

where the square brackets denote the integer part of the number in between, and $n_1$ is an integer which depends on the accuracy required.

An estimate for the error introduced by the translation of 2-D backscattered fields has been obtained as follows. First, the exact backscattered fields given by (B.1) on the surface of a cylinder of radius $\rho$ are calculated at a number of azimuth angles $N_{\phi}$ high enough to satisfy the Nyquist criterion (i.e., such that $N_{\phi} \geq 2N$). These fields are then used to obtain the amplitudes of the cylindrical modes $a_n$ in (B.2). Note that these amplitudes can be readily calculated by means of a DFT as follows

$$a_n = \frac{\text{DFT}[E_s(\rho, \phi_i)]}{H_n^{(2)}(k_r \rho)}$$

with $n = -N, \ldots, 0, \ldots, N$, and $i = 0, \ldots, N_{\phi} - 1$.

Once the amplitudes of the cylindrical modes are known, the fields can be backpropagated to the surface of a concentric cylinder of radius $\rho'$, with $\rho, \rho' \geq \rho_{\text{min}}$. The translated fields are given by

$$\hat{E}_s(\rho', \phi) = \sqrt{\frac{\rho'}{\rho}} \sum_{n=-N}^{+N} a_n H_n^{(2)}(k_r \rho') e^{j n \phi}$$

The amplitude factor $\sqrt{\rho'/\rho}$ is introduced to correct for the additional one-way propagation path not taken into account in the model.

The error introduced by the proposed field translation technique can be simply obtained as the difference between the exact backscattered fields, calculated by means of (B.1), and those given by (B.5). The translation error is defined as follows

$$\text{Error}(f, \rho, \rho') \ [\%] = 100 \times \frac{\sum_{i=0}^{N_{\phi}-1} |E_s(\rho', \phi_i) - \hat{E}_s(\rho', \phi_i)|^2}{\sum_{i=0}^{N_{\phi}-1} |E_s(\rho', \phi_i)|^2}$$

As an example, Figure (B.2) shows the fields translation error for an ensemble of $M = 9$ line scatterers enclosed in a cylinder of radius $\rho_{\text{min}} = 1 \text{ m}$ at the frequencies of 2,
Figure B.1. Ensemble of \( M \) line scatterers.

6, 10, and 14 GHz. The considered radius of the measurement cylinders are \( \rho =5, 10 \) and 15 m. The corresponding radius where the fields have been translated range from \( 0.8\rho \) to \( 1.2\rho \) (i.e., the fields are translated both in the forward and backward direction). As expected, the translation error increases with a increasing distance from the measurement cylinder \( \rho \). It is important to note that the magnitude of the error seems to be almost independent of the frequency. Further, the translation error in the backward direction is higher than that in the forward direction. As an example, with a measurement cylinder the radius used in the experiment, the error within the range of \( \rho' \) from 8 to 12 m is well below 1.5%, which is in practice negligible.
Figure B.2. Estimated errors with 9 line scatterers at 2, 6, 10 and 14 GHz for measurement cylinders of radius 5 m (a), 10 m (b) and 15 m (c).
Evaluation of the coefficients $c_{m,n}$

The analytical expressions for the evaluation of the amplitudes of the spherical harmonics $c_{m,n}$ in (3.32) were given in Section 3.4.1. From a computational viewpoint, the evaluation of the coefficients $c_{m,n}$ reduces to the calculation of the two integrals: the integral in $\phi$ of (3.39) and that in $\theta$ of (3.42):

\[
\begin{align*}
    c_m(r_a, \theta) &= \frac{1}{2\pi} \int_0^{2\pi} \psi(r_a, \phi, \theta) e^{-jm\phi} \, d\phi \\
    c_{m,n}(r_a) &= \left( \frac{m}{|m|} \right)^m \int_0^\pi c_m(r_a, \theta) P_n^m(\cos \theta) \sin \theta \, d\theta.
\end{align*}
\]

Let us assume that the backscattered fields are measured on the surface of radius $r = r_a$ at points forming a grid uniformly sampled in $\phi$ and $\theta$, and the number of spherical harmonics used in the modal expansion of (3.32) is $N$. Thus, the resulting angular steps must satisfy the following inequalities:

\[
\begin{align*}
    \Delta \phi &\leq \frac{2\pi}{2N + 1} \\
    \Delta \theta &\leq \frac{2\pi}{2N + 1}.
\end{align*}
\]

In its discrete form of (C.1), the evaluation of the integral becomes straightforward by means of a DFT, i.e.

\[
c_m(r_a, \theta_l) = \text{DFT} [\psi(r_a, \phi_i, \theta_l)],
\]

where $i = 0, 1, \ldots, 2N$ and $l = 0, 1, \ldots, 2N$ denote the indexes associated with the angles $\phi$ and $\theta$, respectively. In practice the measured angular range in $\phi$ will be smaller than $2\pi$. Consequently, the backscattered fields outside this window will have to be padded with zeroes prior to the computation of the DFT.
The discrete evaluation of the integral in $\theta$ in (C.2) is a bit trickier. Now the integral cannot be simply evaluated by means of a single DFT. Alternatively, the Fourier expansion property of the normalized associate Legendre functions is used to evaluate the discrete integral using DFT codes [91]. Thus, the normalized associate Legendre functions can be expanded into a Fourier series as follows

$$P_n^m(\cos \theta) = j^m \sum_{p=-n}^{n} d_{m,p} e^{jp\theta} = j^{-m} \sum_{p=-n}^{n} d_{m,p} e^{-jp\theta}. \quad (C.6)$$

The coefficients $d_{m,p}$ vanish for $(p + n)$ odd, and they satisfy the recurrence relation:

$$(n + p + 2)(n - p - 1) d_{m,p+2} - 2(n^2 - p^2 + n - 2m^2) d_{m,p} + \ldots$$

$$(n + p - 1)(n - p + 2) d_{m,p-2} = 0, \quad (C.7)$$

with the initial values being:

$$d_{m,n} = \frac{1}{2^{2n}} \frac{(2n)!}{n! \sqrt{2n + 1}} \sqrt{\frac{1}{2(n + m)!(n - m)!}}, \quad (C.8)$$

$$d_{m,n-2} = \frac{n - 2m^2}{2n - 1} d_{m,n}. \quad (C.9)$$

For $m = 0$, the recurrence in (C.7) takes the form

$$(n + p)(n - p + 1) d_{0,p} - (n + p - 1)(n - p + 2) d_{0,p-2} = 0. \quad (C.10)$$

At this point, there is an important aspect to consider: the domain of the angle $\theta$ must be within the range $(0, \pi)$, as opposed to the range $(0, 2\pi)$ in $\phi$. The dependence on $\theta$ of the backscattered fields is extended to the range $(0, 2\pi)$ as follows. Noting that $(m/|m|) P_n^m(\cos \theta)$ is periodic in $\theta$ with period $2\pi$, and that its parity about $\theta = \pi$ is the same as $m$ (odd if $m$ is odd, and even if $m$ is even), the $\theta$ dependence is extended in the following way

$$\hat{c}_m(r_a, \theta) = \begin{cases} 
  c_m(r_a, \theta), & 0 \leq \theta \leq \pi \\
  (-1)^m c_m(r_a, 2\pi - \theta), & \pi < \theta < 2\pi 
\end{cases} \quad (C.11)$$

The coefficients $\hat{c}_m(r_a, \theta)$ are then expanded into a finite Fourier series as follows

$$\hat{c}_m(r_a, \theta) = \sum_{l=-N}^{N} b_{m,l} e^{j\theta}. \quad (C.12)$$
By substituting (C.6) and (C.12) in (C.2), the coefficients \( c_{m,n}(r_a) \) take the form:

\[
\begin{align*}
  c_{m,n}(r_a) &= \int_{\theta=0}^{\pi} \sum_{l=-N}^{N} b_{m,l} e^{j l \theta} j^{-m} \sum_{p=-n}^{n} d_{m,p} e^{-j p \theta} \sin \theta \, d\theta \\
  &= j^{-m} \sum_{l=-N}^{N} b_{m,l} \sum_{p=-n}^{n} d_{m,p} \int_{\theta=0}^{\pi} e^{j(l-p)\theta} \sin \theta \, d\theta.
\end{align*}
\]

(C.13)

The integral in (C.14) can be denoted as \( G(l - p) \), and has an analytical solution

\[
G(l - p) = \begin{cases} 
  \pm j \frac{\pi}{2}, & (l - p) = \pm 1 \\
  0, & |l - p| = 3, 5, 7, \ldots \\
  \frac{2}{1 - (l - p)^2}, & |l - p| = 0, 2, 4, \ldots
\end{cases}
\]

(C.15)

The resulting expression for the coefficients \( c_{m,n}(r_a) \) becomes

\[
c_{m,n}(r_a) = j^{-m} \sum_{l=-N}^{N} b_{m,l} \sum_{p=-n}^{n} d_{m,p} G(l - p),
\]

(C.16)

where the only unknowns on the right-hand side are now the Fourier coefficients \( b_{m,l} \), which can be simply evaluated through a DFT.

A further analysis of the elements in (C.16) yields an additional simplification. From their definition, it can be observed that

\[
\begin{align*}
  b_{m,l} &= (-1)^m b_{m,-l} \\
  d_{m,p} &= (-1)^m d_{m,-p},
\end{align*}
\]

(C.17)\hspace{1cm} (C.18)

and therefore,

\[
  b_{m,l} d_{m,p} = b_{m,-l} d_{m,-p}.
\]

(C.19)

Since

\[
G(l - p) = -G(p - l), \quad (l - p) = \pm 1,
\]

(C.20)

the terms with \( (l - p) = \pm 1 \) cancel out, and the final expression for the coefficients \( c_{m,n}(r_a) \) becomes

\[
c_{m,n}(r_a) = j^{-m} \sum_{p=-n}^{n} d_{m,p} \sum_{l=-N}^{N} \prod(l - p)b_{m,l},
\]

(C.21)

where

\[
\prod(l - p) = \begin{cases} 
  0, & (l - p) \text{ odd} \\
  \frac{2}{1 - (l - p)^2}, & (l - p) \text{ even}
\end{cases}
\]

(C.22)
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Figure C.1. (a) Flow chart of the computation of the coefficients from the backscatter data measured on a spherical aperture; (b) Flow chart of the computation of the backscattered fields from the coefficients $c_{m,n}$.

and $\prod(l - p) = \prod(p - l)$.

The $l$-summation in (C.21) resembles, for each value of $p$, a convolution between two sequences. Hence, it can be evaluated efficiently by means of DFTs. If the result is named $K_m(p)$, the final expression of the coefficients is

\[ c_{m,n}(r_a) = j^{-m} \sum^n_{p=-n} d_{m,p} K_m(p). \quad (C.23) \]

The procedure to evaluate the amplitudes of the spherical harmonics is summarized in the flow chart in Figure C.1 (a). The rectangles with dashed lines indicate a loop. Note that the coefficients are explicitly available at the end of this process. This was not the case
in the translation from the cylindrical to the planar apertures because they were reused for each \( n \) immediately after their calculation. The subsequent evaluation of backscatter fields once the spherical harmonics amplitudes are known is illustrated in Figure C.1 (b).
C. Evaluation of the coefficients $c_{m,n}$
Solution of the Fourier integral in Eq. (4.5) using the MSP takes the form

\[ \mathcal{F}(\rho, k, z; f, \theta) \simeq \frac{\sqrt{j 2\pi}}{R_a} \left\{ \frac{R^2(\phi_-)}{\sqrt{p''(\phi_-)}} \exp[j p(\phi_-)] + \frac{R^2(\phi_+)}{\sqrt{p''(\phi_+)}} \exp[j p(\phi_+)] \right\} \]  

(D.1)

where \( \phi_- \) and \( \phi_- \) are two stationary phase points determined by the equations,

\[ p'(\phi_-) = \frac{\partial p(\phi)}{\partial \phi} \bigg|_{\phi_-} = A \frac{C \sin \phi_-}{2\sqrt{B - C \cos \phi_-}} - k_\phi = 0 \]  

(D.2)

\[ p'(\phi_+) = \frac{\partial p(\phi)}{\partial \phi} \bigg|_{\phi_+} = A \frac{C \sin \phi_+}{2\sqrt{B - C \cos \phi_+}} - k_\phi = 0 \]  

(D.3)

which, after some algebraical manipulations, result in

\[ \phi_{\pm} = \arccos \left[ \frac{2 \alpha^2 \pm \sqrt{\beta^2 - 4 \alpha^2 (1 - \alpha^2)}}{\beta} \right] \]  

(D.4)

\[ p(\phi_{\pm}) = \gamma \left[ \sqrt{1 - [2 \alpha^2 \pm \sqrt{\beta^2 - 4 \alpha^2 (1 - \alpha^2)}] - \alpha \phi_{\pm}} \right] - 2kR_a \]  

(D.5)

\[ p''(\phi_{\pm}) = \pm \gamma \frac{\sqrt{\beta^2 - 4 \alpha^2 (1 - \alpha^2)}}{2\sqrt{1 - [2 \alpha^2 \pm \sqrt{\beta^2 - 4 \alpha^2 (1 - \alpha^2)}]}} \]  

(D.6)

\[ R(\phi_{\pm}) = \frac{\gamma}{A} \sqrt{1 - [2 \alpha^2 \pm \sqrt{\beta^2 - 4 \alpha^2 (1 - \alpha^2)}]} \]  

(D.7)
D. Solution of the Fourier integral in Eq. (4.5) using the MSP with
\[ \alpha = \frac{k_\phi}{\gamma}, \quad \beta = \frac{C}{B}, \quad \text{and} \quad \gamma = A\sqrt{B} \]  \hfill (D.8)

The approximation in (D.1) is satisfactory if the function \( p''(\cdot) \) does not vanish at the stationary phase points. From (D.2) and (D.3), it can be shown that the two stationary phase points converge to a single point as \( k_\phi \) increases, which is given by
\[ \phi_o = \arccos \left[ \frac{1 - \sqrt{1 - \beta^2}}{\beta} \right] \]  \hfill (D.9)

As in any asymptotic expansion, it is difficult to give precise conditions for the validity of (D.1). However, the following gives some indication of the range of \( k_\phi \) where the error is small compared to \( F(\cdot) \),
\[ 0 \leq k_\phi \leq \hat{k}_\phi = \frac{|p'''(\phi_o)|}{2} \left( \frac{1}{3} \right) \]  \hfill (D.10)

If \( k_\phi > \hat{k}_\phi \), then the major contribution to the integral (4.5) comes from a small neighborhood near the point \( \phi = \phi_o \). In this neighborhood, \( p''(\phi) \) vanishes and the following higher order series expansion
\[ p(\phi) \simeq p(\phi_o) + p'(\phi_o) (\phi - \phi_o) + p''(\phi_o) \frac{(\phi - \phi_o)^3}{3!} \]  \hfill (D.11)

must be used in the asymptotic evaluation of (4.5), leading to
\[ F(\rho, k, z; f, \theta) \simeq 2\pi \left( \frac{R(\phi_o)}{R_a} \right)^2 \exp \left[ jp(\phi_o) \right] \left( \frac{2}{|p'''(\phi_o)|} \right)^{(1/3)} \times \text{Ai} \left( -\left[ \frac{2}{|p'''(\phi_o)|} \right]^{(1/3)} p'(\phi_o) \right) \]  \hfill (D.12)

wherein \( \text{Ai}(\cdot) \) denotes the Airy function [92], and
\[
\begin{align*}
p(\phi_o) &= \gamma \left[ (1 - \beta^2)^{(1/4)} - \alpha \phi_o \right] - 2kR_a \quad \text{(D.13)} \\
p'(\phi_o) &= \gamma \left[ -\alpha + \sqrt{\frac{1 - \sqrt{1 - \beta^2}}{2}} \right] \\
p''(\phi_o) &= -\gamma \sqrt{\frac{1 - \sqrt{1 - \beta^2}}{2}} \quad \text{(D.14)} \\
\phi_o &= \arccos \left[ \frac{1 - \sqrt{1 - \beta^2}}{\beta} \right] \\
R(\phi_o) &= \frac{\gamma}{A} (1 - \beta^2)^{(1/4)} \quad \text{(D.15)}
\end{align*}
\]
provided that
\[ \hat{k}_\phi < k_\phi \leq \frac{N_\phi}{2} \] (D.18)
D. Solution of the Fourier integral in Eq. (4.5) using the MSP
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